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Abstract
Clinical diagnosis is critical in medical practice,001
typically requiring a continuous and evolving002
process that includes primary diagnosis, dif-003
ferential diagnosis, and final diagnosis. How-004
ever, most existing clinical diagnostic tasks005
are single-step processes, which does not align006
with the complex multi-step diagnostic proce-007
dures found in real-world clinical settings. In008
this paper, we propose a Chinese clinical diag-009
nostic benchmark, called MSDiagnosis. This010
benchmark consists of 2,225 cases from 12 de-011
partments, covering tasks such as primary diag-012
nosis, differential diagnosis, and final diagnosis.013
Additionally, we propose a novel and effective014
framework. This framework combines forward015
inference, backward inference, reflection, and016
refinement, enabling the large language model017
to self-evaluate and adjust its diagnostic results.018
To this end, we evaluate medical language mod-019
els, general language models, and our proposed020
framework. The experimental results demon-021
strate the effectiveness of the proposed method.022
We also provide a comprehensive experimen-023
tal analysis and suggest future research direc-024
tions for this task. The dataset and codes are025
available at the anonymous URL https://026
anonymous.4open.science/r/MDQA-6EC0.027

1 Introduction028

Clinical diagnosis is a central element of clinical029

decision-making, involving the integration of chief030

complaint, present history, and physical exami-031

nations, along with clinical experience and medi-032

cal knowledge, to make a scientifically grounded033

judgment regarding the nature and cause of a dis-034

ease (Ball et al., 2015). Accurate diagnosis helps to035

provide the most appropriate treatment for patients.036

In recent years, research in data-driven clinical037

diagnosis has advanced rapidly, particularly with038

the widespread use of electronic medical records039

(EMRs), which enable diagnostic models to inte-040

grate multi-stage patient data for more precise anal-041

ysis (Herrero-Zazo et al., 2021).042

chief complaint : Migratory right lower abdominal pain for 1 day….
present history: The patient reports persistent upper abdominal pain for 1 
day without a clear cause, with intermittent exacerbations,….
past history: Generally healthy in the past….
family history: Other family members are healthy….
physical examination: T: 36.5℃, tenderness in the right lower abdomen….
laboratory and aided examination: CBC shows: WBC 18.41×10^9/L, 
neutrophil ratio 66.90%, SAA: 213.65mg/L….

① Previous Diagnosis Dataset (Single-step)

② Our Diagnosis Dataset (Multi-step)

Primary diagnosis: acute appendicitis
Diagnostic criteria: …

Step 1

Admission Record Doctor Hospital Course

During the appendectomy, partial necrosis of the small intestine, 
approximately 2 meters in length, was observed. Numerous thrombi 
were seen in the mesenteric vessels…

Primary Diagnosis or Diagnostic 
criteria
Final Diagnosis or Diagnostic 
criteria

Primary diagnosis:
acute appendicitis.
Diagnostic criteria: …

Step 1

Final diagnosis: mesenteric artery thrombosis、
intestinal necrosis
Diagnostic criteria: Intraoperative findings …

Step 3

Differential diagnosis:
gastrointestinal perfor-
ation …

Step 2

Figure 1: An example of our diagnostic benchmark and
its differences from the previous diagnostic benchmark.

The clinical diagnosis process is a continuous 043

and evolving process (Tiffen et al., 2014). Specifi- 044

cally, doctors first make a primary diagnosis based 045

on the patient’s chief complaint, present history, 046

and laboratory and aided examination. Then they 047

narrow down the diagnostic options through differ- 048

ential diagnosis. Finally, they determine the final 049

diagnosis by considering clinical changes through- 050

out the diagnostic and treatment process. However, 051

a significant gap remains between the existing di- 052

agnostic benchmark and actual clinical practice. 053

Most existing diagnostic tasks are single-step pro- 054

cesses (Wang et al., 2024; Lyu et al., 2023; Liu 055

et al., 2024b), where a diagnosis is made directly 056

based on the patient’s medical history, chief com- 057

plaint, and examination results. This single-step 058

approach does not align with the multi-step pro- 059

cess typically used in clinical practice. In addition, 060

current evaluations of single-step diagnostic tasks 061

typically use BLEU and ROUGE metrics. How- 062

ever, these metrics, which rely solely on lexical 063
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Table 1: Overview of the clinical diagnosis benchmark. “*” indicates that the dataset contains data for multiple
tasks, with the diagnosis being just one of them. In the “Size” column, the value outside the brackets indicates the
number of samples related to diagnosis, and the value inside the brackets indicates the total number of samples in
the dataset. The terms “Criteria”, “Multi-Step”, “Q.Type”, and “MCQA” stand for “diagnostic criteria”, “multi-step
diagnosis”, “question type”, and “multiple-choice QA” respectively.

Dataset Data Source Q.Type Criteria Multi-Step Key Points Size

DDx-basic (Liu et al., 2024c) Examination Paper MCQA 150
DDx-advanced (Liu et al., 2024c) Examination Paper MCQA 30
CMExam* (Liu et al., 2024b) Medical Examination MCQA 1,630(60K+)
AgentClinic-MedQA (Schmidgall et al., 2024) GPT4+MedQA OpenQA 107
AI Hospital (Fan et al., 2024) Medical Website OpenQA 506
CMB-Clin (Wang et al., 2024) Medical Textbook OpenQA 74
RJUA-QA (Lyu et al., 2023) Synthetic OpenQA 2,132
MIMIC-CDM (Hager et al., 2024) MIMIC OpenQA 2,400
Ours Medical Website OpenQA 2,225

overlap, cannot effectively assess the rationale be-064

hind the diagnosis or the coverage of key evidence.065

Hence, in this paper, we propose a Multi-Step066

clinical Diagnosis benchmark (MSDiagnosis). In067

this benchmark, a primary diagnosis and diagnos-068

tic criteria are generated based on the patient’s069

chief complaint, present history, and examination070

results. Then, a differential diagnosis is made to071

narrow down the possible diseases. Finally, the072

final diagnosis and diagnostic criteria are made by073

combining the hospital course, primary diagnosis,074

and differential diagnosis. The specific process075

is shown in Fig. 1. The MSDiagnosis benchmark076

is designed to evaluate the diagnostic capabilities077

of large language models (LLMs). The bench-078

mark comprises 2,225 medical records collected079

from medical websites, covering 12 departments.080

Each medical record contains five related diagnos-081

tic questions. For ease of comparison, we list the082

most relevant works in Table 1. Additionally, to083

accurately assess diagnostic criteria, we annotate084

each answer with corresponding key points and085

evaluate the quality of the answers by calculating086

the macro-recall for each key point.087

For the multi-step clinical diagnostic benchmark,088

we propose a simple and effective pipeline frame-089

work. This framework consists of two stages. The090

first stage is forward inference. Specifically, we re-091

trieve similar EMRs to serve as in-context learning092

(ICL), allowing the LLM to diagnose the patient.093

The second stage involves backward inference, re-094

flection, and refinement. Specifically, we have de-095

signed corresponding rules for each of these pro-096

cesses and combined them with ICL to enable the097

LLM to review and refine its diagnostic results.098

Our contributions are summarized as follows:099

• We propose a multi-step clinical diagnosis100

benchmark that includes three tasks: primary 101

diagnosis, differential diagnosis, and final di- 102

agnosis. 103

• We propose a simple and efficient framework 104

that combines forward and backward infer- 105

ence, enabling LLMs to validate and refine 106

diagnostic results. 107

• We evaluate both medical and general LLMs 108

on MSDiagnosis and conduct extensive exper- 109

iments on our framework. The experimental 110

results demonstrate the effectiveness of the 111

proposed method. 112

2 Problem Formulation 113

In this paper, we consider the multi-step diagnosis 114

task as a multi-round dialogue problem. For each 115

complex EMR, we simulate the interaction between 116

an examiner and a candidate, where the candidate 117

is required to provide an answer to a specific di- 118

agnostic question. Specifically, given a patient’s 119

admission record E, which includes the chief com- 120

plaint, present history, past history, physical exami- 121

nation, and laboratory and aided examination, the 122

candidate answers two questions R1 = [Q1, Q2] 123

in the first round of dialogue. These questions 124

mainly involve the patient’s primary diagnosis and 125

its diagnostic criteria. As illustrated in Fig. 3, Q1 126

and Q2 are “What is the patient’s primary diagno- 127

sis?” and “What is the criterion for the primary 128

diagnosis?” respectively. In the second round of 129

dialogue, the candidate needs to answer the ques- 130

tion R2 = [Q3]. This question refers to asking the 131

patient about their differential diagnosis. In the 132

third round of dialogue, the candidate receives the 133

patient’s hospital course T , the dialogue history 134

H , and two additional questions R3 = [Q4, Q5]. 135
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These questions focus on the patient’s final diag-136

nosis and its diagnostic criteria. Therefore, the137

input X for the current dialogue can be formally138

expressed as X = E+T+H+Qi, where Qi ∈ R3.139

The reference answer for this input is Ai.140

3 MSDiagnosis141

In this section, we detail the construction process of142

the dataset, including the data collection, selection,143

and data annotation.144

3.1 Data Collection and Selection145

In this study, we select a Chinese medical web-146

site1 as the source of EMRs. The raw data are147

anonymized, and we apply additional anonymiza-148

tion to ensure no protected health information (PHI)149

remains. After de-identifying the data, we ob-150

tain a total of 11,900 EMRs. To ensure high-151

quality EMR, we select the data through four steps.152

First, we remove redundant information unrelated153

to medical content, such as web elements, copy-154

right statements, and advertisements. Second, we155

eliminate EMRs with duplicate field values and156

missing fields, such as those lacking primary di-157

agnosis, differential diagnosis, final diagnosis, or158

hospital course fields. After this step, we retain159

5096 EMRs. Third, we deduplicate EMRs from160

the same department. If two records have identical161

chief complaints, present histories, and physical ex-162

aminations, one of them is removed. After this step,163

we retain 4179 EMRs. Fourth, to avoid duplicate164

patients in the dataset, we conduct a meticulous165

matching process using patients’ demographic in-166

formation (such as gender, occupation, etc.) and167

filter out individuals with identical profiles. After168

rigorous screening, we ensure the dataset contains169

no patients with fully identical records. After four170

steps, we ultimately obtain 3,501 high-quality, com-171

plex, and authentic EMRs.172

3.2 Data Annotation173

3.2.1 Question Construction174

We first manually construct five seed questions,175

including the patient’s primary diagnosis and its176

criteria, the differential diagnosis, and the final177

diagnosis and its criteria. The definition of each178

question is shown in Appendix D. Then, we use179

GPT-4 to expand each constructed question with180

ten similar questions. Finally, we manually check181

and filter out unreasonable question expressions.182

1https://www.iiyi.com/

3.2.2 Answer Annotation 183

To ensure the quality of the dataset construction, we 184

form a professional team comprising three inspec- 185

tors and one reviewer. All team members undergo 186

specialized medical training to understand primary 187

diagnosis, differential diagnosis, and final diagno- 188

sis. The construction process includes three stages: 189

first-round annotation, second-round checking, and 190

third-round review. 191

First-round annotation. For questions related 192

to primary diagnosis, differential diagnosis, and 193

final diagnosis, if the original medical records con- 194

tain relevant answers, the standard answers are di- 195

rectly extracted from the EMR. However, statistical 196

analysis reveals that 1,989 cases lack diagnostic re- 197

sults. Additionally, since the original data does not 198

provide criteria for the primary and final diagnoses, 199

we initially use GPT-4 to generate diagnostic crite- 200

ria for 3,501 cases. 201

Second-round checking. We engage three col- 202

lege students to simultaneously check the rational- 203

ity of all question-answer pairs. Samples that all 204

three inspectors considered unreasonable are di- 205

rectly discarded. If one or two inspectors find a 206

sample unreasonable, it is manually re-annotated 207

and retained only if all three inspectors subse- 208

quently agree on its reasonableness. After rigor- 209

ous check, we identify 1,222 cases that are unani- 210

mously deemed unreasonable. 211

Third-round review. A verified batch is given 212

to a medical expert for double review. The medical 213

expert randomly inspects 20% of the batch samples, 214

totaling 700 samples. Any unqualified annotations 215

are returned to the check team with explanations, 216

which can further refine the standards. This process 217

is repeated until the batch accuracy reaches 95%. 218

After this stage, we remove 54 cases, ultimately 219

retaining 2,225 high-quality cases. 220

3.2.3 Key Points Annotation 221

To more accurately evaluate open-ended questions 222

such as primary diagnostic criteria and final diag- 223

nostic criteria, we annotate the key points of the 224

answers to these questions. Specifically, for each 225

primary and final diagnostic criteria, we first con- 226

struct key point extraction prompts and employ 227

GPT-4 to extract the information from the standard 228

answers. The key point for the diagnostic criteria 229

mainly includes four categories: medical history, 230

symptoms, physical signs, and examination results. 231

Then, we invite two students with specialized med- 232

ical training to validate the extracted information. 233
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Figure 2: Distribution of “Primary diagnosis matches
final diagnosis” and “Primary diagnosis differs from
final diagnosis” across departments in MSDiagnosis.

Table 2: Statistics of our constructed dataset. “Diag-
M” and “Diag-D” refer to EMRs where the primary
diagnosis matches or differs from the final diagnosis,
respectively. “AvgP” and “AvgF” represent the average
number of diseases in the primary and final diagnoses.

Type Size Diag-M Diag-D AvgP AvgF
Train 1,557 808 749 2.53 2.78
Test 445 234 211 2.44 2.77
Dev 223 118 105 2.44 2.88
Total 2,225 1,160 1,065 2.51 2.79

If any inconsistencies are found in the EMRs, the234

data is re-annotated. Finally, we obtain 2,225 high-235

quality samples to construct MSDiagnosis. We236

calculate the Cohen’s Kappa (Banerjee et al., 1999)237

score for the key points of the primary diagnostic238

criteria and the final diagnostic criteria. The Co-239

hen’s Kappa for the primary diagnostic criteria is240

0.81, indicating a high level of agreement, while241

the Cohen’s Kappa for the final diagnostic criteria242

is 0.79, indicating a moderate level of agreement.243

4 Dataset Analysis244

In this section, we introduce the statistics and the245

characteristics of the MSDiagnosis in detail.246

4.1 Data Statistics247

As reported in Table 2, the dataset consists of 2,225248

EMRs across 12 departments, which are divided249

into training, validation, and test sets according to250

a 7:1:2 ratio. Additionally, we conduct a detailed251

statistical analysis of patient diagnoses from three252

main perspectives. 1) Department Distribution.253

Fig. 2 presents the distribution of EMRs across254

different departments, categorized by whether the 255

primary diagnosis is consistent with the final diag- 256

nosis. In the category where the primary and final 257

diagnoses are the same, surgery has the highest 258

proportion (48.02%). In the category where the 259

primary and final diagnoses are different, internal 260

medicine has the highest proportion (31.64%). 2) 261

Number of Diseases. The average number of dis- 262

eases diagnosed in the primary diagnosis stage is 263

2, with a maximum of 21 diseases. At the final 264

diagnosis stage, the average number of diseases 265

is 3, with a maximum of 21 diseases. 3) Types of 266

Diagnostic Changes. Statistical analysis reveals 267

that diagnosis changes primarily fall into three cat- 268

egories: addition, deletion, and modification. 269

4.2 Data Characteristics 270

The MSDiagnosis has several significant advan- 271

tages compared to previous medical diagnostic 272

datasets: 1) Reliability and Authenticity of Data. 273

The MSDiagnosis is entirely based on EMRs, in- 274

cluding detailed treatment plans and course records. 275

2) Rich Variety of Departments and Diseases. The 276

MSDiagnosis covers EMRs from 12 different de- 277

partments, encompassing a wide range of diseases, 278

including common diseases, rare diseases, acute 279

diseases, and chronic diseases. This broad diversity 280

ensures the data’s wide applicability. 3) Inclusion 281

of Multi-step Diagnostic Processes. The dataset 282

reflects real-world clinical scenarios by incorporat- 283

ing multi-step diagnostic processes. By recording 284

diagnostic changes, it captures the complex and 285

dynamic nature of medical diagnostics. 286

5 Method 287

In this section, we first provide an overview of our 288

framework. Then, we describe each module of the 289

framework in detail. 290

5.1 Framework 291

As illustrated in Fig. 3, our proposed framework 292

mainly consists of two stages. The first stage in- 293

volves forward inference. In this stage, we retrieve 294

similar EMRs to serve as ICL, enabling the LLM to 295

diagnose the patient. The second stage is backward 296

inference, reflection, and refinement. In this stage, 297

we first validate the diagnostic criteria against the 298

facts derived from the diagnostic results. Then, 299

the LLM uses designed reflection rules to evaluate 300

the diagnostic outcomes. Finally, the diagnosis is 301

refined by integrating all the previous results. 302
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𝑄!	 : “What is the patient’s preliminary diagnosis?”
𝑄"	: “What is the basis for the preliminary 
diagnosis?”
𝑄#	 : “What is the patient’s differential diagnosis?”
𝑄$	: “What is the patient’s final diagnosis?”
𝑄%	: “What is the basis for the final diagnosis?”

…During the operation, a vertical incision through the rectus 
abdominis was made in the right lower abdomen, sequentially 
cutting through each layer of the abdominal wall and opening 
the peritoneum. Partial necrosis of the small intestine, 
approximately 2 meters in length, was observed. A V-shaped 
resection of the mesentery was performed, and numerous 
thrombi were seen in the mesenteric vessels…

𝑄!

𝑄"

𝑄#

𝑄$

𝑎!: [“acute appendicitis”, “abdominal distension”]
𝑎#	: The diagnosis of acute appendicitis is based on…

𝐴!: [“acute appendicitis”]
𝐴#: The diagnosis of acute appendicitis is based on… 𝐴!、𝐴#

𝐴"、𝐴$𝑎"	: [“intestinal necrosis”]
𝑎$	: The diagnosis of intestinal necrosis is based on …

𝐴": [“intestinal necrosis”, “mesenteric artery thrombosis”]
𝐴$: The diagnosis of intestinal necrosis is based on …

Step 1. Forward Inference

Diagnosis patient via 
LLM and similar ICL

Backward inference from 
diagnosis to diagnostic criteria

Step 2. Backward Inference, Reflection, and Refinement

Reflection on 
diagnostic results

Admission Record

Question
Answer

Admission Record Hospital Course Question List
chief complaint : Migratory right lower abdominal pain for 1 day…
present history: The patient reports persistent upper abdominal 
pain for 1 day without a clear cause…
past history: Generally healthy in the past…
family history: Other family members are healthy…
physical examination: Tenderness in the right lower abdomen…
laboratory and aided examination: WBC 18.41×10^9/L…

Refine the 
diagnosis results

Example

history

𝑄% 𝐴%𝑎%	: [“intestinal obstruction”] 𝐴%: [“gastrointestinal perforation”]history

Figure 3: Our framework for the multi-step clinical diagnosis. The top portion of the figure illustrates the flow of
the framework, comprising two stages. The first stage involves the forward inference diagnosis. The second stage
focuses on backward inference, reflection, and refinement.

5.2 Forward Inference303

This part aims to make diagnoses for patients based304

on admission records. In this paper, we utilize305

an LLM (e.g., GPT4o-mini) with the ICL method306

to achieve this purpose. Its core idea is to select307

similar EMRs from the training set, guiding the308

model in making accurate diagnoses for patients.309

Specifically, given the admission record E and310

question Qo, where o is the total number of ques-311

tions, we select ICL examples with similar seman-312

tics to E through the following steps. First, we313

use the BGE (Xiao et al., 2023) model to obtain314

the representations of E and each training sample315

Yi (1 ≤ i ≤ u), where u is the size of the training316

set. Second, we calculate their cosine similarity317

and select the top K samples with the highest simi-318

larity as ICL examples. Along with E and the top319

K samples, we provide the LLM with a role defini-320

tion (“You are a professional doctor, and you need321

to complete the diagnosis task”) and predefined322

output format rules (“The output can be loaded di-323

rectly using the JSON.load() function”). Finally,324

the LLM would generate the answer ao for question325

Qo. The detailed prompt is shown in Appendix I.326

5.3 Backward Inference and Reflection327

After obtaining the forward inference results, this328

part aims to conduct backward inference, reflection,329

and refine the patient’s diagnosis. In this section,330

we define some rules to achieve this goal.331

Specifically, given the forward inference diag-332

nostic results ao, we first perform backward infer-333

ence from the diagnosis to diagnostic criteria. In334

this step, we define backward inference rules to335

guide the LLM in generating outputs that comply336

with pre-defined content and format constraints. 337

For content constraints, we have “For each di- 338

agnosis, recall the representative medical history, 339

symptoms, physical signs, and examination results” 340

(Rule 1). For format constraints, we consider “The 341

recalled content should follow the format: Medical 342

History: Recall the representative medical history 343

for the disease; delete this item if not applicable” 344

(Rule 2). Then, we design reflection rules to review 345

the diagnoses. The specific reflection rule is: “If 346

a diagnosis’s characteristics don’t align with the 347

medical record, delete or revise it, and provide the 348

rationale”. Finally, we combine the aforementioned 349

backward inference, reflection results, and their cri- 350

teria to let the model optimize the diagnostic results, 351

with specific prompts shown in Appendix I. 352

6 Experiments 353

In this section, we conduct a series of experiments 354

to evaluate the performance of LLMs on the MS- 355

Diagnosis and the effectiveness of our framework. 356

6.1 Experimental Setup 357

6.1.1 Baseline 358

In this paper, we mainly describe several types 359

of baseline methods, including medical LLMs, 360

general LLMs, and other methods. In the med- 361

ical LLMs, we employ MMedLM (Qiu et al., 362

2024), PULSE (Xiaofan Zhang, 2023), Llama3- 363

OpenBioLLM (Ankit Pal, 2024), and Apollo2- 364

7B (Zheng et al., 2024) for comparison. Based 365

on these models, we manually construct an exam- 366

ple to serve as ICL. In general LLMs, we catego- 367

rize them into two types: small LLMs (<20B) and 368

large LLMs (>20B). For small LLMs, we compare 369

5



Table 3: Method comparisons on MSDiagnosis (%). “Pri” refers to the primary diagnosis. “Fin” stands for the final
diagnosis. “DD” means differential diagnosis. All results are the average of three runs. The best and second results,
excluding the human method, are highlighted in bold and underline, respectively.

F1 Macro-Recall Rouge-L BLEU-1 BERTScore
Model Settings Pre DD Fin Pre Fin Pre Fin Pre Fin Pre Fin

Medical LLMs

Llama3-OpenBioLLM-8B 1-Shot 00.41 9.90 0.14 18.62 10.19 11.56 7.30 8.57 5.50 50.19 49.43
MMed-Llama-3-8B 1-Shot 22.03 8.87 18.19 40.73 32.68 22.29 14.77 12.83 6.02 60.90 60.13
PULSE-20bv5 1-Shot 26.40 9.55 13.18 27.57 24.37 45.93 42.20 36.11 32.44 80.46 78.46
Apollo2-7B 1-Shot 33.61 8.47 26.78 37.01 33.15 51.25 44.91 37.00 33.10 80.70 78.50

General LLMs

1-Shot 32.72 5.54 19.99 37.88 22.11 51.91 32.10 34.42 27.86 82.10 77.13Llama-3.1-8B LoRA 20.59 7.86 16.32 17.04 14.06 25.07 19.76 18.69 15.00 70.97 70.20

1-Shot 34.71 9.97 31.76 38.53 40.48 50.41 51.35 38.65 39.37 85.13 85.53glm4-chat-9b LoRA 38.78 10.66 34.00 42.36 42.89 59.23 58.51 44.50 45.89 84.96 85.73

1-Shot 24.77 2.05 15.83 29.67 15.49 38.54 31.02 29.88 23.22 77.16 73.50Baichuan2-13B LoRA 32.51 13.84 28.25 51.15 52.58 60.69 58.07 45.46 44.08 74.60 74.56

1-Shot 30.93 8.08 20.99 39.29 31.46 51.54 46.10 47.36 40.82 82.16 81.46
CoT 30.32 3.63 22.29 26.51 19.10 38.65 34.18 29.47 25.91 72.36 70.89
DAC 24.74 8.07 25.05 28.82 35.34 40.40 49.64 29.88 42.37 81.17 82.35ChatGPT3.5-turbo
Ours 34.60 8.23 23.29 39.38 39.02 51.54 47.19 47.04 45.05 82.27 83.31

1-Shot 31.00 10.10 28.92 34.61 35.82 53.28 53.61 44.91 45.45 84.39 84.56
CoT 33.79 7.06 31.28 27.63 26.31 48.95 48.67 38.66 37.55 78.63 79.03
DAC 26.95 10.17 24.90 23.18 24.26 52.33 51.96 40.42 39.86 80.83 81.13GPT4o-mini
Ours 34.78 11.13 34.32 42.67 43.28 55.95 55.97 49.15 47.94 86.13 86.06

1-Shot 37.28 14.17 35.17 51.75 53.37 62.08 62.13 41.32 40.35 86.04 86.27
CoT 36.17 11.99 34.78 42.57 41.06 54.24 60.19 38.87 36.33 83.44 83.52
DAC 37.53 18.76 34.99 46.19 41.58 60.93 60.50 39.84 37.16 85.77 85.99DeepSeek-V3
Ours 38.82 19.89 36.59 55.96 56.74 62.85 62.79 45.22 41.54 88.25 87.37

Other Method

Human - 94.11 84.31 95.31 96.08 97.16 97.64 97.44 97.27 97.41 98.03 98.19

Llama (Touvron et al., 2023), glm (GLM et al.,370

2024), and Baichuan (Yang et al., 2023) under 1-371

shot and LoRA settings. For large LLMs, we com-372

pare the 1-shot method, CoT (Wei et al., 2022),373

and DAC (Zhang et al., 2024) methods. In other374

methods, we mainly consider manual answering375

methods. Specifically, we randomly select 100376

samples from MSDiagnosis and invite one college377

student (different from the annotation team in Sec-378

tion 3.2.2) to answer the questions. The specific379

settings are shown in the Appendix A.380

6.1.2 Evaluation Details381

For different types of problems, we introduce var-382

ious evaluation metrics. Specifically, for primary383

diagnosis, differential diagnosis, and final diagno-384

sis, we introduce entity F1 (Liu et al., 2022) as385

the evaluation metric. For primary and final diag-386

nosis criteria, we employ two types of evaluation387

metrics. First, we adapt Rouge − L (Lin, 2004),388

BERTScore (Zhang* et al., 2020), and BLEU -389

1 (Papineni et al., 2002) to measure the similarity390

between the generated text and the reference text.391

Second, we introduce the Macro−Recall metric,392

which is calculated based on the key points in the393

answers. More details are shown in Appendix B.394

6.1.3 Implementation Details 395

For all the open-source models mentioned above, 396

we use their default hyperparameters. All experi- 397

ments are conducted three times, and the average 398

performance across three runs is computed. Further 399

implementation details are listed in Appendix C. 400

6.2 Main Results 401

To verify the effectiveness of our proposed method, 402

we compare it with all baselines on the MSDiagno- 403

sis test set. The results are reported in Table 3. 404

From the table, we conclude that: 1) All LLMs 405

perform poorly on MSDiagnosis, with a significant 406

gap from the human final diagnosis F1 of 95.31%. 407

2) Our framework outperforms all baseline models 408

across multiple metrics, demonstrating the effec- 409

tiveness of the proposed approach. Specifically, 410

under the DeepSeek-V3 model, our method outper- 411

forms the 1-shot method by 1.42% on the final F1 412

metric, the CoT method by 1.81%, and the DAC 413

method by 1.6%. 3) In general small LLMs, the 414

glm4 and Baichuan2 models outperform those with- 415

out instruction fine-tuning in diagnostic reasoning 416

after fine-tuning. However, the LlaMA’s perfor- 417

mance declines after fine-tuning, with primary F1 418

and final F1 metrics decreasing by 12.13% and 419

3.67%, respectively. This decline likely results 420
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Table 4: The ablation results of our framework (%). w/o indicates the removal of the corresponding module.

Method F1 Macro-Recall Rouge-L BLEU-1 BERTScore
Pre DD Fin Pre Fin Pre Fin Pre Fin Pre Fin

w/o Backward inference 33.59 10.96 32.04 41.32 41.01 55.48 55.48 48.93 47.32 85.83 84.76
w/o Reflection 33.68 10.04 32.19 41.08 41.60 55.53 55.89 49.16 47.87 85.93 85.93
w/o Refinement 34.03 10.81 32.92 41.95 42.15 55.63 55.39 49.06 47.72 85.16 84.83

Ours 34.78 11.13 34.32 42.67 43.28 55.95 55.97 49.15 47.94 86.13 86.06

0 20 40 60 80 100

Specificity

Consistency

Knowledge

Overall

Ours vs CoT

Win Tie Lose

0 20 40 60 80 100

Specificity

Consistency

Knowledge

Overall

Ours vs DAC

Win Tie Lose

Figure 4: Human evaluation results of baseline methods.
Red is for Win, yellow for Tie, and green for Lose.

from the relatively small proportion of Chinese421

in LlaMA’s training corpus. Using Chinese data422

for instruction fine-tuning could further degrade423

its performance. 4) The model performs worse in424

differential diagnosis than in primary and final di-425

agnoses. This is due to the increased complexity of426

the differential diagnosis task, which requires dis-427

tinguishing between similar diseases and demands428

more specialized medical knowledge.429

6.3 Human Evaluation430

We conduct human evaluations to compare our431

framework with two baselines: CoT and DAC. We432

randomly select 100 samples and ask three medical433

students to assess them based on Knowledge, Con-434

sistency, and Specificity. Additionally, we compare435

the overall quality, and our framework outperforms436

both baselines in all aspects, as shown in Fig. 4.437

6.4 Detailed Analysis438

6.4.1 Ablation Study439

In this section, we analyze the effectiveness of each440

module in the framework through experiments on441

the GPT4o-mini. Specifically, we sequentially re-442

move backward inference, reflection, and refine-443

ment, assessing the effectiveness of the remaining444

components. The results are shown in Table 4.445

From the Table 4, it can be observed that446

when backward reasoning is removed, the F1 and447

Macro − Recall scores for the final diagnosis448

decrease significantly, specifically by 2.28% and449

2.27%, respectively. These findings suggest that450

backward reasoning effectively enhances both the451

accuracy and interpretability of the final diagnosis. 452

6.4.2 The Impact of Different Parameters of 453

the Model on the Framework 454

To evaluate the impact of models with varying pa- 455

rameter scales on the framework’s performance, we 456

evaluate Qwen2.5 models with 7B, 14B, 32B, and 457

72B parameters, and also compare with the 1-shot 458

method for analysis convenience. The detailed ex- 459

perimental results are presented in Table 5. From 460

the table, the following conclusions emerge: as the 461

number of parameters increases, the framework’s 462

performance improves progressively. Specifically, 463

the 32B model outperforms the 7B model in the 464

F1 and Macro-Recall metrics for final diagnosis by 465

2.18% and 6.96%, respectively. In comparison to 466

the 14B model, the 32B model achieves improve- 467

ments of 1.26% and 1.12% in these metrics. 468

6.4.3 Error Analysis 469

To further investigate the limitations of our method, 470

we analyze 100 error samples. After manual clas- 471

sification, error types are divided into three types 472

and other errors: (a) Lack of domain knowledge 473

(52%): The model lacks the specialized medical 474

knowledge for accurate clinical diagnosis. (b) De- 475

ficiencies in medical record extraction (30%): The 476

model fails to correctly identify or extract key in- 477

formation from the patient’s medical history. (c) 478

Inconsistent diagnostic criteria (18%): In the rea- 479

soning process, facts that contradict the patient’s 480

condition may occur. We observe that lack of do- 481

main knowledge errors are the most frequent. To 482

illustrate these error types more intuitively, we pro- 483

vide examples as shown in Fig. 5. 484

7 Related Work 485

7.1 Clinical Diagnosis on EMRs 486

Clinic diagnosis based on EMRs is crucial for im- 487

proving healthcare quality and patient outcomes. 488

However, existing datasets for EMR-based diagno- 489

sis primarily focus on single-step diagnosis, with 490

diagnostic types generally divided into two cate- 491
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𝑄!:“What is the patient’s preliminary diagnosis?”
𝑄":“What is the basis for the preliminary diagnosis?”
𝑄#:“What is the patient’s differential diagnosis?”
𝑄$:“What is the patient’s final diagnosis?”
𝑄%:“What is the basis for the final diagnosis?”

After admission, enhanced MRI of the head showed 
a mass in the cerebellopontine angle, and the patient's 
laboratory tests showed no obvious abnormalities. 
After the patient took antihypertensive drugs, his 
blood pressure returned to 100/70 mmHg. …

𝐴!: [“Intracranial Space Occupy Inglesion”,“Tinnitus”,“hypertension”]
𝐴": 1. Intracranial space occupy inglesion :Auxiliary examinations: Brain CT 
and MRI showed intracranial space occupy inglesion … 
2. Tinnitus: Medical history: The patient had tinnitus in the right ear half a 
month ago. Symptoms: Tinnitus manifested as low and sharp car horns…
3. Hypertension: Medical History: The patient has a history of hypertension.
Signs: Blood pressure was found to be 140/80 mmHg.

Hospital Course Question ListAdmission Record
chief complaint :Tinnitus in the right ear accompanied by hearing loss for half a month.
present history: The patient developed right ear tinnitus and hearing loss 15 days before 
admission. CT showed an intracranial space-occupying lesion…
family history: Other family members are healthy…
physical examination: T：36.2℃, BP：168/101mmHg
laboratory and aided examination:Brain MRI shows intracranial space occupy inglesion.

𝑄! 𝑄"

Step 1

𝐴!: [“Acoustic Neuroma”,“Stage 2 hypertension”]
𝐴": 1. Acoustic Neuroma: Medical History: Tinnitus in the right ear 
accompanied by hearing loss for half a month. Auxiliary Examination: 
Cranial MRI shows a space occupy inglesion …
2. Stage 2 Hypertension: Medical History: The patient has a history of 
hypertension. Signs: Blood pressure was found to be 168/101 mmHg.

PredictGold

…

Figure 5: Error Case. The green(red) highlight indicates correct(incorrect) results. Purple marks lack of domain
knowledge, blue marks deficiencies in medical record extraction, and yellow marks inconsistent diagnostic criteria.

Table 5: Comparison of models with different parameter sizes on our framework.

Model Method F1 Macro-Recall Rouge-L BLEU-1 BERTScore
Pre DD Fin Pre Fin Pre Fin Pre Fin Pre Fin

Qwen2.5-7B-Instruct 1-Shot 34.65 10.56 29.97 34.90 36.07 53.19 54.41 41.73 42.26 86.67 87.21
Ours 36.97 9.01 33.35 39.39 40.23 58.60 59.81 50.32 49.25 87.61 87.57

Qwen2.5-14B-Instruct 1-Shot 36.88 11.72 33.82 43.12 43.18 60.27 60.61 53.06 50.48 88.68 89.84
Ours 36.95 12.41 34.27 44.31 46.07 63.07 61.04 53.17 52.01 89.03 89.56

Qwen2.5-32B-Instruct 1-Shot 37.43 11.92 33.40 43.46 45.82 52.99 51.16 38.07 36.45 85.72 85.61
Ours 38.27 11.79 35.53 45.24 47.19 62.83 63.38 55.43 52.64 88.37 88.48

Qwen2.5-72B-Instruct 1-Shot 36.87 10.56 34.11 47.41 50.01 59.34 60.11 52.51 52.24 87.27 87.83
Ours 38.76 10.56 34.97 49.24 51.09 64.71 65.10 54.14 53.64 87.52 88.83

gories: primary diagnosis and differential diagno-492

sis. Primary diagnosis involves determining the493

likely disease based on the patient’s history and494

symptoms, or in combination with examination495

results. Most current research focuses on extract-496

ing abnormal features from medical records or in-497

tegrating external medical knowledge to make a498

diagnosis (Xu et al., 2024; Jia et al., 2024; Zhu499

et al., 2024). Differential diagnosis is a list of po-500

tential diseases that could cause the patient’s symp-501

toms (Adler-Milstein et al., 2021). It enables a502

more comprehensive evaluation of clinical EMRs,503

allowing for the identification of less obvious but504

critical conditions. Current studies often employ505

deep learning methods to extract features from506

medical records for differential diagnosis (Zhou507

et al., 2024; Wu et al., 2023). In summary, pre-508

vious research on EMR-based diagnosis has pri-509

marily focused on single-step diagnostic processes.510

However, this approach does not align with actual511

clinical diagnostic workflows.512

7.2 Prompting Strategies of LLM513

With the development of LLMs, many researchers514

have applied these models to medical tasks. These515

methods can be categorized into three types: IO516

prompting, CoT prompting, and the DAC paradigm.517

IO prompting (Yao et al., 2024) is a standard518

prompting strategy where input is combined with519

instructions and/or a few ICLs to generate a re-520

sponse. CoT prompting (Wei et al., 2022) aims to 521

emulate the step-by-step thought process humans 522

use to tackle complex tasks, such as combinatorial 523

reasoning and mathematical calculations. There 524

are also various CoT variants, such as CoT with 525

self-consistency (CoT-SC) prompting (Wang et al., 526

2022), designed to address the limitations of CoT 527

in exploration. The DAC paradigm (Zhang et al., 528

2024) mainly refers to simply breaking down the 529

input sequence into multiple sub-inputs to enhance 530

LLM performance on certain specific tasks. While 531

these methods show promise in reasoning tasks, 532

they are challenging to apply directly to medical 533

diagnostic reasoning. 534

8 Conclusion 535

This paper introduces MSDiagnosis, a multi-step 536

clinical diagnostic benchmark that is collected and 537

annotated from open source medical websites. MS- 538

Diagnosis addresses the limitations of existing 539

datasets by constructing multi-step diagnostic tasks 540

that better align with actual clinical diagnostic sce- 541

narios. For this benchmark, we propose a simple 542

and effective framework. We implement both medi- 543

cal and general LLMs and conduct extensive exper- 544

iments. The results show that tasks in our bench- 545

mark effectively measure the multi-step clinical 546

diagnostic abilities, and the framework proposed in 547

this paper shows effectiveness on this benchmark. 548

8



Limitations and Future Work549

While MSDiagnosis offers a valuable benchmark550

for evaluating current LLMs, it has two main lim-551

itations: Firstly, due to limited data sources, our552

medical records dataset exhibits an uneven distribu-553

tion across different departments. This issue can be554

addressed through machine learning methods (Cao555

et al., 2019) and data sampling strategies (Chawla556

et al., 2002). Secondly, the proposed framework557

requires multiple uses of the LLM, resulting in558

a longer inference time for multi-step diagnostic559

reasoning compared to direct reasoning.560

In future work, we will first address the imbal-561

ance across departments by acquiring additional562

medical records from the relevant departments to563

ensure a more balanced distribution. Secondly,564

while the framework proposed in this paper has565

improved diagnostic performance to some extent,566

there remains a gap when compared to real-world567

clinical applications. Future research can further568

enhance this by focusing on the following areas:569

1) Training the model with multi-step diagnostic570

data to enable it to accurately differentiate the de-571

tails of various diagnostic tasks, thereby improving572

clinical diagnostic capabilities; 2) Incorporating a573

more comprehensive medical corpus and utilizing574

retrieval techniques to enhance the model’s reason-575

ing ability.576

Ethical Statement577

The raw data used in this study comes from an578

open-source medical platform, which includes a579

large volume of EMRs. The platform permits data580

for research and education, as confirmed by prior581

studies (Yim et al., 2024a; Li et al., 2024; Yim582

et al., 2024b). Throughout the data collection pro-583

cess, we strictly ensured the avoidance of copyright584

and privacy issues. Furthermore, we conducted a585

thorough review of the dataset to ensure it contains586

no harmful content, such as gender bias, racial dis-587

crimination, or other inappropriate materials.588
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A Details of the Baseline842

In this paper, we mainly describe several types843

of baseline methods, including medical LLMs,844

general LLMs, closed-source LLMs, and other845

method.846

In the medical LLMs, we em-847

ploy MMedLM (Qiu et al., 2024),848

PULSE (Xiaofan Zhang, 2023), Lmama3-849

OpenBioLLM (Ankit Pal, 2024), Llama3-850

OpenBioLLM (Ankit Pal, 2024), and Apollo2-851

7B (Zheng et al., 2024) for comparison. Based852

on these models, we manually construct an853

example to serve as ICL. The complete example is854

shown in Section J. We previously tested several855

medical models (HuatuoGPT2-7B (Chen et al.,856

2024), DoctorGLM (Xiong et al., 2023), and857

BianQue-2 (Chen et al., 2023)), but they were858

excluded due to poor performance, as the length859

of our dataset approached their context window860

limits. According to our statistics, in the diagnostic861

tasks of this study, the average number of context862

tokens for the primary diagnosis is 3245.14, for863

the differential diagnosis is 3336.75, and for the 864

final diagnosis is 4807.20. 865

In the general LLMs, we categorize them into 866

two types: small LLMs (<20B) and large LLMs 867

(>20B). For small LLMs, we use Llama-3.1 (Tou- 868

vron et al., 2023), glm4 (GLM et al., 2024), and 869

Baichuan2 (Yang et al., 2023) for comparison. 870

Based on these models, we design two settings: 871

1-shot reasoning and instruction tuning. In the first 872

setting, we utilize the previously constructed exam- 873

ple as ICL. In the second setting, we use parameter- 874

efficient fine-tuning with LoRA (Hu et al., 2021). 875

The instruction data is generated by transforming 876

the input and output from the training data. 877

For large LLMs, we use ChatGPT3.5-turbo2 878

, DeepSeek-V3 (Liu et al., 2024a), and GPT4o- 879

mini (Achiam et al., 2023) for comparison. We are 880

unable to include this for all MSDiagnosis bench- 881

marks due to the extraordinarily high cost of o1- 882

preview inference. Based on these models, we 883

employ two settings: 1-shot and prompting meth- 884

ods. In the first approach, we utilize the same 885

example as previously used. In the second set- 886

ting, we consider comparing method COT (Wei 887

et al., 2022) and method DAC (Zhang et al., 2024). 888

COT (Wei et al., 2022) uses “Let’s think step by 889

step” to enhance the model’s reasoning ability for 890

task-solving. DAC (Zhang et al., 2024) adopts 891

a simple divide-and-conquer prompting strategy, 892

where the input sequence is simply divided into 893

multiple sub-inputs, which can enhance the reason- 894

ing performance of the LLM. 895

In other method, we mainly consider manual an- 896

swering methods. Specifically, we randomly select 897

100 samples from MSDiagnosis and invite one col- 898

lege student (different from the annotation team in 899

Section 3.2.2) to answer the questions. Our evalu- 900

ation method for human results is consistent with 901

other baselines, utilizing the automated assessment 902

approach described in Section B. 903

B Details of the Evaluation Metrics 904

For the disease entities in the diagnosis results D 905

and the reference results R in the medical records, 906

we employ a more rigorous evaluation method. 907

This approach aligns better with actual clinical 908

needs and facilitates targeted treatment for patients. 909

Specifically, we compute the edit distance to as- 910

sociate these entities with ICD-10 terms, thereby 911

2https://platform.openai.com/docs/models/
gpt-3-5-turbo
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Table 6: The impact of different departments on our framework. Green highlights indicate that our framework
performs well in processing medical records for the respective department, while red highlights indicate poorer
performance in that department.

Department F1 Macro-Recall Rouge-L BLEU-1 BERTScore

Pre DD Fin Pre Fin Pre Fin Pre Fin Pre Fin

Pediatrics 37.58 10.16 35.84 49.54 47.35 52.03 52.27 45.75 46.80 84.56 84.19
Internal Medicine 27.09 14.30 22.10 39.08 36.63 51.10 52.14 47.35 45.95 84.74 84.38
Emergency 32.14 29.64 32.14 44.91 42.88 61.09 57.71 53.15 58.51 87.66 88.06
Nursing Department 54.60 11.11 45.71 29.16 36.66 62.24 63.70 51.34 43.09 85.87 85.76
Surgery 40.68 10.40 39.81 43.21 47.65 60.93 61.17 52.25 50.93 87.40 87.00
Obstetrics-Gynecology 37.14 22.44 23.08 32.00 29.41 49.97 47.51 49.65 40.76 85.34 84.02
Otolaryngology (ENT) 44.82 5.64 41.83 44.42 50.28 63.23 63.60 49.37 47.78 87.53 87.53
Psychiatry 33.33 0.00 22.22 19.97 31.97 69.46 50.77 43.16 46.91 84.30 83.45
Oncology 7.63 2.57 5.89 24.67 25.85 39.83 40.80 40.90 42.48 82.34 83.06
Ophtalmology 20.83 7.14 20.83 44.01 36.46 55.66 53.64 47.56 48.08 86.25 86.92
Dermatology 83.33 0.00 75.00 38.54 48.96 33.93 67.86 52.08 45.76 86.65 88.36
Stomatology 75.00 8.33 83.33 48.87 62.07 74.22 85.90 56.57 64.02 88.50 93.03
Traditional Chinese Medicine 0.00 40.0 0.00 61.88 43.75 83.33 53.33 58.95 42.38 88.63 83.80
Others 38.76 10.97 23.82 37.87 36.34 62.97 61.62 50.66 47.16 87.07 85.68

mapping D and R to two standardized disease sets,912

Sd and Sr, respectively. We then compute the en-913

tity F1 score based on Sd and Sr.914

For primary and final diagnosis criteria,915

we employ two types of evaluation metrics.916

First, we adapt Rouge − L (Lin, 2004),917

BERTScore (Zhang* et al., 2020), and BLEU -918

1 (Papineni et al., 2002) to measure the longest919

matching sequence between the generated text and920

the reference text, capturing the similarity in the921

overall structure of the two sequences. Second, we922

introduce the Macro − Recall metric, which is923

calculated based on the key points in the answers.924

For our predefined N key point categories, the cal-925

culation method for key point Macro−Recall is926

as follows:927

Marco−Recall =
1

N

N∑
i=1

Recalli, (1)928

where Recalli represents the recall rate of the i929

category.930

C Details of Implementation931

To enhance the stability and reliability of the exper-932

imental results and reduce the impact of random933

factors, we conduct each experiment three times934

and then calculate the average of three results. For935

the backbone model, we utilize the OpenAI API,936

specifying the model as “GPT4o-mini”. We set937

the top_p parameter to 0.01, and all other hyper-938

parameters of the OpenAI API are maintained at939

default values. When selecting similar examples,940

we set K to 1. During the LoRA fine-tuning phase,941

Table 7: The definition of question

Question Definition

Q1 Inquire about the patient’s primary diagnosis.

Q2
Inquire about the patient’s primary
diagnostic criteria.

Q3 Inquire about the patient’s differential diagnosis.

Q4 Inquire about the patient’s final diagnosis.

Q5
Inquire about the patient’s final
diagnostic criteria.

we employ the Adam optimizer with weight decay 942

correction for fine-tuning the model. The initial 943

learning rate is set to 1e-4, and the batch size is set 944

to 1, with Cross-Entropy Loss serving as the loss 945

function. The input during training is: "instruction: 946

task description. Medical Record: patient case. 947

question: diagnosis question". The output is: "the 948

answer to the question". We calculate the loss only 949

for the answer, excluding the instruction and input. 950

For the open-source models, our experiments are 951

conducted on four Nvidia A100 GPUs, each with 952

40GB of memory, and we use PyTorch3 in Python4. 953

D Question Definition 954

In this section, we introduce in detail the definition 955

of the diagnostic questions corresponding to each 956

EMR. In MSDiagnosis, the questions correspond- 957

ing to each case are initially constructed manually 958

and then expanded using GPT-4. The definitions of 959

3https://pytorch.org/
4https://www.python.org/
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each question are shown in Table 7.960

E The Impact of Different Departments961

on the Framework962

In this section, to evaluate the impact of different963

departments on our framework, we conduct an anal-964

ysis of the department-specific results. The detailed965

experimental outcomes are presented in Table 6.966

From this analysis, we can draw the following con-967

clusions: Different departments have different in-968

fluences on the framework. The Oncology have the969

greatest impact on our framework. Specifically, the970

final F1 score in the Oncology department is only971

5.89%. The best performance is achieved in the972

Stomatology department. Specifically, the final F1973

score in the Oncology department is only 83.33%.974

F The Impact of the Number of975

Diagnosed Diseases on the Framework976

In this section, we primarily analyze the impact977

of the number of diseases on the framework using978

the GPT4o-mini model. In this experiment, we979

categorize the number of diseases into three lev-980

els: 1 to 5 diseases, 5 to 10 diseases, and more981

than 10 diseases. The specific experimental results982

are shown in Table 8. From the results, we ob-983

serve that as the number of diseases increases, the984

performance of the framework gradually declines.985

Specifically, when comparing patients with 5 to 10986

diseases to those with 1 to 5 diseases, the final F1987

score decreases by 6.04%. However, when com-988

paring patients with more than 10 diseases to those989

with 5 to 10 diseases, the final F1 score improves990

by 2.72%. This improvement might be due to the991

fact that there are fewer patients with more than 10992

diseases. Our analysis shows that there are only 5993

such patients.994

G The Impact of the Number of ICL on995

the Framework996

In this section, to analyze the impact of the number997

of ICL examples on the method’s performance, we998

introduced varying numbers of ICL examples into999

the framework for comparison. In this experiment,1000

when the number of ICL examples reaches 4, the1001

context length exceeds the model’s token limit, so1002

we compared experiments with fewer than 4 ICL1003

examples. The specific experimental results are1004

shown in Table 9. As observed from the table, the1005

performance of the framework gradually improves1006

as the number of ICL examples increases.1007

自然语言处理与大数据挖掘实验室

诊断正向推理

Role definition
你是⼀名专业的医⽣，需要你完成⼀个与诊断相关的任务。

Instruction
现在，我将为你提供⼀份病历，请你仔细阅读以下内容来回答问题：{qestion}。
要求诊断结果符合如下格式，能够直接被json.load()函数加载：["诊断疾病1","诊断疾病2","诊断疾病3"]

Example
[病历]：
基本信息：男……
主诉：因反复发热10余天住院……
现病史：患⼉于10余天前⽆明显诱因出现发热……
既往史：平素健康……
查体：T：36.7℃，P：110次/分……
辅助检查：门诊⾎常规:白细胞:15.55↑×10^9/L……

[问题]：该患者的初步诊断是什么？
[回答]：["腺样体肥⼤","反复发热原因待查"]

[问题]：你做出初步诊断的依据是什么？
[回答]：1.腺样体肥⼤
病史：患⼉有反复发热……
查体：耳鼻喉科检查发现腺样体肥⼤……

[问题]：请你做出相应的鉴别诊断。
[回答]：["急性上呼吸道感染","急性扁桃体炎"]

Input
{病历}
{相似icl}
{初步诊断问题}
初始回答：

The prompt of forward inference

Instruction

Expected output

Output	:	[Answer]:["XXX"]

Demonstrations

Role definition

You	are	a	professional	doctor,	and	you	need	to	complete	a	task	related	to	diagnosis.

Now,	I	will	provide	you	with	a	medical	record.	Please	read	the	following	content	
carefully	to	answer	the	question:	{question}.
The	diagnostic	results	should	be	in	the	following	format,	so	they	can	be	directly	
loaded	using	the	json.load()	function:	[“Diagnosis	1”,	“Diagnosis	2”,	“Diagnosis	3”]

[Medical	Record]:
Basic	Information:	Male...
Chief	Complaint :	Hospitalized	due	to	repeated	fever	for	more	than	10	days...
Present History:	The	child	had	fever	without	obvious	cause	more	than	10	days	ago...
Past	History:	Usually	healthy...
Physical	Examination:	T:	36.7℃,	P:	110	times/min...
Laboratory and aided Examination:	White	Blood	Cells:	15.55↑×10^9/L...

[Question]:	What	is	the	preliminary	diagnosis	of	this	patient?
[Answer]:	["Adenoids	Hypertrophy",	"Repeated	Fever	Causes	to	be	Detected"]
[Question]:	What	is	the	basis	for	your	preliminary	diagnosis?
[Answer]:	1.	Adenoids	Hypertrophy
Medical	History:	The	child	has	repeated	fever...
Physical	Examination:	Otolaryngology	examination	found	adenoids	hypertrophy...

Input:	
{Medical	Record}
{Preliminary	diagnosis	question}
[Answer]:

Figure 6: The prompt of forward inference.

The prompt of refine the diagnosis results

Instruction

Expected output

Output	:	[Answer]:["XXX"]

Role definition

You	are	a	professional	doctor,	and	you	need	to	complete	a	task	related	to	diagnosis.

Now,	I	will	provide	you	with	a	medical	record	and	a	possible	diagnosis.	Please	
carefully	read	the	following	content	and	answer	[question]:
The	diagnostic	results	should	be	in	the	following	format	and	be	directly	readable	by	
the	json.load()	function:	[“Diagnosis	1”,	“Diagnosis	2”,	“Diagnosis	3”]

Input:	
{Medical	records}
{Feedback	from	the	verification	phase}
Final	answer:

Figure 7: The prompt of refine the diagnosis results.

H Ablation analysis of a multi-step 1008

diagnostic process 1009

In this section, we design an experiment to analyze 1010

the multi-step diagnostic process of MSDiagnosis. 1011

Specifically, for the ablation of the multi-step diag- 1012

nostic process, we sequentially remove the primary 1013

diagnosis, differential diagnosis, and both to evalu- 1014

ate the effectiveness of the final diagnosis. Notably, 1015

the LLM is used for direct reasoning in this experi- 1016

ment. The results are shown in Table 10. 1017

From the Table 10, we conclude that: 1) The 1018

primary diagnosis significantly influences the fi- 1019

nal diagnosis’s performance, likely due to errors 1020

in the primary diagnosis propagating through the 1021

multi-step process, reducing the final diagnosis’s 1022

effectiveness. 2) The multi-step diagnostic process 1023

helps improve the interpretability of the final di- 1024

agnosis. Specifically, by introducing a multi-step 1025

diagnosis, the final diagnosis is based on more cri- 1026
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Table 8: The impact of the number of diagnosed diseases (final diagnosis) on the framework.

Number of Disease F1 Macro-Recall Rouge-L BLEU-1 BERTScore
Pre DD Fin Pre Fin Pre Fin Pre Fin Pre Fin

1-5 35.93 11.63 32.50 42.52 45.73 57.33 58.4 50.17 48.62 86.32 86.23
5-10 30.03 9.77 26.46 31.73 22.47 49.76 45.92 45.39 45.16 84.58 84.75
>10 34.27 9.35 29.18 17.94 22.57 48.82 50.19 45.95 42.86 84.66 86.17

Table 9: Experimental results with different numbers of ICL examples.

Model F1 Macro-Recall Rouge-L BLEU-1 BERTScore
Pre DD Fin Pre Fin Pre Fin Pre Fin Pre Fin

ICL=0 34.70 10.09 31.91 34.58 31.91 54.25 53.31 47.04 44.66 84.30 84.45
ICL=1 34.78 10.97 31.69 40.67 42.28 55.95 55.97 49.15 47.94 85.19 85.72
ICL=2 34.76 10.72 31.53 41.60 43.88 56.92 55.28 50.42 48.72 86.45 86.04
ICL=3 35.37 10.73 31.69 42.45 43.08 54.16 54.94 50.49 49.31 87.19 87.72

The prompt of reflection on diagnostic result

Instruction

Expected output

Output	:	[Answer]:"XXX"

Role definition
You	are	a	professional	doctor,	and	you	need	to	complete	a	task	related	to	diagnosis.

I	will	now	provide	you	with	a	medical	record,	diagnostic	results,	and	relevant	disease	
characteristics.	Your	task	is	to	review	the	diagnostic	results	against	the	medical	record	
and	relevant	disease	characteristics	according	to	the	following	criteria:
Rule 1.	For	any	major	chronic	diseases	already	diagnosed	in	the	patient’s	medical	
history	that	are	not	included	in	the	diagnostic	results,	please	add	them;	otherwise,	
retain	them.
Rule	2.	If	you	find	any	significant	inconsistencies	between	the	disease	characteristics	of	
a	diagnosis	and	the	medical	record,	please	remove	or	correct	the	diagnosis	and	provide	
the	basis	for	its	exclusion.
Rule	3.	Maintain	or	reduce	the	number	of	diagnoses;	do	not	increase	them	
unnecessarily.
Rule	4.	The	final	returned	results	should	be	in	the	following	format,	with	no	additional	
content:
•	Diagnostic	Results:	[“Diagnosis	1”,	“Diagnosis	2”,	“Diagnosis	3”]
•	Basis	for	Diagnosis:
•	Excluded	Diagnoses:	<Names	of	excluded	diseases,	delete	this	item	if	not	applicable>
•	Basis	for	Exclusion:	<Your	basis	for	excluding	the	diagnoses,	delete	this	item	if	not	
applicable>

Input:	
{Medical	history}
{Initial	answer}
{Related	disease	characteristics}
Diagnosis	result:
Diagnosis	basis:
Excluded	diagnosis:
Exclusion	basis:

Figure 8: The prompt of reflection on diagnostic result.

teria, thereby enhancing its interpretability. This is1027

primarily because the multi-step diagnostic process,1028

by breaking down tasks, conducting step-by-step1029

reasoning, and increasing traceability, allows for a1030

clear demonstration of the reasoning path and basis1031

at each stage, thereby enhancing the interpretability1032

of the diagnostic process.1033

I The Prompt used in our Framework1034

In this section, we primarily introduce the prompts1035

corresponding to the four instances where the LLM1036

is used within the framework. It is noteworthy1037

that the prompts in our framework follow a gen-1038

eral pattern, including role definition, formatting1039

instructions, and examples, rather than being metic-1040

ulously designed. The prompt for forward reason-1041

ing is shown in Fig. 6. The prompt for backward 1042

reasoning is shown in Fig. 9. The prompt for re- 1043

flecting on the diagnostic results is shown in Fig. 8. 1044

The prompt for optimizing the diagnostic results is 1045

shown in Fig. 7. 1046

The prompt of backward inference from diagnosis to diagnostic criteria

Instruction

Expected output

Output	:	[Answer]:"XXX"

Demonstrations

Role definition

You	are	a	professional	doctor,	and	you	need	to	complete	a	task	related	to	diagnosis.

Now,	I	will	provide	you	with	a	diagnostic	result	that	includes	several	disease.	Please	
complete	the	following	tasks	based	on	this	diagnostic	result:
Rule 1.	For	each	diagnosis	in	the	diagnostic	result,	recall	the	representative	medical	
history,	symptoms,	physical	signs,	and	auxiliary	examination	results	for	the	disease.
Rule 2.	The	recalled	content	should	be	in	the	following	format:
Medical	History:	<Recall	the	representative	medical	history	for	the	disease;	delete	this	
item	if	not	applicable>
Symptoms:	<Recall	the	representative	symptoms	for	the	disease;	delete	this	item	if	not	
applicable>
Physical	Signs:	<Recall	the	representative	physical	signs	for	the	disease;	delete	this	item	
if	not	applicable>
Auxiliary	Examination	Results:	<Recall	the	representative	auxiliary	examination	results	
for	the	disease;	delete	this	item	if	not	applicable>

Diagnostic	Results:	[“Acute	Pancreatitis”,	“Fatty	Liver”,	“Right	Renal	Cyst”]
Recall:
1.	Acute	Pancreatitis
•	Medical	History:	Often	associated	with	gallstones,	alcohol	abuse,	or	hyperlipidaemia
•	Symptoms:	Severe	upper	abdominal	pain	radiating	to	the	back,	nausea,	vomiting,	fever
•	Physical	Signs:	Abdominal	tenderness,	muscle	guarding,	possible	jaundice
•	Auxiliary	Examination	Results:	Elevated	serum	amylase	and	lipase,	abdominal	
ultrasound	or	CT	showing	pancreatic	enlargement	or	fluid	collection
2.	Fatty	Liver
•	Medical	History:	Common	in	patients	with	obesity,	hyperlipidaemia,	or	diabetes
•	Symptoms:	Often	asymptomatic,	some	patients	may	experience	fatigue,	upper	
abdominal	discomfort
•	Physical	Signs:	Hepatomegaly,	palpable	enlarged	liver
•	Auxiliary	Examination	Results:	Liver	function	tests	may	be	normal	or	slightly	
abnormal,	abdominal	ultrasound	showing	hepatic	steatosis
3.	Right	Renal	Cyst
•	Medical	History:	Typically	asymptomatic,	may	be	discovered	incidentally	during	
physical	exams	or	imaging	studies
•	Symptoms:	Usually	asymptomatic,	large	cysts	may	cause	flank	pain	or	abdominal	
discomfort
•	Physical	Signs:	Physical	exam	usually	unremarkable,	large	cysts	may	be	palpable
•	Auxiliary	Examination	Results:	Abdominal	ultrasound,	CT,	or	MRI	showing	cystic	
structures	within	the	kidney	filled	with	fluid

Input:	
{Initial	answer}
Disease	characteristics:

Figure 9: The prompt of backward inference from diag-
nosis to diagnostic criteria.
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Table 10: The ablation results of the multi-step diagnostic (%). w/o represents deleting the corresponding process.

F1 Macro-Recall Rouge-L BLEU-1 BERTScore
Method Pre DD Fin Pre Fin Pre Fin Pre Fin Pre Fin

Primary diagnosis matches final diagnosis
w/o primary diagnosis - 8.05 44.46 - 42.66 - 59.53 - 52.30 - 86.40
w/o differential diagnosis 40.8 - 41.28 35.96 42.10 57.14 58.67 48.08 50.62 85.55 86.08
multi-step 38.11 8.23 39.33 35.94 42.96 55.94 58.62 46.88 49.21 85.14 85.77

Primary diagnosis differs from final diagnosis
w/o primary diagnosis - 9.80 21.17 - 29.72 - 49.66 - 42.35 - 83.05
w/o differential diagnosis 25.19 - 18.78 32.70 30.08 50.28 49.04 43.69 41.91 83.62 83.03
multi-step 23.99 11.49 18.12 32.50 30.91 50.74 48.76 42.90 41.88 83.46 83.09

J Complete Multi-step Diagnostic1047

Example1048

We present a comprehensive multi-step diagnostic1049

example, as illustrated in Fig. 10. In the first stage,1050

the input is the medical record introduction, and Q11051

and Q2 are answered sequentially. The responses to1052

these questions are A1 and A2. In the second stage,1053

the input includes the medical record introduction1054

and the Q&A history from the first stage, and Q21055

must be addressed. In the third stage, the input1056

consists of the medical record introduction, the1057

Q&A history from the first two stages, and the1058

patient’s diagnosis and treatment process. In this1059

stage, Q4 and Q5 must be answered sequentially.1060

1061
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"Case Description": {
"Basic Information": "Male, 14 years old, student",
"Chief Complaint": "Left shoulder injury from an accidental fall, lasting over two days",
"Present Illness History": "The patient reported injuring his left shoulder two days ago due to trauma, immediately experiencing 

localized pain and restricted movement. There was no accompanying limb numbness, headache, history of unconsciousness or vomiting, 
chest pain, or abdominal pain. No specific treatment was administered. The patient was urgently admitted to the hospital after an X-ray 
examination at the outpatient clinic, which indicated a left clavicle fracture. During the illness, the patient remained in good mental condition 
with normal bowel and urinary functions.",

"Past Medical History": "The patient reported good general health, with a history of mango allergy. There was no history of hypertension, 
diabetes, liver disease, or kidney disease. No drug allergies were noted. The patient denied recent overseas travel, exposure to epidemic areas, 
confirmed COVID-19 diagnosis, or contact with confirmed cases.",

“Physical Examination”: “T: 36.6°C, P: 84 bpm, R: 19 bpm, BP: 106/67 mmHg. The patient was conscious, with no abnormalities in 
the head or face. Skin and sclera showed no signs of jaundice. Superficial lymph nodes were not swollen. The neck was supple, and tongue 
protrusion was midline. Pupils were equal, round, and reactive to light. Bilateral lung breath sounds were clear, with no dry or moist rales. 
Heart sounds were normal with regular rhythm, and no murmurs or abnormal heart sounds were detected in any valve area. The abdomen was 
soft, with no tenderness or rebound tenderness. \n Specialized examination: Passive posture, transported via wheelchair on admission, with a 
pained expression. Tenderness and restricted movement were noted in the left shoulder, with palpable crepitus. The spine displayed normal 
physiological curvature, with no tenderness. Lumbar spine movement was unrestricted. No numbness of the extremities was observed. 
Muscle strength and tone in other limbs were normal. Pathological signs were negative.",

"Auxiliary Examination": "X-ray indicated a left clavicle fracture; ECG showed sinus arrhythmia; CT scan revealed no significant 
abnormalities in both lungs; blood tests were essentially normal."}

“Treatment Process”: “1. Conducted comprehensive examinations. 2. Provided symptomatic treatment. 3. Monitored disease progression. 4. 
Reported the condition to senior physicians and explained it to the patient and their family. Opted for surgical treatment. \n Anesthesia and 
emergency care process: Intravenous access was established in the operating room with routine monitoring of NIBP, SPO2, HR, and RR. 
Oxygen was administered via mask. Under ultrasound guidance, left brachial plexus and cervical plexus blocks were performed using 0.3% 
ropivacaine hydrochloride (30 ml, 20 ml for the brachial plexus, and 10 ml for the cervical plexus). The anesthesia was effective, with no pain 
at the needle insertion plane. The patient reported nervousness and desired sleep. The anesthesiologist administered 2 mg of midazolam and 
dexmedetomidine (4 µg/ml) at 5 ml/h via micro-pump infusion. After 10 minutes, the patient entered light sleep. The circulating nurse 
observed urticaria on the infusion arm but no other locations. The patient denied chest tightness, discomfort, or respiratory depression. 
Dexmedetomidine infusion was stopped immediately, and the infusion set was replaced. Dexamethasone (10 mg) and calcium gluconate (10 
ml of 10% solution) were administered intravenously. Five minutes later, the urticaria resolved without further issues. Surgery commenced 
with no recurrence of urticaria. The patient’s vital signs remained stable, and after a 10-minute observation period, the patient was transferred 
back to the ward for further monitoring and instructed to continue oxygen therapy. \n Surgical procedure: Following successful anesthesia, the 
patient was placed in the supine position. After routine disinfection and draping, an arcuate incision was made over the midsection of the left 
clavicle, centered at the fracture site. Layers of skin and subcutaneous tissue were incised, with care taken to protect nerves and blood vessels. 
The periosteum was incised and stripped to expose the fracture ends. Blood clots and soft tissue were cleared from the fracture site. The 
fracture was reduced and fixed using an 8-hole upper limb reconstruction plate secured with screws. After ensuring stable fixation, the 
surgical site was irrigated, hemostasis achieved, and the incision closed in layers with sterile dressing applied. Postoperative care included 
anti-inflammatory treatment (cefmetazole sodium 2 g IV daily), hemostasis (tranexamic acid 1 g IV daily), and symptomatic treatment. The 
patient was discharged in good condition on postoperative day 7."

“Step 1: Primary Diagnosis": {
"Input": Case Description,
“QA Pairs": [{

"Q1": "What is the preliminary diagnosis based on the symptoms and signs on admission?",
"A1": ["Left clavicle fracture"]

}, {
"Q2": "What clinical data supports the preliminary diagnosis?",
“A2”: “1. Left clavicle fracture\n History: The patient reported injuring his left shoulder two days ago due to trauma, with 

immediate localized pain and restricted movement.\n Symptoms: Pain in the left shoulder and restricted movement.\n Signs: Tenderness in 
the left shoulder, restricted movement, and palpable crepitus.\n Auxiliary Examination: X-ray indicated a left clavicle fracture."

}]},
"Step 2: Differential Diagnosis ": {

"Input": Case Description + Q1 + A1 + Q2 + A2,
“QA Pairs": [{

"Q3": "What are the possible differential diagnoses?",
"A3": ["Pathological fracture"]

}]},
“Step 3: Final Diagnosis ": {

"Input": Case Description + Q1 + A1 + Q2 + A2 + Q3 + A3 + Treatment Process,
“QA Pairs": [{

"Q4": "What is the final diagnosis after a comprehensive examination?",
"A4": ["Left clavicle fracture", "Type I hypersensitivity reaction"]

}, {
"Q5": "What evidence supports the final diagnosis?",
“A5”: “1. Left clavicle fracture\n History: The patient reported injuring his left shoulder two days ago due to trauma, with 

immediate localized pain and restricted movement.\n Symptoms: Pain in the left shoulder and restricted movement.\n Signs: Tenderness in 
the left shoulder, restricted movement, and palpable crepitus.\n Auxiliary Examination: X-ray indicated a left clavicle fracture.\n\n2. Type I 
hypersensitivity reaction\n History: Known mango allergy.\n Signs: Urticaria on the infusion arm during surgery.\n Auxiliary Examination: 
Urticaria resolved following anti-allergy treatment administered during surgery."
}]}

Figure 10: A complete multi-step diagnostic example.
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