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Abstract001

Recently, Large Language Models (LLMs)002
with Mixture of Experts (MoE) layers have003
gained significant attention. Currently, state-004
of-the-art LLMs utilize this architecture. There005
is a substantial amount of research on how to006
train such models and how to select hyperpa-007
rameters for this architecture. However, there008
is a lack of studies focusing on post-evaluation009
analysis of MoE layer properties. In this pa-010
per, we take a first step toward closing this gap011
by evaluating expert contributions on the quiz-012
based MMLU benchmark. We show that most013
experts were never activated during inference014
on this benchmark. Additionally, the output dis-015
tribution of gating networks is much closer to016
uniform than sparse. Finally, we demonstrate017
that the average performance of some experts018
within the same layer varies significantly.019

1 Introduction020

Recently, Large Language Models (LLMs) with021

Mixture of Experts (MoE) layers, instead of fully022

dense layers, have gained popularity (Du et al.,023

2022; Wan et al., 2023). Currently, one of the024

best-performing models utilizes this architecture025

(Liu et al., 2024). The main reason MoE models026

are preferred over dense models is that they tend to027

achieve similar performance while activating signif-028

icantly fewer parameters, thereby reducing training029

time compared to dense LLMs (Muennighoff et al.,030

2024).031

Most research on MoE in the natural language032

processing (NLP) domain has focused on ei-033

ther modifying the architecture to speed up in-034

ference—such as the Top-K gating mechanism035

(Shazeer et al., 2017), which selects only the top-K036

experts with the highest probabilities—or adjust-037

ing the training loss to prevent the gating networks038

from always activating only a small subset of ex-039

perts (Shazeer et al., 2017; Shen et al., 2024).040

In this paper, we focus on post-evaluation anal- 041

ysis of expert contributions to final predictions. 042

Specifically, we evaluate the pretrained OLMoE 043

model1 (Muennighoff et al., 2024) on the quiz- 044

based MMLU benchmark (Hendrycks et al., 2020) 045

to address the following questions: 046

• How many experts were activated at least once 047

during inference on this benchmark? 048

• What does the distribution of gating network 049

outputs look like? Does it tend to be sharp or 050

closer to uniform? 051

• Do all experts perform equally in terms of 052

accuracy? 053

2 Experimental Setup 054

In this paper, we investigate the contribution of 055

each expert in the OLMoE model during inference 056

on the MMLU benchmark. MMLU is a quiz-based 057

benchmark that evaluates the knowledge and rea- 058

soning abilities of large language models (LLMs). 059

It consists of 57 datasets covering various domains, 060

such as humanities, STEM, social sciences, and 061

other fields. 062

We did not observe a significant difference in ex- 063

pert contributions across different domains. There- 064

fore, in the results section (Section 3), we present 065

results aggregated over all datasets, comprising a 066

total of 14, 042 questions. 067

For each question, the benchmark requires a 068

model to select the correct answer from four possi- 069

ble choices: A, B, C, and D. Thus, the model needs 070

to generate only one token corresponding to an 071

answer. To assess the contribution of experts, we 072

store the probabilities (alphas) from the gating net- 073

work for each MoE layer when the model predicts 074

the token corresponding to the correct answer. 075

1https://huggingface.co/allenai/
OLMoE-1B-7B-0125-Instruct
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The OLMoE model consists of 16 MoE layers,076

each containing 64 experts. For every question, we077

store an array of alphas with the following dimen-078

sions: 16 × 64. Note that only the top 8 experts079

with the highest probabilities contribute to the final080

output.081

To run the experiment, we utilized a V100 GPU082

with 16 GB of memory. We used a batch size of083

2, and the evaluation of the MMLU dataset took084

approximately 5 hours.085

3 Results086

3.1 Distribution of Activated Experts087

In this section, we analyze how many experts were088

activated2 during inference, as well as the normal-089

ized distribution of activated experts for each data-090

point. Tables 1 and 2 report the number of experts091

that were activated for at least one datapoint.092

Considering that the total number of experts is093

64, we observe that more than 60% of the experts094

were never activated for the entire MMLU dataset.095

Additionally, we report the mean and standard de-096

viation of natural entropy (Conrad, 2004), defined097

as:098

E = −
∑

i∈top 8

pi log pi (1)099

where pi represents the normalized distribution100

over the highest gating probabilities, i.e.,101

pi =
αi∑

i∈top 8 αi
, (2)102

where αi is the output from the gating network.103

We use natural entropy as a measure of uncertainty.104

It converges to zero when one expert has a prob-105

ability close to 1, meaning that only this expert106

contributes to the result. Conversely, when the dis-107

tribution is uniform, entropy reaches its maximum108

value. Specifically, for a discrete distribution with109

8 outcomes, the highest entropy value is 2.0794.110

Based on the reported entropy in the tables, we111

conclude that the distribution for each expert is112

far from sparse and instead tends to be closer to113

uniform. We believe this behavior is likely caused114

by auxiliary losses during the training procedure,115

which force the model to activate each expert ap-116

proximately the same number of times. This pre-117

vents the model from converging to a small sub-118

set of preferred experts, thereby ensuring that all119

2To be activated, the corresponding probability for this
expert from the gating function must be among the top 8.

experts remain utilized. However, as our results 120

suggest, this may lead to a gating probability distri- 121

bution that is close to uniform, which might not be 122

desirable. These results also hold for the distribu- 123

tion across all 64 experts (see Appendix A). 124

A hypothesis that we believe is worth validating 125

in future work is whether this uniform-like behav- 126

ior negatively impacts the model’s robustness. The 127

primary concern is that the Top-K activation ap- 128

proach is not smooth. If the gating outputs follow a 129

nearly uniform distribution, small changes in input 130

may lead to significant differences in output due 131

to a different set of experts being activated. Even 132

if only the last expert in the top K differs, this 133

could still cause noticeable variations. As shown 134

in the Table 3, the weight of the eighth expert is 135

significant, averaging 8.74%. This observation mo- 136

tivated us to investigate the average accuracy of 137

each expert (see Section 3.2). 138

Additionally, an unexpected result for us is that 139

entropy tends to increase from the first to the last 140

layer. The first layer has the lowest entropy, while 141

the last layer has one of the highest entropy. In- 142

tuitively, we expected the opposite: the last layer 143

should be more confident in its predictions. One 144

possible explanation is that some benchmark ques- 145

tions are too complex for the model, leading to less 146

confident predictions. However, the standard devi- 147

ation of entropy is low, indicating that the distribu- 148

tion remains stable across all questions, regardless 149

of their complexity. 150

3.2 Accuracy of each Expert 151

In Section 3.1, we showed that the output distribu- 152

tion from the gating function is closer to uniform 153

rather than sparse. This means that the contribution 154

of each expert among the top 8 is significant to 155

the final outcome. In this section, we investigate 156

whether all experts have similar accuracy or not. 157

To achieve this, we compute the accuracy of each 158

expert over all test data points where the expert 159

was activated. Since an expert may contribute to 160

different questions with varying weights, we also 161

report the accuracy weighted by the probability 162

assigned to each expert. Specifically, the weighted 163

accuracy for expert j is defined as: 164∑n
i=1 αij · 1(ŷi = yi)∑n

i=1 αij
, (3) 165

where αij represents the probability assigned 166

to expert j for datapoint i, and 1(ŷi = yi) is an 167
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Layer 1 2 3 4 5 6 7 8
Mean Entropy (top 8) 1.8516 1.9375 1.9297 1.9531 1.8516 1.9219 2.0156 1.8984
Std Entropy (top 8) 0.0084 0.0096 0.0080 0.0104 0.0220 0.0165 0.0120 0.0288
Number of Activated Experts 20 14 14 10 16 14 19 15

Table 1: Statistical data per layer (Layers 1 to 8). Entropy calculated across the top 8 normalized experts.

Layer 9 10 11 12 13 14 15 16
Mean Entropy (top 8) 2.0000 1.9297 2.0469 1.9688 2.0156 1.9063 2.0156 2.0313
Std of Entropy (top 8) 0.0092 0.0245 0.0092 0.0233 0.0135 0.0354 0.0151 0.0133
Number of Activated Experts 19 12 11 14 15 29 24 25

Table 2: Statistical data per layer (Layers 9 to 16). Entropy calculated across the top 8 normalized experts.

indicator function that equals one when the final168

prediction is correct and zero otherwise.169

Additionally, we report the average contribution170

weight, computed as 100 · pi from Equation 2, for171

each expert when it was activated. Results are172

presented for the first MoE layer (Table 4) and173

the last MoE layer (Table 5). In these tables, we174

include only experts that were activated in at least175

1% of the data (column: "Appearances"). There176

are 12 such experts in the first MoE layer and 17 in177

the last one.178

For the first MoE layer, 7 experts were activated179

in nearly all cases, meaning they appeared in more180

than 95% of the data. The top eight experts were181

mainly chosen from three experts with indices:3 19,182

26, and 52. However, the accuracy of these experts183

varies significantly.184

For the last MoE layer, only 3 experts were ac-185

tivated in more than 95% of the cases, providing186

the gating network with more flexibility in select-187

ing different experts. In terms of accuracy, we188

observe a similar pattern to the first MoE layer:189

some experts achieve significantly higher accuracy190

than average (e.g., expert 12), while others perform191

considerably worse (e.g., experts 34 and 30).192

These findings suggest that a potential direction193

for future research could be adjusting the gating194

output probabilities by increasing the probability195

for high-accuracy experts and/or decreasing it for196

underperforming experts. This is particularly rele-197

vant given that the gating probability distribution198

is nearly uniform (see Section 3.1). This unifor-199

mity implies that the probability difference between200

high-accuracy experts and the top eight expert is201

relatively small. For instance, in the last MoE layer,202

the average gating function output for expert 12,203

3The expert number refers to the index of an expert in an
MoE layer, ranging from 0 to 63 inclusively.

which performs significantly better than the aver- 204

age, is 0.0291, while the average unnormalized 205

probability for the top eight experts is 0.0317. 206

4 Conclusion 207

In this paper, we evaluated the contribution of ex- 208

perts in an LLM MoE model to the final output on 209

a quiz-based benchmark. Our key findings are: 210

• More than 60% of experts were never acti- 211

vated during prediction. This implies that for 212

quiz-based tasks, inactive experts can be re- 213

moved, making the model smaller without 214

any loss in performance. Additionally, this 215

can significantly reduce training time during 216

fine-tuning. 217

• The distribution of gating outputs is not sharp 218

but rather nearly uniform across all MoE lay- 219

ers. Moreover, entropy does not decrease from 220

the first layer to the last. Given that most LLM 221

MoE models use a Top-K gating mechanism, 222

which is a non-continuous gating method, this 223

behavior may negatively impact the robust- 224

ness of the models. 225

• Some experts perform better on average than 226

others, suggesting that adjusting the gating 227

output to prioritize high-accuracy experts 228

could lead to performance improvements. 229
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Top 1 2 3 4 5 6 7 8
Mean Probability 0.19297 0.17575 0.13789 0.11344 0.10380 0.09713 0.09181 0.08721
Std Probability 0.01119 0.01010 0.01657 0.00995 0.00724 0.00598 0.00569 0.00570

Table 3: Mean and standard deviation of top 8 normalized probabilities from a gating network from the last MoE
layer.

Expert Number Appearances (%) Accuracy (%) Weighted Accuracy (%) Mean Weight of the Expert (%)
19 30.93 60.12 60.17 5.04
26 38.38 54.83 54.72 4.83
2 99.70 52.56 52.52 5.43
36 99.82 52.54 52.48 5.53
31 100.00 52.52 52.49 32.04
33 100.00 52.52 52.56 10.53
56 100.00 52.52 52.49 19.87
48 100.00 52.52 52.60 15.67
61 98.72 52.32 52.48 5.90
49 2.20 46.60 46.44 4.81
52 26.36 43.00 43.35 5.33
1 1.69 33.76 33.63 4.86

Table 4: Statistical data of experts in the first layer.

Expert Number Appearances (%) Accuracy (%) Weighted Accuracy (%) Mean Weight of the Expert (%)
53 1.44 79.70 80.16 9.21
12 27.30 61.58 62.56 9.84
38 10.68 61.40 62.17 10.11
59 5.60 60.74 62.23 9.55
9 46.00 55.84 55.82 9.83
8 81.80 53.77 55.44 9.84
3 85.50 53.07 54.09 10.73
17 100.00 52.52 51.45 18.58
58 100.00 52.52 52.49 18.23
52 99.00 52.31 51.23 13.24
60 73.10 51.14 51.24 9.72
24 50.64 50.92 51.73 9.92
42 1.17 50.61 51.04 9.35
34 62.38 48.91 48.98 10.49
26 5.07 47.47 47.98 9.05
30 47.51 46.30 46.62 9.22
51 1.18 45.45 47.13 9.39

Table 5: Statistical data of experts in the 16th layer.
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Limitations230

The main limitation of this short paper is that the231

experiment was conducted on only one model and232

one benchmark. Our primary focus was on quiz-233

based datasets, and we believe that the MMLU234

benchmark represents this category well. There-235

fore, the use of a single benchmark is not a major236

limitation. However, a more significant limitation237

is that we evaluated only one LLM MoE model. We238

acknowledge that these results may not generalize239

to other LLM MoE models.240

The primary reason for using only one LLM241

MoE model is that most other models have a sig-242

nificantly larger number of parameters and require243

substantially more computational resources for in-244

ference, which we currently do not have.245
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A Entropy of distribution across all 282

Experts 283

In Table 6 and Table 7, we show that all statements 284

regarding entropy across the top 8 experts in Sec- 285

tion 3.1 also hold for entropy across the probabili- 286

ties of all 64 experts given by the gating networks. 287

Note that entropy generally increases with the num- 288

ber of possible outcomes, and for 64 possible out- 289

comes, the upper bound is 4.1589. 290
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1 2 3 4 5 6 7 8
Mean Entropy 3.78125 3.89063 3.85938 3.85938 3.75000 3.75000 3.87500 3.75000
Std Entropy 0.01245 0.01447 0.01056 0.01453 0.02759 0.03113 0.02478 0.02783

Table 6: Mean and standard deviation of entropy across all gating outputs (Layers 1 to 8).

9 10 11 12 13 14 15 16
Mean Entropy 3.79688 3.51563 3.62500 3.46875 3.50000 3.51563 3.64063 3.82813
Std Entropy 0.03467 0.08057 0.06152 0.05884 0.07666 0.07422 0.05835 0.03809

Table 7: Mean and standard deviation of entropy across all gating outputs (Layers 9 to 16).
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