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Abstract001

English cooking videos often contain polyse-002
mous words and omitted expressions, making003
accurate translation challenging. This study004
aims to improve English-Japanese machine005
translation of cooking videos by utilizing im-006
ages extracted from the video. We adopt a007
Chain-of-Thought Augmentation (CoTA) ap-008
proach, where the model generates descriptions009
of images and utilizes them as auxiliary infor-010
mation for the translation task. In our experi-011
ments, we selected sentences from an English-012
Japanese cooking video corpus that were diffi-013
cult to translate due to polysemous words. We014
evaluated the performance using GPT-4o and015
Qwen2-VL with COMET and BLEU scores.016
The results demonstrate that incorporating im-017
ages improves translation accuracy, with a par-018
ticularly strong tendency for CoTA applied to019
GPT-4o to produce more accurate translations.020

1 Introduction021

In recent years, with the proliferation of video022

sharing platforms, cooking videos in different lan-023

guages have been shared on these platforms, in-024

creasing the demand for their translation. However,025

research specifically focusing on cooking video026

translation is scarce.027

In translating cooking videos, accurately render-028

ing polysemous words poses a challenge. English029

cooking videos are particularly difficult to trans-030

late due to the large number of polysemous words031

for English words. For example, the word “pep-032

per” has several meanings, such as green pepper,033

paprika, chilli pepper and black pepper, making it034

difficult to select the appropriate meaning from the035

information contained in the text alone.036

Multimodal machine translation (Delbrouck and037

Dupont, 2017; Calixto et al., 2017; Huang et al.,038

2016; Zhang et al., 2020; Sulubacak et al., 2020;039

Wu et al., 2021), which refers not only to text but040

also to speech and images, has the potential to041

address this a issue. Furthermore, the Chain-of- 042

Thought (CoT) (Wei et al., 2022) approach, which 043

processes complex problems in a step-by-step man- 044

ner, is also considered effective. Inspired by the 045

success of CoT, various Chain-of-X (CoX) (Xia 046

et al., 2025) paradigms have been developed to ad- 047

dress challenges across diverse domains and tasks. 048

CoX is a generalization of CoT, constructing a con- 049

tinuous process with various components beyond 050

reasoning thoughts, such as Chain-of-Feedback 051

(Xu et al., 2025), Chain-of-Instructions (Hayati 052

et al., 2025), and Chain-of-Histories (Xia et al., 053

2024). Notably, Chain-of-Thought Augmentation 054

(CoTA) (Shim et al., 2024), which extends the 055

chain with external knowledge when LLMs have 056

limited information for specific tasks or domains, 057

has emerged as an effective approach. 058

In this study, to improve the performance of mul- 059

timodal machine translation for cooking videos, 060

we propose a method that not only takes images 061

as input but also the CoTA concept, which utilizes 062

external information to expand the model’s knowl- 063

edge. In addition, we will construct a dataset to 064

evaluate the effectiveness of multimodal machine 065

translation. In the experiments, we primarily com- 066

pare three methods: a baseline machine transla- 067

tion method that uses only text as input, a multi- 068

modal machine translation method that inputs im- 069

ages along with text, and our proposed methods 070

that utilize CoTA concept. 071

2 Related Work 072

Chain-of-Thought(CoT) (Wei et al., 2022) is a 073

method for solving complex reasoning tasks by de- 074

composing them into steps, and has attracted much 075

attention in recent years. The method divides a 076

problem into a series of steps that are processed se- 077

quentially, allowing the model to produce more log- 078

ical and explicable reasoning. Chain-of-Thought 079

Augmentation (CoTA) (Shim et al., 2024) is one of 080
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Figure 1: Overview of the proposed method

the Chain-of-X (CoX) (Xia et al., 2025) paradigms081

developed, inspired by the success of CoT. CoTA082

aims to extend the capabilities of LLMs by incor-083

porating external additional information when they084

have limited knowledge for specific tasks or do-085

mains. A characteristic feature of this method is086

that the chain is constructed from various types of087

augmented data. For instance, some approaches088

integrate explicit retrieval steps into the reasoning089

chain, enabling LLMs to acquire external knowl-090

edge that is not present in pre-trained data or is out-091

dated. Examples include ReAct (Yao et al., 2023)092

and Chain-of-Knowledge (Li et al., 2024), which093

enhance the LLM’s reasoning process based on094

external information.095

3 Proposed Method096

3.1 Multimodal Machine Translation Using097

Chain-of-Thought Augmentation098

In this proposed method (COTA), we aim to im-099

prove translation accuracy by incorporating image100

information into a stepwise inference process using101

the CoTA (Shim et al., 2024) concept, thereby en-102

abling the model to gain a deeper understanding of103

the information obtained from the image. Specifi-104

cally, as shown in Figure 1, the model is instructed105

to describe the content of an image acquired from a106

cooking video, and this description is then added as107

external knowledge to the translation process. Fur-108

thermore, we will also evaluate an applied version109

of this method (COTA+IMAGE), which re-inputs110

the image along with its description. Table 1 shows111

the Japanese prompts actually used. The English112

translations are provided in parentheses. Prompts113

for other methods are provided in Appendix B.114

3.2 Construction of Evaluation Data 115

This section describes the evaluation dataset we 116

have developed. To evaluate the effectiveness of 117

multimodal machine translation, an evaluation set 118

comprising text that is difficult to translate and 119

requires image information for proper translation 120

is considered useful. Therefore, we created a new 121

dataset to confirm the effectiveness of multimodal 122

machine translation utilizing images. 123

Since cooking videos are video data, they cannot 124

be directly used for image-based multimodal ma- 125

chine translation. Thus, we constructed a dataset 126

suitable for this purpose. First, from YouCook2- 127

JP1, a multimodal bilingual corpus with videos, we 128

extracted a total of 150 English sentences that were 129

manually judged to be difficult to translate using 130

only textual information, such as those containing 131

polysemous words like “pepper,” and used them as 132

evaluation data. Next, the following procedure was 133

employed to obtain appropriate images for each En- 134

glish sentence. As the data contained timestamps 135

indicating when each English sentence appeared in 136

the video, we used this information to extract 10 137

images per English sentence using OpenCV2. Sub- 138

sequently, the similarity between the English sen- 139

tence and the images was measured using CLIP3, 140

and the image with the highest similarity was ac- 141

quired from the 10 images. The details of this 142

construction steps are illustrated in Appendix C. 143

1https://github.com/nlab-mpg/YouCook2-JP
2https://opencv.org/
3Phttps://github.com/openai/CLIP
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Method Prompt

COTA この画像について説明してください． (Please describe this image.)
この文章を参考にして，次の英語の文章を日本語訳してください．
(Referring to this description, please translate the following English sentence into Japanese.)

COTA+IMAGE この画像について説明してください． (Please describe this image.)
この画像と画像に対する説明を参考にして，次の英語の文章を日本語訳してください．
(Referring to this image and the description of the image, please translate the following
English sentence into Japanese.)

Table 1: Prompts used in our CoTA methods. (English translations are in parentheses.)

4 Experimental Evaluation144

4.1 Experimental Setup145

In this study, gpt-4o-2024-08-06 (gpt, 2023) (GPT-146

4o) and Qwen2-VL-72B-Instruct4 (Wang et al.,147

2024) (Qwen2-VL) were used as multimodal large148

language models. GPT-4o was accessed via API.149

We downloaded the Qwen2-VL model from Hug-150

ging Face5 and ran it on our local machine.151

We compared and evaluated five cases, with the152

English-only input serving as the baseline (TEXT-153

ONLY); inputting both English text and images154

(TEXT+IMAGE); using the CoT (Wei et al., 2022)155

approach (COT); using the CoTA (Shim et al.,156

2024) approach (COTA); and re-inputting images157

along with the generated descriptions in the CoTA158

approach (COTA+IMAGE). A simplified illustration159

outlining the differences between each method is160

provided in Appendix A161

The evaluation dataset consists of 150 sen-162

tence pairs and images, and was constructed from163

YouCook2-JP, which is an English-Japanese trans-164

lation of the first 600 videos from the English165

cooking video dataset, YouCook26, as described in166

Section 3.2. The COMET (Rei et al., 2020) and167

BLEU (Papineni et al., 2002) were used to evaluate168

the performance of the translation.169

4.2 Experimental Results170

The experimental results using GPT-4o are pre-171

sented in Table 2, and those using Qwen2-VL are172

shown in Table 3, respectively. In the experiments173

utilizing GPT-4o, the CoTA approach, which in-174

corporates image descriptions and images as in-175

put, achieved the highest scores in both BLEU176

and COMET. Furthermore, the BLEU score of177

TEXT+IMAGE improved by 2.1 points compared to178

TEXT-ONLY, and that of COTA+IMAGE improved179

by 1.71 points compared to COTA. This confirms180

4https://huggingface.co/Qwen/Qwen2-VL-72B
5https://huggingface.co/
6http://youcook2.eecs.umich.edu/

COMET BLEU(%)

TEXT-ONLY 0.8675 33.20
TEXT+IMAGE 0.8581 35.10
COT 0.8670 32.76
COTA 0.8788∗† 35.75
COTA+IMAGE 0.8816∗† 37.46∗†

Table 2: Experimental results using GPT-4o

∗ p < 0.05 against TEXT-ONLY (paired t-test)
† p < 0.05 against TEXT+IMAGE (paired t-test)

COMET BLEU(%)

TEXT-ONLY 0.8500 27.77
TEXT+IMAGE 0.8533 28.63
COT 0.8482 23.62
COTA 0.8559 26.28
COTA+IMAGE 0.8546 27.17

Table 3: Experimental results using Qwen2-VL

that for GPT-4o, incorporating image information 181

into the input tends to significantly contribute to 182

an increase in BLEU scores. Conversely, when the 183

CoT approach was applied, the results indicated 184

that neither BLEU nor COMET scores showed a 185

statistically significant difference compared to the 186

baselines, or were slightly lower. This suggests that 187

the CoT approach may not directly contribute to 188

translation performance improvement in this task. 189

In experiments employing the Qwen2-VL model, 190

in contrast to the GPT-4o case, none of the pro- 191

posed methods yielded results that statistically sig- 192

nificantly outperformed the baselines. 193

Based on these results, it is inferred that the 194

improvement in translation performance achieved 195

by the CoTA approach is highly dependent on the 196

performance of the model used. While the image- 197

leveraging CoTA approach proves effective in en- 198

hancing translation performance with highly capa- 199
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GPT-4o Qwen2-VL

TEXT-ONLY 41.3% (62) 17.6% (25)
TEXT+IMAGE 44.7% (67) 24.0% (36)
COT 48.7% (73) 25.3% (38)
COTA 54.7% (82) 21.3% (32)
COTA+IMAGE 59.3% (89) 26.7% (40)

Table 4: Comparison of accuracy (Number of correct
words in parentheses)

Image

Image 画像では、木製のまな板の上でしいたけ

Description (shiitake mushroom)をスライスしている

場面が写っています。

English cut the mushroom into thin slices
Sentence

CoAT Output しいたけ(shiitake mushroom)を薄切りにする

Reference しいたけ(shiitake mushroom)を薄切りにします

Table 5: An example where image description was suc-
cessfully reflected in the output (English translations are
in parentheses)

ble multimodal models like GPT-4o, its efficacy200

might be limited with other models.201

4.3 Analysis202

We focused on specific words within each English203

sentence and individually assessed the accuracy204

of their translations. Our analysis targeted pol-205

ysemous words like pepper, as well as context-206

dependent words such as sheet when translated207

as “nori” (seaweed) in the context of making sushi208

rolls. For each method, we counted the number of209

sentences out of the total 150 where the target word210

was correctly translated. Table 4 shows the result211

of the analysis. It shows that in many cases, the pro-212

posed methods outperformed the baselines. This213

suggests that these proposed methods are effective,214

particularly in contexts where translation is difficult215

due to literal interpretations. Furthermore, in exper-216

iments using GPT-4o, the application of the CoTA217

approach led to particularly notable performance218

improvements.219

When utilizing CoTA, we observed cases where220

the model correctly grasped the image content, yet221

this information was not reflected in the translation.222

Table 5 is a successful example in COTA (GPT-223

Image

Image ボウルの中には、赤い野菜（おそらく赤ピーマン

Description (bell pepper)）、グリーンの葉物野菜が見えます。

English put the chicken black beans green onions
Sentence cilantro and pepper in the rice

CoAT Output 鶏肉、黒豆、青ネギ、パクチー、そしてコショウ

(black pepper)を、ご飯の中に入れてください。

Reference 鶏肉、ブラックビーンズ、青ねぎ、コリアン

ダー，パプリカ(bell pepper)）をご飯に混ぜます

Table 6: An example where image description was not
reflected in the output (English translations are in paren-
theses)

4o). In this example, the content of the image 224

description was successfully reflected in the trans- 225

lation, correctly translating “mushroom” (referring 226

to mushrooms in general) as “shiitake.” On the 227

other hand, Table 6 is a failure example in COTA 228

(GPT-4o). In this example, despite the image de- 229

scription stating “red bell pepper,” the translation 230

result rendered “pepper” as “kosho” (black pepper). 231

Such cases were particularly frequently observed in 232

the results with Qwen2-VL. This suggests that even 233

if the model correctly understands the image con- 234

tent through CoTA, it may not always effectively 235

reflect that information in the translation results. To 236

solve this problem, we believe that it is necessary 237

to design prompts and improve methods to more ef- 238

fectively reflect information obtained from images 239

in the translation. 240

5 Conclusion 241

This study proposed multimodal machine trans- 242

lation methods leveraging image information to 243

enhance the translation accuracy of polysemous 244

and context-dependent expressions in cooking 245

videos. We introduced the Chain-of-Thought Aug- 246

mentation (CoTA) concept, which utilizes image 247

descriptions as auxiliary information, and con- 248

structed a dataset to evaluate the effectiveness 249

of multimodal machine translation. Experiments 250

with GPT-4o demonstrated that COTA, particularly 251

COTA+IMAGE achieved the highest scores in both 252

BLEU and COMET, leading to a statistically signif- 253

icant improvement in translation quality compared 254

to the baselines. 255
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Limitations256

The evaluation data used in the experiments con-257

ducted in this study were small. An evaluation258

using more data is preferable.259
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COMET BLEU(%)

TEXT-ONLY 0.8675 33.20
TEXT+IMAGE 0.8581 35.10
COT 0.8670 32.76
COTA 0.8788∗† 35.75
COTA+IMAGE 0.8816∗† 37.46∗†
COT+COTA 0.8695 33.22

Table 7: Experimental results using GPT-4o

∗ p < 0.05 against TEXT-ONLY (paired t-test)
† p < 0.05 against TEXT+IMAGE (paired t-test)

This method generates a step-by-step thought pro-364

cess based on the image description. A simplified365

illustration of its differences from other methods is366

presented in Figure 2.367

The results indicate some improvement in the368

translation of polysemous words, but the BLEU369

and COMET scores did not show significant im-370

provement.371

B Prompts372

The specific prompts for the five methods are373

shown in Table 10, and their English translations374

in Table 11.375

For COT, controlling the output was challenging376

because we needed to generate not only the final377

Japanese translation but also the thought process.378

Therefore, the prompts were designed to clearly379

indicate and separate the output sections for the380

thought process and the Japanese translation using381

markers.382

C Data Set Construction Process383

Figure 3 shows the procedure for constructing eval-384

uation data.385

D AI Use Statement386

We used AI assistants in coding and draft refine-387

ment, e.g., translation, grammar check, and rewrit-388

ing.389

COMET BLEU(%)

TEXT-ONLY 0.8500 27.77
TEXT+IMAGE 0.8533 28.63
COT 0.8482 23.62
COTA 0.8559 26.28
COTA+IMAGE 0.8546 27.17
COT+COTA 0.8502 26.47

Table 8: Experimental results using Qwen2-VL

GPT-4o Qwen2-VL

TEXT-ONLY 41.3% (62) 17.6% (25)
TEXT+IMAGE 44.7% (67) 24.0% (36)
COT 48.7% (73) 25.3% (38)
COTA 54.7% (82) 21.3% (32)
COTA+IMAGE 59.3% (89) 26.7% (40)
COT+COTA 48.7% (73) 27.3% (41)

Table 9: Comparison of accuracy (Number of correct
words in parentheses)
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Figure 2: Multimodal translation methods used in this paper

Figure 3: Procedure of constructing the evaluation data
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Method Prompt

TEXT-ONLY 次の英語文を日本語に翻訳し，翻訳結果のみを提供してください．

TEXT+IMAGE 次の英語文を，次に示す画像の内容を考慮しながら翻訳し，翻訳結果のみを
提供してください．「申し訳ありませんが～」などの前置きを出力してはいけません．

COT 以下の英文を日本語に翻訳してください．入力された画像から得られる情報を参考に
して，ステップバイステップで思考プロセスを出力してください．
**出力形式の指示:**
思考プロセスと最終的な日本語訳を，以下の指定されたマーカーで厳密に区切って
出力してください．他の説明や前置きは一切含めないでください．
翻訳できない場合でも，マーカーと空のセクションを出力してください．
—思考プロセス開始—
翻訳に至るまでの思考プロセスを詳細に記述してください．
—思考プロセス終了—
—最終的な日本語訳開始—
上記の思考プロセスを踏まえた，この英文に対する最終的な日本語訳のみをここに
記述してください．—
—最終的な日本語訳終了—

COTA この画像について説明してください．
この文章を参考にして，次の英語の文章を日本語訳してください．

COTA+IMAGE この画像について説明してください．
この画像と画像に対する説明を参考にして，次の英語の文章を日本語訳してください．

COT+COTA 以下の英文を日本語に翻訳してください．まず入力された画像を説明し、その説明内容
を基にして，ステップバイステップで思考プロセスを出力してください．
**出力形式の指示:**
画像説明，思考プロセス，最終的な日本語訳を，以下の指定されたマーカーで厳密に
区切って出力してください．他の説明や前置きは一切含めないでください．
翻訳できない場合でも，マーカーと空のセクションを出力してください．
—画像説明開始—
入力された画像の内容を詳細に記述してください．
—画像説明終了—
—思考プロセス開始—
翻訳に至るまでの思考プロセスを詳細に記述してください．
—思考プロセス終了—
—最終的な日本語訳開始—
上記の思考プロセスを踏まえた，この英文に対する最終的な日本語訳のみをここに
記述してください．—
—最終的な日本語訳終了—

Table 10: Prompts used in the six methods
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Method Prompt

TEXT-ONLY Please translate the following English sentence into Japanese and provide only the translation result.
TEXT+IMAGE Please translate the following English sentence, considering the content of the image shown next,

and provide only the translation result. Do not output any introductory remarks such as
"I apologize, but...".

COT Please translate the following English sentence into Japanese. Refer to the information obtained
from the input image and output the thought process step-by-step.
Output Format Instructions:
Strictly separate the thought process and the final Japanese translation using the specified markers
below. Do not include any other explanations or introductory remarks.
Even if translation is not possible, please output the markers and empty sections.
—Thought Process Start—
Describe in detail the thought process leading to the translation.
—Thought Process End—
—Final Japanese Translation Start—
Based on the thought process above, write only the final Japanese translation for this English
sentence here.
—Final Japanese Translation End—

COTA Please describe this image.
Referring to this description, please translate the following English sentence into Japanese.

COTA+IMAGE Please describe this image.
Referring to this image and the description of the image, please translate the following
English sentence into Japanese.

COT+COTA Please translate the following English sentence into Japanese. First, describe the input image,
and then, based on that description, output the step-by-step thought process.
Output Format Instructions:
Please output the image description, thought process, and final Japanese translation
strictly separated by the specified markers
separated by the specified markers below. Do not include any other explanations or introductory
remarks.
Even if translation is not possible, please output the markers and empty sections.
—Image Description Start—
Please describe the content of the input image in detail.
—Image Description End—
—Thought Process Start—
Describe in detail the thought process leading to the translation.
—Thought Process End—
—Final Japanese Translation Start—
Based on the thought process above, write only the final Japanese translation for this English
sentence here.
—Final Japanese Translation End—

Table 11: English translations of the prompts used in the six methods
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