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Abstract. Large Language Models (LLMs) have showcased impressive
capabilities in text comprehension and generation, prompting research
efforts towards video LLMs to facilitate human-Al interaction at the
video level. However, how to effectively encode and understand videos
in video-based dialogue systems remains to be solved. In this paper,
we investigate a straightforward yet unexplored question: Can we feed
all spatial-temporal tokens into the LLM, thus delegating the task of
video sequence modeling to the LLMs? Surprisingly, this simple ap-
proach yields significant improvements in video understanding. Based
upon this, we propose ST-LLM, an effective video-LLM baseline with
Spatial-Temporal sequence modeling inside LLM. Furthermore, to ad-
dress the overhead and stability issues introduced by uncompressed video
tokens within LLMs, we develop a dynamic masking strategy with tailor-
made training objectives. For particularly long videos, we have also de-
signed a global-local input module to balance efficiency and effectiveness.
Consequently, we harness LLM for proficient spatial-temporal modeling,
while upholding efficiency and stability. Extensive experimental results
attest to the effectiveness of our method. Through a more concise model
and training pipeline, ST-LLM establishes a new state-of-the-art result
on VideoChatGPT-Bench and MVBench. Codes have been available at
https://github.com/Tencent ARC/ST-LLM.
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1 Introduction

Large Language Models (LLMs), such as GPT [11[9], PaLM and LLaMA
, have achieved remarkable success owing to their formidable language
understanding and generation abilities, signaling a promising advancement to-
wards artificial general intelligence. Driven by the widespread adoption of LLMs,
research on Large Visual-Language Models (LVLMs) has emerged to
extend the capabilities of LLMs to process visual signals, which have revealed
proficiency in image-based conversations. However, in contrast to image inputs,
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& What happened before the person watched at the book?

l ‘;" Tidied up the table. ‘ @ Opened the closet cabinet. ‘ l @ Opened the closet cabinet. ‘ l ® Opened the closet cabinet. l

& In which direction does the yellow cylinder move in the video?
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& Can you describe movement of the monkey?

‘: The monkey is playing with the cat in dirt. ?@ The monkey in the video is moving around and playing with the cat.

@ Monkey swings and jumps away from cat. l ® Yes, the monkey is seen jumping and hanging from a tree branch in the video.
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Fig. 1: Qualitative comparisons among top-performance video LLMs. We illustrate
two cases from MVBench (above) and one case from a YouTube video (below).

videos feature heavier input and additional temporal information. Developing a
large video-language model capable of effectively extracting meaningful spatial-
temporal information from intricate video signals presents a significant challenge.

Recently, several preliminary attempts have surfaced aimed at extending
LLMs to facilitate video conversation , which unlock
the capability of generating generic summaries of video content. Despite these
efforts, existing video LLMs continue to exhibit shortcomings in achieving satis-
factory performance in video comprehension, particularly in the realm of under-
standing content that relies heavily on temporal dynamics. As depicted in Fig.
[[l contemporary top-performing video LLMs demonstrate robust understanding
capabilities for actions reliant on static contexts. However, their proficiency in
comprehending scenes involving motion remains constrained. They encounter
challenges in discerning even the most basic direction of object movement, let
alone the complex motion or scene transition.

This issue may stem from the inherent difficulty of temporal modeling within
conversational systems. Historically, achieving robust video encoding has often
required substantially more time and memory resources than images, which is
impractical based on LLMs. As illustrated by Fig. a), early video LLMs tend to
adopt mean pooling on temporal dimension , a method that, while
efficient, is inadequate for handling dynamic temporal sequences. Therefore, re-
cent models frequently integrate additional structures for temporal sampling
and modeling . While these methods offer improved effectiveness
compared to average pooling, they entail increased storage and demand exten-
sive GPU time for training from scratch, often involving two or even three-stage
pretraining to align new modules.

Inspired by the recent success of joint spatial-temporal-text modeling in vi-
sual generation [8}[36], in this work, we investigate a simple yet unexplored idea:
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Fig. 2: (a) Comparison among different video LLMs based on the way of inputting
visual tokens. (b) Quantitative comparison of representative video LLMs, presenting
the average results of all 20 metrics and temporal-sensitive motion-related metrics from
MVBench, which encompass Moving Direction, Moving Count, and Moving Attribute.

Given the robust sequence modeling capabilities inherent to LLMs, what if we
input all visual tokens into the LLM and delegate the task of modeling spatial-
temporal sequences to the LLM itself? Meanwhile, there are two additional chal-
lenges: (1) The inclusion of all visual tokens significantly increases the context
length within LLMs, particularly for long videos, rendering the processing of a
large number of frames unaffordable. (2) LLM may struggle to handle videos of
varying lengths, potentially leading to hallucinations when there is a discrepancy
between the number of frames in testing and training.

To address these issues, we propose ST-LLM, a simple but powerful base-
line of video LLM. As depicted in Fig. a), with raw spatial-temporal tokens
inside LLM, we harness the LLMs’ robust sequence modeling capabilities for
effective temporal modeling. Meanwhile, we introduce a novel dynamic video to-
ken masking strategy along with masking video modeling during training. With
this approach, we reduce the length of sequences input to the LLM while signif-
icantly improving the robustness of videos of varying lengths during inference.
To accommodate particularly long videos, we have devised a unique global-local
input mechanism. This involves employing mean pooling of a large number of
frames to generate residual input for a smaller subset of frames. Through this
asymmetric design, we can process input from a large number of video frames
while preserving the operations of modeling video tokens within LLMs.

As a result, we maintain input tokens of comparable length to most video
LLMs while effectively harnessing the LLM’s capacity to comprehend videos.
Furthermore, as ST-LLM does not introduce additional modules, it does not
necessitate expensive alignment pre-training. This enables ST-LLM to directly
leverage existing state-of-the-art image conversational models, resulting in sig-
nificantly reduced GPU time compared to other state-of-the-art video LLMs.
Extensive experiments are conducted to verify the effectiveness of ST-LLM.
Qualitatively, as depicted in Fig. [T, ST-LLM demonstrates a superior ability to
understand dynamics compared to other video LLMs. Quantitatively, ST-LLM
achieves new state-of-the-art performance across various contemporary video
benchmarks, including MVBench [25], VideoChatGPT-Bench [33| and zero-shot
QA-Evaluation. Specifically, as illustrated in Fig. b), the superiority of ST-
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LLM is particularly evident in metrics related to the temporal-sensitive motion,
which underscores the expertise of our model in temporal understanding.
The main contributions of our paper can be summarized as:

— We propose ST-LLM, which, to our best knowledge, is the first open-source
video LLM that explores spatial-temporal modeling within LLM.

— We present a dynamic video token masking strategy coupled with masked
video modeling. Additionally, we introduce a global-local input mechanism
for processing long videos. These innovations ensure the efficiency and ro-
bustness of spatial-temporal tokens within the LLM.

— Extensive experiments demonstrate the consistent superiority of ST-LLM
over existing video LLMs across various video dialogue benchmarks, espe-
cially on tasks demanding robust temporal understanding.

2 Related Works

LLMs and Image LLMs. Recent years have witnessed remarkable advance-
ments in the evolution of Large Language Models (LLMs). Inspired by In-
structGPT [35] and the widely recognized commercial model ChatGPT [34],
the academic community has seen a proliferation of open-source LLMs, such
as LLaMA [43], Alpaca [41], Vicuna [13|, and LLaMA 2 [44], which have be-
come foundational components for a myriad of research endeavors. Fueled by
abundant structured data and the escalation in model sizes, these LLMs have
showcased remarkable capabilities in text comprehension and generation. Mean-
while, LLMs, being large-scale transformer models, inherently possess strong
sequence modeling capabilities. This inspired us to explore the feasibility of
entrusting the task of spatial-temporal sequence modeling to LLMs. The suc-
cess of LLMs has spurred increasing interest in the development of Multimodal
Large Language Models (MLLMs). Notable breakthroughs include works such
as Flamingo [2], BLIP2 [23|, and PaLM-E [16]|, which have successfully bridged
the gap between vision models and LLMs. Inspired by the concept of instruction
tuning for LLMs, a series of works [12]/14}/29,[55] leveraged open-source chatbots
for visual instruction tuning, thus facilitating support for image-based conver-
sations. It is noteworthy that in the pre-LLM era, video models were commonly
constructed based on pre-trained 2D image models [7}|11,[30,/45]. This may be
attributed to the significant computational demands of video processing, com-
bined with the relatively limited scale and diversity of video data compared to
images. Therefore, we believe that a well-pretrained image dialogue model could
similarly offer training cost and performance benefits to video LLMs.

Video LLMs. The emergence of MLLMs quickly extended into the domain
of video as well [19}120,[24}25}27,[31H33}/53]. Early models like VideoChat [24],
VideoChatGPT [33] and Valley [32] generate video instruction tuning data through
GPT to enable video conversations. At the model level, these approaches typi-
cally involve the use of mean pooling to aggregate the encoding results of individ-
ual frames before feeding them into the LLMs. While efficient, it is evident that
this mean pooling method is inadequate for effective temporal modeling. Hence,
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some subsequent models have initiated exploration into adaptations of image
models to video-specific requirements. For instance, BT-Adapter 31| proposed a
lightweight adapter to extend the capabilities of image LLMs. Chat-UniVi [20] in-
troduces DPC-KNN to cluster dynamic visual tokens. Moreover, VideoChat2 [25]
deviated from using CLIP [38| and directly introduced a dedicated video encoder
for video encoding. Although these methods offer improvements over mean pool-
ing, the inclusion of additional modules typically necessitates intensive training.
For example, in the case of VideoChat2, aligning the newly introduced video
encoder entails a three-stage training involving 30 million visual-language sam-
ples. In contrast, ST-LLM adopts a more direct approach by entrusting the task
of visual sequence modeling to LLMs, which is characterized by its conciseness,
reduced training requirements, and, according to our experimental findings, su-
perior effectiveness.

Joint Spatial-Temporal Modeling. Prior to the emergence of LLMs, joint
spatial-temporal modeling had demonstrated effectiveness in both video-only
and video-language pretraining [26}42}49]. More recently, inspired by DIT |36],
the popular video generation model Sora [8] has shown success in simultane-
ously processing video tokens and text using the transformer. Despite its poten-
tial, joint spatial-temporal-text modeling remains relatively uncommon in video
LLMs. While VideoChat2 [25] employed a joint-ST video encoder, it necessi-
tated extensive pretraining. A closer relative, InstructBLIP [14] incorporated
joint spatial-temporal sequences into LLM for zero-shot evaluation on video
datasets. However, this approach led to significant hallucinations due to the
absence of video instruction tuning. To the best of our knowledge, ST-LLM is
the first open-source video LLM to adopt joint spatial-temporal-text modeling.
Moreover, ST-LLM introduces a series of design innovations to mitigate the
limitations associated with incorporating all video tokens within LLM.

3 Methodology

In this section, we elaborate on the structure and training methodology of ST-
LLM. Firstly, we present a description of the model architecture, which incorpo-
rates all spatial-temporal tokens within the LLM, in Section [3:1} Subsequently,
we delve into the masking mechanism and training objectives in Section [3.2]
Finally, we introduce the global-local input approach in Section The over-
arching framework of our method is illustrated in Fig.

3.1 Video Tokens Inside LLM

As depicted in Fig. [3] visually, ST-LLM closely resembles an image chatbot,
consisting of a visual encoder, a linear projection, and an LLM. Instead of opting
for the commonly used CLIP-L/14 [38|, we have selected BLIP-2 23] as our
visual encoder, whose Q-Former efficiently compresses redundant image tokens
into fewer visual tokens. To facilitate the input of raw videos for the image
encoder, we adopt the strategy of treating each frame as an individual image.
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Fig.3: The overview of ST-LLM for generating responses on the input video and
instructions. ST-LLM directly feeds the spatial-temporal sequence into the LLM and
employs dynamic masking and global-local input for efficiency and robustness.

Given a video v with T frames, we assume that the image encoder f, encodes
each frame into K tokens. Hence, we obtain all visual tokens V to be fed into
the LLM as follows:

V= folfo(v), where V ={Vi}L, Vi = {vu}iss, (1)

where f, is the visual projection layer. Then, we concatenate all visual tokens
to form a joint spatial-temporal |7] visual sequence V € R(T*K)XD where D
is the number of embedding dimensions. After being passed through the word
embedding layers, the text tokens C' = {¢;}}¥, are directly concatenated with
all spatial-temporal tokens, to organize the input I to the LLM as follows:

I=[V:Cl={0a1y;Va2ys Va5, Vz1ys s Vr.i)5 €15 €25 -vs CN - (2)

Indeed, several alternative strategies exist for organizing the input tokens
before feeding them into the LLM. These include: (1) Adding separator tokens
between frame-wise tokens or visual-text tokens, to demarcate the boundaries
between modalities or frames. (2) Adding spatial-temporal position embeddings
specifically for visual tokens, to facilitate better spatial-temporal relationship un-
derstandings. However, our experiments indicate that simplicity often yields the
best. Adding numerous separator tokens introduces additional overhead without
necessarily improving performance. Moreover, LLMs come with Rotary Position
Embeddings |39] that are already effective in distinguishing the positions of all
spatial-temporal tokens and text tokens.

3.2 Training with Dynamic Masking

With video tokens modeling inside LLM, we can leverage the potent sequence
modeling capabilities inherent in LLMs to understand the information encapsu-
lated within spatial-temporal sequences. However, integrating all video tokens
into LLM significantly increases the context length, imposing a considerable
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computational burden and rendering it unfeasible to input additional frames for
lengthy videos. Meanwhile, experimental findings suggest that during testing,
utilizing uncompressed tokens is more sensitive to variations in the number of
frames than mean pooling. Consequently, when a substantial dissonance exists
between the number of frames in training and testing, a noticeable degradation
in performance ensues.

To tackle the aforementioned issues, we first propose masking the visual to-
kens during training. Masking modeling has achieved significant success in natu-
ral language processing [15] and video-language pretraining [26,31,42]. Although
masking is rarely employed in autoregressive LLMs, given our aim to leverage
LLMs for encoding spatial-temporal sequences, we can still utilize masking mod-
eling. Specifically, we keep the text tokens in I unchanged, while applying a mask
to the video tokens. This mask randomly masks p of all video tokens, irrespective
of their position across different frames. Different from previous works [26/31], we
adopt a dynamic masking strategy, where the masking rate is randomly sampled
from a normal distribution as follows:

p ~N(0.5,0), 0.3<p<0.7, (3)

where o represents the variance of the normal distribution. This strategy en-
sures that the length of the spatial-temporal sequence varies continuously while
maintaining a consistently high average masking rate of 50%. As a result, it
minimizes training costs and notably enhances robustness during inference.
Furthermore, building upon dynamic masking, we have formulated the Masked
Video Modeling (MVM) objective to encourage the LLM to grasp spatial-temporal
dependencies. Unlike the expensive masked token recovery [6,37], we have opted
for unmasked token reconstruction. Specifically, besides the masked sequence
I, we conduct an extra non-grad forward pass for the unmasked sequence I=
[V : C], serving as the reference output. Then, we select unmasked tokens from
fum(I) and the corresponding tokens from fllm(f ) based on their positions, com-
puting the Mean Squared Error (MSE) between the selected pairs as follows:

K
Lonvm = ﬁ Z Z(v;jl —o; )% (i,5) ¢ M, (4)

where M denotes the set of masked tokens’ indices, v; jl is from fy,,(I), and
Lomvm represents our MVM objective. Finally, our overall loss £ is composed of
Lomvom and the LLM decoder loss Ly, yielding £ = L,,0m + Liim - By integrating
these two loss components, we can encourage the LLM to effectively respond to
questions derived from the video content while improving its ability to model

temporal and spatial dependencies.

3.3 Global-Local Input

Although dynamic masking partially mitigates the challenge of processing lengthy
input sequences, it fails to fully resolve the issue for extremely long videos that
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entail inputting numerous frames, rendering the context length still impractical
to handle. Therefore, we have devised an additional module to tackle the issue
of excessively long videos. To elaborate, given a lengthy video with a large T', we
still commence by encoding each frame individually to derive V. Subsequently,
we proceed to derive the global video representation V{ through average pooling
on the frame-wise tokens:

T
1
V04) = 7 > vigy, Vo= {voptcr (5)

i=1

Next, we average-sample T frames from the T total frames. All tokens from these
T frames are concatenated to produce a joint spatial-temporal sequence V €
R(T=K)xD " which serves as the local video representation. Finally, the global-
local input for the LLM, denoted as I, is constructed as follows:

I=[V+ fu(Vo): C], (6)

where f,, is a simple MLP projector with upsampling projection initialized with
zeros. With this global-local input design, the low fps spatial-temporal sequences
within the LLM can gradually incorporate information from the high fps branch.
This approach allows the model to benefit from the LLM’s ability to model
temporal sequences within a limited context while also considering the global
information of long videos.

4 Experiments

In this section, we have performed comprehensive experimental evaluations of
ST-LLM, covering crucial settings, comparisons, and ablation studies. For a more
detailed account of experimental settings, ablation studies, visualizations, and
limitations analysis, please consult the appendix.

4.1 Experiment Setup

Benchmarks. To evaluate the video understanding capabilities of ST-LLM, we
primarily conduct assessments on three benchmarks: MVBench [25], VideoChat-
GPT Bench [33], and zero-shot video QA benchmark. MVBench comprises 20
challenging video tasks, each consisting of 200 samples in the form of multiple-
choice questions. These tasks provide a comprehensive and objective assessment
of a model’s ability to understand videos. VideoChatGPT-Bench gathers videos
from ActivityNet |10] and uses GPT to evaluate the quality of video conversa-
tions across five dimensions. Additionally, the zero-shot video QA benchmark
entails GPT-based assessments of various open-source video QA datasets.

Implementation Details. In our study, we adopt state-of-the-art image dia-
logue models as the baseline and proceed directly with video instruction tuning.
Unless otherwise specified, our model is initialized with InstructBLIP [14] in all
experiments, whose LLM is Vicuna-v1.1 |[13] with 7B parameters. Additionally,
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Table 1: Comparisons on MVBench. Except for BLIP2 and Otter, all models are
built upon LLaMA-1-7B for fair comparisons. "Avg" denotes the average of all 20
metrics. The leaderboards for each task can be found in the Appendix. The com-
pared methods include: (1)Rd: random guesses; (2) mOL: mPLUG-Owl-I [51]; (3) LMA:
LLaMA-Adapter [54] (4)B2: BLIP-2 [23]; (5)OI: Otter-I [22]; (6)MG: MiniGPT-4 [55];
(7)IB: InstructBLIP [14]; (8)LV: LLaVA [29]; (9)OV: Otter-V [22]; (10)mOV: mPLUG-
Owl-V [51]; (11)VCG: VideoChatGPT |33|; (12)VLM: VideoLLaMA [53|; (13)VC:
VideoChat [24]; (14)VC2: VideoChat2 |25|.

Metric] Rd [mOIILMA| B2 | OI [MG| IB | LV |OV [mOV|VCG|VLM| VC |VC2|Ours
AS |25.0/25.023.0 |24.5|34.5/16.0/20.0 |28.0(23.0| 22.0 | 23.5 | 27.5 |33.5/66.0|66.0
AP |25.0/20.0(28.0{29.0{32.0/18.0|16.5|39.5|23.0| 28.0 | 26.0 | 25.5 |26.5|47.5|53.5
AA |33.3/44.5|51.0 |33.5|39.5/26.0|46.0 |63.0(27.5| 34.0 | 62.0 | 51.0 |50.0/83.5|84.0
FA ]25.0/27.0|30.0|17.0{30.5|21.5|24.5|30.5(27.0| 29.0 | 22.5 | 29.0 |33.5|49.5| 44.0
UA |25.0/23.5| 33.0 |42.0|38.5/16.0/46.0 |39.0|29.5| 29.0 | 26.5 | 39.0 |40.5/60.0| 58.5
OE [33.3|36.0| 53.5 |51.5|48.5|29.5/51.0(53.0/53.0| 40.5 | 54.0 | 48.0 |53.0|58.0|80.5
OI |25.0|24.0| 32.5 |26.0|44.0|25.5/26.0 41.0/28.0| 27.0 | 28.0 | 40.5 |40.5|71.5|73.5
OS |33.3|34.0| 33.5 |31.0(29.5|13.0| 37.5 |41.5|33.0| 31.5 | 40.0 | 38.0 {30.0({42.5| 38.5
MD [25.0(23.0| 25.5|25.5{19.0{11.5| 22.0{23.0|24.5| 27.0 | 23.0 | 22.5 |25.5|23.0|42.5
AL |25.0/24.0|21.5|26.0|25.5/12.0/23.0 |20.5|23.5| 23.0 | 20.0 | 22.5 |27.0/23.0|31.0
ST |25.0|34.5| 30.5 |32.5(55.0| 9.5 |46.5 |45.0|27.5] 29.0 | 31.0 | 43.0 |48.5(88.5| 86.5
AC [33.3/34.5|29.0|25.5|20.0/32.542.5|34.0|26.0| 31.5 | 30.5 | 34.0 |35.0/39.0| 36.5
MC |25.0/22.0|22.5{30.0{32.5/15.5|26.5 |20.5|28.5| 27.0 | 25.5 | 22.5 |20.5|42.0|56.5
MA [33.3|31.5| 41.5 |40.0{28.5| 8.0 | 40.5 [38.5|18.0| 40.0 | 39.5 | 32.5 |42.5|58.5|78.5
SC  [33.3|40.0| 39.5 [42.0{39.0|34.0| 32.0|47.0|38.5| 44.0 |48.5| 45.5 |46.0{44.0|43.0
FP ]25.0/24.0| 25.0 |27.0|28.0{26.0| 25.5 [25.0|22.0| 24.0 | 29.0 | 32.5 |26.5|49.0| 44.5
CO |33.3|37.0| 31.5 |{30.0{27.0/29.5| 30.5 |36.0|22.0| 31.0 | 33.0 | 40.0 {41.0(36.5|46.5
EN ]25.0/25.5|22.5|26.0{32.0{19.0| 30.5 |27.0|23.5| 26.0 | 29.5 | 30.0 |23.5|35.0| 34.5
ER ]20.0/21.0|28.0|37.0{36.5| 9.9 | 30.5 |26.5|19.5| 20.5 | 26.0 | 21.0 |23.5/40.5|41.5
CI  130.9|37.0| 32.0 |31.0{36.5| 3.0 | 38.042.0/19.0| 29.5 | 35.5 | 37.0 |36.0/65.5| 58.5
Avg |27.3/29.4| 31.7 |31.4|33.5/18.8|32.5|36.0/26.8| 29.7 | 32.7 | 34.1 |35.5/51.1|54.9

we employ Minigptd-vl [55] as a basic model to assess the effectiveness across
various image models in Table@ Following previous research [20,27,28]|, we adopt
full-finetuning on the LLM to ensure a fair comparison. The results of LoRA are
also included as ablation results in Table [6] o is set as 0.1, ensuring that over
95% of the mask rate falls within the range of 0.3 to 0.7. During training, we
sample 16 frames per video. Considering dynamic masking, an average of 256
tokens per video are input into the LLM, which is the same as LLaVA [29]. For
all benchmarks during inference, frames are sampled at a frame rate of 1, and
the number of local frames is kept between 4 and 16. This strategy closely aligns
with practical scenarios and involves fewer frames than most video LLMs. For
VideoChatGPT-Bench and the video QA benchmark, which may involve videos
spanning several minutes, we utilize the global-local input. In this configuration,
the global frame number is set to 64. All videos are resized into 224*224. We
train ST-LLM using Ir of 2e-5 and batch size of 128 for 2 epochs.

Training Datasets. Citing findings from Jin et al. [20], the sequential pro-
cess of first conducting image instruction tuning, followed by video instruction
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Table 2: Comparisons on video-based generative performance benchmarking.

Method ‘Correct Detail Context Temporal Consist ‘ Mean Score
VideoLLaMA [53] 1.96 2.18 2.16 1.82 1.79 1.98
LLaMA-Adapter |54] 2.03 2.32 2.30 1.98 2.15 2.16
VideoChat |24] 2.23 2.50 2.53 1.94 2.24 2.29
VideoChatGPT |33] 2.40 2.52 2.62 1.98 2.37 2.38
BT-Adapter |31] 2.68 2.69 3.27 2.34 2.46 2.69
VTimeLLM [19 2.78  3.10 3.40 2.49 2.47 2.85
Chat-UniVi |20 2.89 2.91 3.46 2.89 2.81 2.99
LLaMA-VID-7B |27] 2.96 3.00 3.53 2.46 2.51 2.89
LLaMA-VID-13B [27]| 3.07 3.05 3.60 2.58 2.63 2.99
VideoChat2 |25 3.02 2.88 3.51 2.66 2.81 2.98
ST-LLM (Ours) 3.23 3.05 3.74 2.93 2.81 3.15

tuning and image-video joint pretraining, had a negligible impact on video dia-
logue performance. Hence, in light of InstructBLIP’s prior training on extensive
image data, we exclusively focus on video instruction tuning. Following |[25],
we leverage video instruction data sourced from a variety of datasets, includ-
ing VideoChatGPT-100k [33], VideoChat-11k [24], Webvid [5], NExT-QA [47],
CLEVRER [52], Kinetics-710 [21], and Something-Something-2 [17]. All sam-
ples are uniformly formatted in accordance with [25]. More details about the
dataset and the organization of instructions can be found in the appendix. An
experiment on joint image-video training is also presented in the appendix.

4.2 Quantitative Result

MVBench Performance. The evaluation results on MVBench are presented
in Table [I} The evaluation metrics included Action Sequence (AS), Action Pre-
diction (AP), Action Antonym (AA), Fine-grained Action (FA), Unexpected Ac-
tion (UA), Object Existence (OE), Object Interaction (OI), Object Shuffle (OS),
Moving Direction (MD), Action Localization (AL), Scene Transition (ST), Ac-
tion Count (AC), Moving Count (MC), Moving Attribute (MA), State Change
(SC), Fine-grained Pose (FP), Character Order (CO), Egocentric Navigation
(EN), Episodic Reasoning (ER), Counterfactual Inference (CI), and the aver-
age of all 20 metrics (Avg). It is evident that on such a challenging benchmark,
the performance of most multimodal LLMs falls significantly short of satisfac-
tory levels, even barely surpassing random performance by less than 10%. Our
only formidable competitor is VideoChat2 [25]. Through direct substitution of
CLIP with a dedicated video encoder, coupled with a three-stage training pro-
cess and comprehensive instruction tuning for the visual encoder, Q-Former, and
LLM, VideoChat2 has yielded results that significantly surpass those of previ-
ous models. In contrast, we solely carried out single-stage video-only instruction
tuning while maintaining the weights of CLIP and Q-Former frozen. Even under
these conditions, ST-LLM still attained the top performance, with an average
score surpassing VideoChat2 by a notable margin of 3.8%. Specifically, ST-LLM
showcased leading results across all 11 tasks, exhibiting a particularly signifi-
cant advantage in motion-related tasks where other models struggled. In three
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Table 3: Comparisons on zero-shot question-answering, including MSVD-QA |46,
MSRVTT-QA [48], and ActivityNet-QA [10].

Method LI MSVD-QA | MSRVTT-QA | ActivityNet-QA
Acc Score| Acc  Score | Acc Score

FrozenBiLM |50] DeBERTa-V2 | 32.2 - 16.8 - 24.7 -
VideoLLaMA [53| Vicuna-7B 51.6 2.5 |29.6 1.8 12.4 1.1
LLaMA-Adapter |54] | LLaMA-7B 54.9 3.1 | 438 2.7 34.2 2.7
VideoChat |24] Vicuna-7B 56.3 2.8 | 45.0 2.5 26.5 2.2
VideoChatGPT [33| | Vicuna-7B 649 3.3 (493 2.8 35.2 2.7
BT-Adapter |31] Vicuna-7B 67.5 3.7 |57.0 3.2 45.7 3.2
Chat-UniVi |20 Vicuna-7B 65.0 3.6 | 54.6 3.1 45.8 3.2
LLaMA-VID |27| Vicuna-7B 69.7 3.7 | 57.7 3.2 474 3.3
LLaMA-VID |27 Vicuna-13B 70.0 3.7 |58.9 3.3 47.5 3.3
VideoChat2 |25 Vicuna-7B 70.0 3.9 |54.1 3.3 49.1 3.3
ST-LLM (Ours) Vicuna-7B 74.6 3.9 [63.2 34 50.9 3.3

motion-related tasks, ST-LLM achieved an average score of 59.2%, far outper-
forming VideoChat2’s 36.3%. However, ST-LLM encounters challenges in fine-
grained tasks, such as Fine-grained Action (FA) and Fine-grained Pose (FP).
This could be attributed to CLIP’s limitations as an image encoder, which may
struggle to capture low-level spatial-temporal features required for these tasks.

VideoChatGPT-Bench Performance. VideoChatGPT-Bench, also referred
to as the Video-Based Generative Performance Benchmark, primarily evaluates
the capability of video conversation. Utilizing GPT-3.5 [34], it assigns a score to
the generated content across five aspects: Correctness of Information (Correct),
Detail Orientation (Detail), Contextual Understanding (Context), Temporal Un-
derstanding (Temporal), and Consistency (Consist). As depicted in Table 2] the
recently proposed state-of-the-art models [20}[25l/27] exhibit similar performance
levels on this benchmark. However, due to the inherent instability of GPT eval-
uation, there is considerable variation in the performance of each model across
different tasks. Despite this variability, ST-LLM consistently performs admirably
across all tasks, while demonstrating significant advantages in terms of the mean
score compared to previous models.

Zero-shot Video-question Answering Performance. In Table[3] we present
the zero-shot video question-answering performance on several commonly used
video-text datasets, including MSVD-QA [46], MSRVTT-QA [48], and ActivityNet-
QA [10]. Following the methodology outlined in [33], we utilize GPT-3.5 to eval-
uate the accuracy and score of the generated results. As is depicted, STLLM
demonstrates significant advantages on MSVD and MSRVTT, surpassing the
previous SOTAs by 4.6% and 4.3% respectively. However, STLLM exhibits a
slightly smaller advantage compared to VideoChat2 on the ActivityNet. This
could be attributed to the requirement for a potent video encoder for this dataset.

4.3 Ablations and Analysis

Ways of Inputting video tokens. The core of this work lies in the endeavor
to model joint spatial-temporal video tokens using LLM. Table [4] presents the
results of different methods of inputting video tokens. As depicted, without video
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55
Table 4: The ablation study on the meth-

ods of inputting video tokens to LLMs. The
baseline configurations include no instruc-

5 54

tion tuning and mean pooling input. g /
Method Avg on MVBench % e train 16 frame
Instructblip Baseline ° et ek
Mean Pooling 42.0 E +dynamic mask
S-T Tokens in LLM 35.5 —e—+dynamic mask & mvm
Video Instruction Tuning 52 S ¢ 16
Mean Pooling 47.8 Number of Testing Frames
S-T Tokens in LLM 53.8 Fig. 4: The ablation study on the effect
+Masking & MVM Loss 54.9

of dynamic masking and MVM loss.

Table 5: The ablation study on global-local input module. The “Local” and “Global”
mean the joint temporal-temporal sequence and average pooling sequence respectively.

Video-ChatGPT Bench

Method Avg on MVBench Correct Detail Context Temporal Consist
Global Only 48.3 3.01 2.92 3.58 2.61 2.61
Local Only 54.9 3.08 2.99 3.63 2.75 2.69
Local+Global (simply add) 50.1 3.07 2.88 3.58 2.59 2.50
Local+Global (adapter) 54.7 3.23 3.05 3.74 2.93 2.81

instruction tuning, the approach of joint spatial-temporal input is considerably
less effective compared to directly averaging the input over the temporal dimen-
sion. This discrepancy might stem from inconsistencies between training and
testing, resulting in severe hallucinations. However, after training, the effective-
ness of the joint spatial-temporal input significantly surpasses that of the mean
pooling input, indicating that LLMs can effectively model spatial-temporal se-
quences, and directly inputting all tokens is a superior approach compared to
compression before input. Furthermore, incorporating dynamic masking and the
MVM loss based on the joint spatial-temporal sequence has further improved
the performance of our model.

Dynamic Masking Strategy and MVM Loss. In Fig. [d we conduct a more
detailed ablation study on the effect of dynamic masking and MVM loss. It
is evident that when the training frame count remains fixed, the performance
of inputting all video tokens is not very robust. Particularly, when there is a
discrepancy between the training and testing frame, the performance noticeably
decreases. Meanwhile, when we randomly mask video tokens at a static 50%
rate, this issue persists, with effectiveness akin to training with a fixed 8-frame
setup. However, employing dynamic masking shows some improvement in overall
performance, and notably, the robustness to varying testing frame counts is
significantly enhanced. Furthermore, the inclusion of the MVM loss built upon
the masking further enhances performance, with greater improvements observed
as the sequence length increases.

Global-Local Input Module. The ablation results on the global-local input
module are presented in Table [5] where we compare the performance of global
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Table 6: The ablation study on the basic image models and the fine-tuning method-
ologies of LLM. We report the Avg on MV Bench.

Baseline Model LLM LLM Parameters | Meanpooling Baseline | ST-LLM Full Model
L = . LoRA 40.9 45.6
MiniGPT-4 [55] Vicuna-7B v0 Full Fine-tuning 464 50.5
. LoRA 45.2 51.9
InstructBLIP [14] | Vicuna-7B v1.1 Full Fine-tuning 478 549

Table 7: The analysis on the designs of in- Table 8: The analysis on the designs

putting S-T video tokens into LLM. of dynamic masking.
Method Avg on MVBench ~ Method Avg on MVBench
S-T Tokens in LLM (baseline) 54.9 w/o masking (baseline) 53.8
“+frame-frame separators 54.0 0U(0.3,0.7) 54.2
+video-text separators 54.8 N(0.5,0.2) 54.3
S-T position embeddings 52.2 p ~ N(O 5,0.1) 54.9

features extracted from more frames and local features from fewer frames, as
well as their combination. As shown, on MVBench, the performance of global
features is significantly inferior to the joint S-T features, so combining global
and local features did not lead to improvement. This may be attributed to the
fact that MVBench mainly consists of short videos lasting a few to a dozen
seconds, where a large number of frames might not be necessary. However, on
VideoChatGPT Bench, where videos are parsed at the minute level, the dis-
crepancy between global and local features has notably diminished, with their
amalgamation resulting in a discernible enhancement. This underscores the ef-
ficacy of the Global-Local Input module in processing extended video content.
Moreover, the direct incorporation of global and local features resulted in a
performance decline, presumably due to its interference with the representation
learning of the LLM.

Basic Image Models & LLMs. In Table[6] we conduct ablations on both the
basic image chatbots and the LLM fine-tuning strategy. As depicted in the table,
regardless of whether it’s LoRA [18] tuning or full fine-tuning, or different basic
image models, ST-LLM demonstrates notable enhancements compared to the
mean pooling baseline. This suggests that our approach can be adeptly applied
across diverse scenarios, such as employing more resource-efficient LoRA tuning
on larger models, or transferring to more potent image-dialogue models.

Designs of ST-LLM. In Table [7] and Table [8] we investigated several alter-
native design possibilities for ST-LLM. Primarily, we explored various separator
designs. It’s noteworthy that almost all cross-modal LLMs incorporate sepa-
rator designs, with some models even integrating separators between multiple
images or frames [2,|4]. However, we discovered that when employing LLMs
to model spatial-temporal sequences, these separators are superfluous. Subse-
quently, we address positional encodings. Numerous approaches integrate tem-
poral positional encodings before inputting video tokens into LLMs [32,/33}[53].
However, in our methodology, we observed that incorporating absolute positional
encodings to all visual tokens significantly impairs performance. Lastly, we con-
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am Summarize the given video clip.

‘f@ The video clip shows a cartoon character named Bugs Bunny who is being chased by a villain. The villain is trying fo catch Bugs Bunny, but
he is able to escape by using his superpowers.

The video shows a cartoon of two boys standing in front of lockers, followed by a cartoon of a bunny wearing a black and yellow costume.
The bunny is then seen riding a motorcycle with fire coming out of it.

& Can you tell me the finally decision of the woman judge in white shirt in this video?

f@ The woman in the white shirt made the final decision in the video.

‘ @ In the video, the woman judge in white shirt ultimately decides to turn her chair fowards the young boy who is playing the guitar. ‘

© > 4

& Can you describe the actions in the video?

T@ The actions in the video are mostly related to cooking.

® In the video, two girls are shown mixing ingredients in a bowl. They use a wooden spoon to mix the ingredients, and one of the girls sticks
her tongue out at the camera.

2 User @Vidmcmz @spu_m

Fig. 5: Qualitative results from real-world videos.

sider the design of dynamic masking. Our findings suggest that all distributions
of masking rates can yield some improvement, yet distributions with smaller
standard deviations exhibit superior performance.

4.4 Qualitative Results

In Fig.[f] we present a qualitative comparison. As illustrated, ST-LLM excels in
adhering to instructions and delivering precise responses. More importantly, ST-
LLM showcases superior sensitivity to temporal sequences and actions, thereby
validating the effectiveness of our modeling approach. For further quantitative
results and failure cases, please refer to the appendix.

5 Conclusion

In this paper, we present ST-LLM, a straightforward yet robust video large lan-
guage model. Our aim is to achieve effective video comprehension by leveraging
LLM to model video tokens, marking the inception of a joint spatial-temporal-
text modeling paradigm. Additionally, we introduce a dynamic masking strategy
and a global-local input module to enhance this framework. Remarkably, ST-
LLM excels in encoding and comprehending spatial-temporal sequences while
addressing concerns related to efficiency, stability, and modeling lengthy videos,
all with reduced training resource requirements. Through extensive experimental
analysis, we demonstrate the effectiveness of ST-LLM and its internal design,
resulting in state-of-the-art performance across multiple video LLM benchmarks.
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—Supplementary Material ——

This supplementary material contains additional details of the main paper,
and provides more experiment analysis.

1 Detailed Experiment Setup

Our basic image models comprise InstructBLIP [14] and MiniGPT4 [55], both
of which are initialized by BLIP-2 [23] and undergo additional image instruc-
tion tuning. BLIP-2 consists of a 39-layer EVA-CLIP [40] and a Q-former, com-
pressing the 256 CLIP tokens into 32 visual tokens. In particular, InstructBlip’s
QFormer simultaneously accepts text input. In this study, we exclusively input
the user’s instruction into QFormer. Additionally, to enhance the video encod-
ing capability, we experimented with inserting three layers of BT-Adapter [31]
alongside EVA-CLIP, while keeping the CLIP and Qformer frozen. The token
sequence inputted into LLM follows the order: start token - visual token - text
token - end token. No additional separators have been added. When employing
the global-local input module, we initially feed all global tokens into the visual
encoder, followed by sampling local frame-wise representations from the global
representations. Training 2 epochs on 8 A100 GPUs with deepspeed zero-2 set-
ting takes approximately 6 hours.

For different tasks, we employ distinct prompt designs. For MVBench, fol-
lowing Li et al. 25|, we have the question, system prompts ( "Human: Carefully
watch the video and pay attention to the cause and sequence of events, the de-
tail and movement of objects, and the action and pose of persons. Based on
your observations, select the best option that accurately addresses the question.
Question:") and answer prompt ("Only give the best option. Assistant: Best
option:(”). For GPT-based evaluation, we have reorganized the instructions as
question, system prompt (”"Carefully watch the video and pay attention to the
cause and sequence of events, the detail and movement of objects, and the action
and pose of persons. Based on your observations, give your answer that best ad-
dresses the question. Human:") and answer prompt ("Only give the best option.
Assistant: 7). The input text for LLM is formed as system prompt - question -
answer prompt. However, different from [25|, only the question is fed into the
former without including the system prompt. This approach aims to maximize
the extraction of visually associated tokens with the keywords.

2 Additional Ablations

Image-Video Joint Pretraining. Many video LLMs utilize both image and
video data during alignment pre-training or instruction tuning [20}[25}/27,[28],
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Table 1: The ablation study on the image-video joint pretraining. The video data is
the default dataset mentioned earlier, while the image data is from LLaVA-150k. We
report the average score on MVBench.

Baseline Model Pretrain Data Image-Only | Video-Only | Joint Image-Video

MiniGPT-4 |55] MiniGPT4-3k 39.4 50.5 51.9
LLaVA-150k and

InstructBLIP [14] 10 image-text datasets 42.1 54.9 53.1

Table 2: The ablation study on
the testing strategy. “Fixed” means
adopting the same fixed inference

wn
8]

wn
—

Avg on MVBench
3

=@=Mean Pooling ~ ==@=ST-LLM frames as training. We report the av-
49 erage score on MVBench.
48 Method Fixed|FPS1
47 — Mean Pooling 47.8 | 47.5
4 8 16 24 32 Train 8 Frames 52.8 | 52.5
Number of Training Frames +Masking & MVM Loss| 53.1 | 53.5
Fig. 1: The ablation study on the effect of the Train 16 Frames 54.3 | 53.9
number of training frames. +Masking & MVM Loss| 54.8 | 54.9

with some models even regarding this as a core contribution [20}/28]. Moreover,
image data has been demonstrated to be effective for video tasks in downstream
tasks [5/26]. Therefore, we examined the results of image-video joint training
on ST-LLM in Table[I} As shown, Image-video joint training leads to improve-
ments in MiniGPT4 but causes a decrease in performance for InstructBlip. This
discrepancy arises because InstructBlip has already been trained on rich image
data, and repeating the training may lead to catastrophic forgetting. Conversely,
MiniGPT4 has limited training data, making the incorporation of image data
effective. This suggests that image-video joint training can be effective for our
model. However, if a well-pretrained image base model is already utilized, in-
cluding image training may be unnecessary.

Scale Up Input Frames. In Fig. [ we explore the performance of ST-LLM
with varying numbers of input frames. To facilitate large-scale training, we
present the results of Lora for ST-LLM. As depicted, for mean pooling input, the
results show little sensitivity to increasing input frame counts. However, with
ST-LLM, a noticeable improvement is observed, particularly when the frame
count is low. This highlights ST-LLM’s capability to effectively scale up frame
counts. Nevertheless, when the frame count becomes very high, further scaling
does not yield additional improvements. This may be attributed to MVBench
primarily comprising short videos that do not necessitate numerous frames, or
it could indicate the current challenges LLMs face in modeling such extended
visual contexts solely through simple instruction tuning.
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Inference Strategy. In this paper, we employed a testing strategy with a frame
rate of 1 while constraining the upper and lower bounds of the frame count. This
approach, which captures different frame counts for videos of varying lengths, is
more realistic and challenging. As illustrated in Table [2] generally, training and
testing consistency is crucial, and fixed frame counts yield better results than
a frame rate of 1. However, with our comprehensive method, the results with a
frame rate of 1 are marginally superior to those with fixed frame counts.

3 MVBench Leaderboards

To provide a clearer comparison of different tasks on MVBench, we present the
leaderboards of various tasks in Table [3] Overall, ST-LLM achieves the highest
rank across 11 tasks. In tasks related to actions (a)(b)(c)(d)(j), ST-LLM gen-
erally performs well and outperforms VideoChat2 overall. In tasks related to
movement (i)(m)(p), ST-LLM’s performance is particularly outstanding, with
significant advantages in each task. The exceptional performance in both action
and movement tasks underscores ST-LLM’s superior temporal modeling capa-
bility. In tasks related to objects (f)(g)(h), ST-LLM also showcases significant
advantages, which could be attributed to the wealth of knowledge inherited from
image LLMs. However, ST-LLM exhibits a notable performance gap compared
to VideoChat2 on fine-grained tasks (d)(o). This discrepancy may arise from
the traditional video encoders being more effective than CLIP in low-level spa-
tiotemporal modeling. Additionally, both ST-LLM and VideoChat2 display poor
performance on certain tasks (1)(n), which could be attributed to catastrophic
forgetting induced during training.

4 Additional Qualitative Results

In Fig. 2] and Fig. [3] we present additional visualization results, encompassing
video content summaries, detailed video descriptions, inference of video con-
tent, and fine-grained descriptions of long videos. Across these aspects, ST-
LLM demonstrates exceptional performance. Notably, ST-LLM excels in ad-
hering strictly to user instructions while accurately describing video content
and capturing dynamic information. In particular, for detailed and step-by-step
video descriptions, VideoChat2 falls short, whereas ST-LLM outperforms it by
a considerable margin.

5 Limitations and Future Work

From the quantitative experiments conducted earlier, it is evident that ST-LLM
does not excel at fine-grained tasks. This suggests that without a robust foun-
dation in low-level spatiotemporal modeling, LLMs also struggle with particu-
larly fine-grained spatiotemporal modeling. Moreover, from Fig 3] it is apparent
that in the detailed description or step-by-step interpretation of long videos,
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Rank Model Acc Rank Model Acc Rank Model | Acc Rank Model | Acc
1 | ST-LLM 66.0 1 | ST-LLM 53.5 1 | ST-LLM 84.0 1 | VideoChatz  49.5
2 | VideoChat2 | 66.0 2 | VideoChat2 | 47.5 2 | VideoChat2  83.5 2 | ST-LLM 44.0
3 | Otter-I 34.5 3 | LLavA 39.5 3 |LLavA 63.0 3 | VideoChat 33.5
4 | VideoChat 335 4 | Otter-I 32.0 4 | VideoChatGPT | 62.0 4 | Otter-I 30.5
5 |LLavA 28.0 5 | BLIP2 29.0 5 | VideoChat 56.0 5 | LLaVA 30.5
6 VideoLLaMA 27.5 6 LLaMA-Adapter | 28.0 6 LLaMA-Adapter | 51.0 6 LLaMA-Adapter | 30.0
7 mPLUG-Owl-I 25.0 7 VideoChat 26.5 7 VideoLLaMA 51.0 7 VideoLLaMA 29.0
8 | BLIP2 24.5 8 | VideoChatGPT | 26.0 8 | InstructBLIP 46.0 8 | mPLUG-OwlMl | 27.0
9 | VideoChatGPT | 23.5 9 | VideoLLaMA 25.5 9 | mPLUG-Owl-1 | 44.5 9 | InstructBLIP 24.5
10 | LLaMA-Adapter | 23.0 10 | mPLUG-OwLI | 20.0 10 | Otter-I 39.5 10 | VideoChatGPT | 22.5
11 | InstructBLIP 20.0 11 | MiniGPT-4 18.0 11 | BLIP2 33.5 11 | MiniGPT-4 21.5
(a) Action Sequence (b) Action Prediction (C) Action Antonym (d) Fine-grained Action

Rank Model Acc Rank | Model Acc Rank Model | Acc Rank | Model Acc
1 | VideoChat2 | 60.0 1 ST-LLM 80.5 1 |ST-LLM 73.5 1 VideoChat2 425
2 | ST-LLM 58.5 2 VideoChat2 58.0 2 | VideoChat2  71.5 2 LLaVA 41.5
3 | InstructBLIP |46.0 3  VideoChatGPT |54.0 3 | Otter-I 44.0 3 VideoChatGPT | 40.0
4 | BLIP2 42.0 4 |LLaMA-Adapter | 53.5 4 | LLaVA 41.0 4 | ST-LLM 38.5
5 | VideoChat 40.5 5 |LLaVA 53.0 5 | VideoLLaMA 40.5 5 | VideoLLaMA 38.0
6 | LLaVA 39.0 6 | VideoChat 53.0 6 | VideoChat 40.5 6 | InstructBLIP 37.5
7 | VideoLLaMA 39.0 7 | BLIP2 515 7 | LLaMA-Adapter | 32.5 7 | mPLUG-OwLL | 340
8 | Otter-I 38.5 8 | InstructBLIP 51.0 8 | VideoChatGPT | 28.0 8 |LLaMA-Adapter | 33.5
9 | LLaMA-Adapter | 33.0 9 |Otter-I 185 9 |BLIP2 26.0 9 | BLIP2 31.0
10 | VideoChatGPT | 26.5 10 |VideoLLaMA [ 48.0 10 | InstructBLIP | 26.0 10° | VideoChat 300
11 | mPLUG-OwLI | 23.5 11 |mPLUG-OwLI | 36.0 11 | MiniGPT-4 25.5 11| Otter-1 205

(€) Unexpected Action (f) Object Existence (g) Object Interaction (h) Object Shuffle

Rank Model | Acc Rank Model Acc Rank Model | Acc Rank Model | Acc
1 |ST-LLM 425 1 | ST-LLM 31.0 1 | VideoChat2  88.5 1 |InstructBLIP 42.5
2 |LLaMA-Adapter 25.5 2 | VideoChat 27.0 2 |ST-LLM 86.5 2 | VideoChat2 39.0
3 |BLIP2 25.5 3 | BLIP2 26.0 3 | Otter-I 55.0 3 |ST-LLM 36.5
4 | VideoChat 25.5 4 | Otter-I 25.5 4 | VideoChat 48.5 4 | VideoChat 35.0
5 | VideoChat2 23.0 5 | mPLUG-Owl-I | 24.0 5 | InstructBLIP 46.5 5 | mPLUG-Owl-I | 34.5
6 | VideoChatGPT 23.0 6 | VideoChat2 23.0 6 | LLaVA 45.0 6 | LLaVA 34.0
7 |mPLUG-Owl-1 23.0 7 | InstructBLIP 23.0 7 | VideoLLaMA 43.0 7 | VideoLLaMA 34.0
8 |LLaVA 23.0 8 | VideoLLaMA 22.5 8 | mPLUG-Owl-1 | 345 8 | MiniGPT-4 32.5
9 | VideoLLaMA 22.5 9 | LLaMA-Adapter | 21.5 9 | BLIP2 32.5 9 | VideoChatGPT | 30.5
10| InstructBLIP 22.0 10 | LLaVA 205 10 | VideoChatGPT | 31.0 10 | LLaMA-Adapter | 29.0
11 [Otter-I 19.0 11 | VideoChatGPT | 20.0 11 | LLaMA-Adapter | 30.5 11 | BLIP2 25.5
(i) Moving Direction (j) Action Localization (k) Scene transition (1) Action Count

Rank Model Acc Rank Model Acc Rank Model \ Acc Rank Model ‘ Acc
1 |ST-LLM 56.5 1 | VideoChatGPT | 48.5 1 | VideoChat2  49.0 1 |ST-LLM 78.5
2 VideoChat2 42.0 2 |LLaVA 47.0 2 ST-LLM 44.5 2 | VideoChat2 58.5
3 | Otter-I 32.5 3 | VideoChat 46.0 3 | VideoLLaMA 32.5 3 | VideoChat 42.5
4 | BLIP2 30.0 4 \;§deo{La1y1A 45.5 4 | VideoChatGPT | 29.0 4 |LLaMA-Adapter | 41.5
5 | InstructBLIP 26.5 5 | VideoChat2 4.0 5 | Otter-I 28.0 5 | InstructBLIP 40.5
6 | VideoChatGPT | 25.5 6 | ST-LLM 43.0 6 | BLIP2 27.0 6 |BLIP2 10.0
7 | VideoLLaMA 22.5 7 | BLIP2 420 7 | VideoChat 26.5 7 |VideoChatG 20

; 8 | mPLUG-OwLT | 40.0 fyon ideoChatGPT | 39.5

8 LLaMA-Adapter | 22.5 9 LLaMAA o = 8 MiniGPT-4 26.0 8 LLaVA 385
9 | mPLUG-OwLI | 220 -LaMA-Adapter | 39.5 9 | InstructBLIP | 25.5 .

10 | Otter-I 39.0 9 VideoLLaMA 32.5

10 | LLaVA 20.5 I I, | 10 | LLaMA-Adapter | 25.0 10 | mPLUG.OWLL | 315

11| VideoChat 205 1| MiniG 310 11 |LLaVA 25.0 - sl

11 | Otter-T 28.5

(m) Moving Count (n) State Change (0) Fine-grained Pose (P) Moving Attribute

Rank Model Acc Rank ‘ Model ‘ Acc Rank Model Acc Rank Model Acc
1 |ST-LLM 46.5 1 VideoChat2  35.0 1 | ST-LLM 415 1 | VideoChat2 | 65.5
2 | VideoChat 41.0 2 ST-LLM 34.5 2 | VideoChat2 |40.5 2 | ST-LLM 58.5
3 | VideoLLaMA |40.0 3 Otter-I 32.0 3 | BLIP2 37.0 3 |LLaVA 42.0
4 | mPLUG-Owl-1 | 37.0 4 | VideoLLaMA 30.0 4 | InstructBLIP 30.5 4 | InstructBLIP 38.0
5 | VideoChat2 36.5 5 | VideoChatGPT | 29.5 5 | Otter-I 29.0 5 | mPLUG-OwlI | 37.0
6 | LLaVA 36.0 6 |LLaVA 27.0 6 | LLaMA-Adapter | 28.0 6 | VideoLLaMA 37.0
7 | VideoChatGPT | 33.0 7 | BLIP2 26.0 7 | LLavA 26.5 7 | Otter-I 36.5
8 | LLaMA-Adapter | 31.5 8 | mPLUG-OwlI | 25.5 8 | VideoChatGPT | 26.0 8 | VideoChat 36.0
9 | BLIP2 30.0 9 | InstructBLIP 25.5 9 | VideoChat 23.5 9 | VideoChatGPT | 35.5
10 | InstructBLIP 30.0 10 | VideoChat 23.5 10 | mPLUG-Owl-I | 21.0 10 | LLaMA-Adapter | 32.0
11 | MiniGPT-4 29.5 11 | LLaMA-Adapter | 22.5 11 | VideoLLaMA 21.0 11 | BLIP2 31.0
(4) Character Order (r) Egocentric Navigation  (S) Episodic Reasoning  (t) Counterfactual Infer-

ence

Table 3: Leaderboards of different tasks in MVBench.
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Summarize the given video clip.

Z@, The video clip shows a man standing on a cliff overlooking the ocean. He is wearing a black jacket and is holding a camera. The camera
% captures the view of the ocean and the man standing on the cliff.

mountain,

‘ Summarize the given video clip.

’ The video depicts a boat sailing on the ocean, a man hiking up a rocky mountain, and a view of a lake from the top of the ‘

?@ The video clip shows a dog running around and playing with a ball. The dog is seen running and jumping around, and it seems to be having a
lot of fun.

’ ® The video shows a small white puppy walking on a wooden floor and being petted by a person. ‘

Describe this video in detail.

& |pe

The video shows a girl playing with balls in a bathroom. She is seen throwing and catching the balls in the water. The bathroom has a
white background and the girl is wearing a pink shirt. The video also shows the girl's hands and the balls she is playing with.

In this video, we see a person's hands playing with colorful bubbles in water. The bubbles are of various colors, and the person seems to be
enjoying the sensation of the bubbles as they move through their fingers. As the video progresses, the person continues to play with the
bubbles, occasionally picking them up and letting them fall back into the water. The colors of the bubbles are vibrant and eye-catching,
adding to the overall appeal of the video. Overall, this is a simple yet captivating video that showcases the joy of playing with colorful
bubbles in water.

&

& List the sports occurred in this video.

@ The sports that were played in the video are basketball and soccer.

l ® The video features soccer, basketball, and football games. ‘

® A TR R LR

& Tell me why this video looks so funny?
>

@ The reason why this video is funny is because it is a performance of a Chinese dance.

® The reason why this video is so amusing is because of the man's impressive martial arts skills combined with his humorous facial
expressions and exaggerated movements.

2 User @"vmcocha(z ®S1LLLM

Fig. 2: More qualitative results from real-world videos.

although ST-LLM outperforms VideoChat2, it still falls short of being satisfac-
tory, and some hallucinations may still occur. This indicates that there is still
much progress to be made in comprehensive video understanding. Additionally,
for exceptionally long videos, such as those at the level of movies, ST-LLM
still lacks particularly effective strategies to maintain both performance and low
computational cost.
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Portray the video with a rich, descriptive narrative, capturing its atmosphere and events.

¢

To create a vivid and detailed video, it is important o capture the atmosphere and events in a rich and descriptive manner.

&

First, we see a little girl's feet in black shoes and white socks as she stands on a red and blue stage. Next, the camera zooms out to reveal
her wearing a gray skirt and a white shirt with a black bow tie. Then, she sits at a judge's table with three judges and a crowd of people.
The judges are wearing suits and ties, and there are red cups on the table. Finally, the little girl walks up to the judges' table and stands in
front of them. The judges ask her questions, and she responds confidently. She then sings and dances on the stage, captivating the
audience with her performance. The judges are impressed and give her positive feedback. Overall, the video showcases a talented young
girl's performance on America's Got Talent. Her singing and dancing skills are impressive, and she handles the judges' questions with poise
and confidence. It's clear that she has a bright future ahead of her in the entertainment industry.

freeNETaccmca. o

(reeNET. -
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& Tell me how the woman shown in this video equips a vacuum cleaner step-by-step.

The woman in the video demonstrates the process of equipping a vacuum cleaner step-by-step.

The woman in the video demonstrates how to equip the vacuum cleaner step-by-step. First, she attaches the crevasse tool to
the vacuum cleaner and uses it to clean tight spaces. Then, she attaches the motorized brush roll fo remove dirt and debris
from carpets and upholstery. Next, she attaches the dusting brush to clean furniture and other hard-to-reach areas. Finally,
she attaches the nozzle to clean stairs and other vertical surfaces. Throughout the video, fext instructions appear on the
screen to guide the viewer through the process.

Fig. 3:
videos.

In this paper, we have demonstrated the feasibility and high effectiveness
of inputting all video tokens into LLM and utilizing LLM for spatiotemporal
modeling. In future work, we will continue to delve deeper into this direction
from three perspectives. Firstly, we will explore better methods to leverage LLM
for spatiotemporal modeling, such as enhancing training objectives. Secondly,
we will focus on enhancing efficiency and improving adaptability for long videos,
such as compressing spatiotemporal sequences and selecting key tokens. Lastly,
we aim to scale up our model by attempting to use larger models, more data,

- User (8 VideoChao @sru_m

Qualitative results of detailed description or step-by-step interpretation for long

and more extensive pre-training.
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