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Abstract

Reinforcement learning (RL) faces the key challenge of balancing exploration (gath-1

ering information about the environment through trials) and exploitation (exploiting2

current knowledge to maximize rewards), especially in the open world. To boost3

exploration efficiency, parallel environment execution is a widely used technique4

that instantiates multiple environments and executes them in parallel. However,5

this is computationally challenging using CPUs limited by the total thread numbers.6

In this work, we present FPGA-Gym, an FPGA-CPU joint acceleration framework7

for accelerating RL environment parallel executions. By offloading environment8

steps to FPGA hardware, FPGA-Gym achieves a 4.36 to 972.6× speedup over9

the existing fastest software-based framework for parallel environment execution.10

Moreover, FPGA-Gym is a general RL acceleration framework compatible with11

existing RL algorithms and frameworks. Its modular and parameterized features12

allow users to conveniently customize new environments without extensive FPGA13

knowledge. We demonstrate multiple representative RL benchmarks (e.g. Cartpole,14

CliffWalking, Seaquest etc.) with Deep Q-Network and proximal policy optimiza-15

tion algorithms. Additionally, we provide a standard environment library similar to16

Gymnasium based on FPGA-Gym framework. The framework and the library are17

available at https://github.com/Selinaee/FPGA_Gym.18

1 Introduction19

Reinforcement learning (RL) is highly effective in addressing sequential decision-making problems. It20

empowers artificial agents to make decisions within an environment to maximize cumulative rewards21

over time. RL faces the key challenge of balancing exploration (gathering information about the22

environment through trials) and exploitation (exploiting current knowledge to maximize rewards) [1,23

2], especially in the open world. To boost exploration efficiency, parallel environment execution is a24

widely used technique that instantiates multiple environments and executes them in parallel, allowing25

multiple agents to interact with the environment simultaneously, thereby rapidly accumulating26

experience (Fig. 1(a)). However, updating a large number of environments in parallel places a27

substantial demand on computational resources [3–5]. Fig. 1(b) reveals that parallel environment step28

computation inflicts long latency, highlighting the significant computational demands required for29

environment evolution.30

The key challenge in parallel RL environment execution lies in rapidly updating numerous parallel31

environments [3, 4, 6, 7]. On conventional hardware platforms, multithreading is the major tackle32

for parallelism. Central processing units (CPUs) can only manage a certain level of parallelism33

with limited thread numbers. Graphics processing units (GPUs) [8] and tensor processing units34

(TPUs) are also under intense investigation to parallelize environment execution for RL. However,35

RL environment execution presents unique challenges in sequential Markov decision process (MDP)36
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Figure 1: (a) Rollout computation of RL; (b) Compute latency breakdown in different RL acceleration
frameworks; (c) Illustration of typical realizations of parallel RL environment execution.

computation [9–12]. The agent-environment interactions are modeled as Markov chains, characterized37

by iterative dynamic state transitions, such as environment resets and reward functions [13–15]. These38

elements are difficult to parallelize and scale efficiently on GPUs or TPUs (Fig. 1c).39

To address the challenge, this work proposes to use field-programmable gate arrays (FPGAs) as the40

hardware acceleration foundation [16–21]. FPGAs are programmable semiconductor chips consisting41

of reconfigurable digital logic circuit blocks and interconnects. To the best of our knowledge, this42

work presents the first holistic FPGA-CPU joint acceleration framework, termed as FPGA-Gym,43

for massively instantiating and parallelizing RL environment computation. It offloads the44

execution of environment steps onto FPGAs via a high-bandwidth peripheral component interconnect45

express (PCIe) interface to the CPU. This work aims to overcome the limitations of CPUs and GPUs46

in handling logically complex and data-intensive RL tasks.47

FPGA-Gym is fast and scalable. We propose pipeline and time division multiplexing techniques for48

acceleration [22]. Compared to EnvPool, the fastest CPU-based environment parallelism library49

at present, FPGA-Gym achieves a 4.36 to 972.6× speedup. In a grid-world task like CliffWalking,50

FPGA-Gym can instantiate more than 8,000 parallel environments in one FPGA chip.51

FPGA-Gym is easy to customize. We implement FPGA-Gym in parameterized and modular manners. It52

provides a plug-in usage for users without FPGA knowledge. Customizing new environments on top53

of FPGA-Gym is convenient, only requiring revising the computing module of a single environment54

inside our provided template. Other parameterized parallel operations and interactions between FPGA55

and CPU are already defined in the framework backbone code.56

FPGA-Gym is general and compatible with the existing algorithms and libraries. We release an57

open-source FPGA-Gym library, including various types of RL environments. Moreover, FPGA-Gym58

focuses on the environment execution and is compatible to the existing learning algorithms, e.g. deep59

Q-network (DQN) [23, 24] and proximal policy optimization (PPO) [25, 26], without modifying the60

learning framework source code.61

2 Related Works62

CPU-based RL frameworks: Gymnasium [27], VectorEnv and Sample Factory [28] offer63

multithreading or multiprocessing to run each environment in an independent thread or process.64

However, running programs with tens or hundreds of threads is troublesome in that the users have to65

take care of thread synchronization, context-switching overhead, and memory bandwidth limitations.66

EnvPool [22] leverages C++ backend for optimized parallel computing and memory management,67

achieving a 2.8× speedup compared to its Python counterpart. Nonetheless, it requires the developer68

to manually translate the Python-written environment into C++. As the number of instantiated69

environments increases, the parallelization becomes increasingly constrained by the fixed number of70

CPU threads, thereby limiting its scalability.71
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GPU-/TPU- based RL frameworks: GPUs/TPUs demonstrate significant performance boosts in72

computing large-scale linear algebra. Naturally, researchers would like to apply this advantage to RL73

acceleration. Researchers have adapted the source code of several pure-compute RL environments,74

e.g. MuJoCo, etc. [8, 29–42], to be compatible with GPU/TPU using CUDA or JAX toolkits for75

parallelism. Complex real-world or intricate logical tasks can be challenging to simulate using76

GPUs or TPUs due to their inefficiency in parallelizing sequential logic operators [43]. Moreover,77

the process of deploying environments to these hardware accelerators involves significant software78

engineering efforts, including the need to work with different programming models and low-level79

libraries. These challenges and limitations can make it difficult to fully leverage the computational80

power of GPUs and TPUs for such purposes.81

3 FPGA-Gym Framework82

3.1 User workflow83

FPGA-Gym accommodates the needs of two user groups:84

Standard environment users, who would like to accelerate the RL rollouts and training, can85

simply ➀ plug the FPGA board into a computer motherboard via PCIe interface→➁ configure86

the parallel environment number parameter (“env_num”)→➂ load the Verilog program onto the87

FPGA→➃ import the Python environments→➄ run the program. FPGA-Gym provides a set of reliable88

implementations of state-of-the-art RL algorithms. The FPGA_Gym library has included off-the-89

shelf RL environment examples. CPUs only handle data packing and transmission since the parallel90

environment computation runs entirely on the FPGA. This setup requires minimal dependencies, only91

using the “os” and “NumPy” [44] packages, making it highly compatible with various parallel RL92

algorithm libraries. Fig. 2(a) shows the typical source code to work with Stable-Baseline3 [45], a93

popular training framework for RL in Python, with the help of FPGA-Gym.94

Custom environment users, who would like to customize new environments, need to ➀ implement95

the new environment step function in Verilog HDL [46] with the provided template (detailed in96

Section 3.3 and the supplementary materials) → ➁ update the basic environment computation module97

in the template and modify the parameters in the template (see the supplementary materials for98

step-by-step guidance).99
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from stable_baselines3 import PPO
from CartPole import FPGAEnv
env = FPGAEnv(env_num)
model = PPO("MlpPolicy", \ 
 env, verbose, batch_size)
model.learn(total_timesteps)
env.fpga_close()
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Figure 2: (a) Typical source code to run FPGA-Gym; (b) Photo of the proposed FPGA-Gym hardware
system; (c) System architecture diagram of FPGA-Gym in a hierarchical manner. “Observations Reg”
stores the observations, rewards, and terminate signals in FPGA computing rollouts. “PE” is the
processing element synthesized in FPGA, which is a basic computing circuit module for a single
environment instance.

3.2 Implementing FPGA-Gym framework100

FPGA-Gym offloads the dominating environment step computation onto FPGA. The environment101

step in RL refers to the iterative process of obtaining the corresponding observation, reward, and102

termination based on the action generated by the agent. Each environment update is done in 7 steps103

in FPGA-Gym, as illustrated in Fig. 2(c): ➊Pack data: CPU packs environment initial states and104

agent actions into bytes. ➋Transfer actions: CPU transfers the packed data to FPGA block random105
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access memory (BRAM) via PCIe. ➌Cache actions: reading initial states, current states, actions,106

and terminations from BRAM into registers for parallel computation. ➍Environment step: when the107

last step execution ends, the compute units use the initial states and actions as inputs. Otherwise,108

they use the current states and actions as inputs. The compute units then output the next states,109

observations, rewards, and termination flags. Then the current states are replaced by the next states.110

➎Writeback observations: storing observations, rewards, and terminates into BRAM. ➏Transfer111

observations: transferring observations, rewards, and terminates from BRAM to CPU via PCIe.112

➐Unpack: CPU unpacks observations, rewards, and terminates bytes into Python object/data types.113

➊, ➋, ➏, and ➐ is realized on the CPU side in Python. It seamlessly integrates with reinforcement114

learning algorithms within Python code. ➌, ➍, ➎ runs independently on FPGA and is implemented115

with Verilog HDL [46]. To boost the computational throughput, we propose the following techniques116

to achieve highly pipelined and compressed computation.117

3.2.1 Pipeline design118

To achieve acceleration, we first model and profile the aforementioned workflow latency step by step.119

T2, T3, T4, T5 and T6 represent time costs of step ➋ to ➏ depicted in Fig. 2(c), respectively:120

T2 =
k1 × env_num

vt
T3 =

k1 × env_num
vb

Twithout_pipeline
4 = c× env_num Twith_pipeline

4 = c

T5 =
k2 × env_num

vb
T6 =

k2 × env_num
vt

(1)

where env_num is the number of environments to update, c (unit: second) is the time to compute121

one environment step, k1 (unit: GByte) is the data size of action per environment, k2 (unit: GByte) is122

the data size of observation, reward, and termination per environment, vb (unit: GByte/second) is the123

transfer speed between BRAM and register, vt (unit: GByte/second) is transfer (PCIe) bandwidth124

between CPU and FPGA. For steps ➊ and ➐, we adopted efficient data packing and unpacking125

strategies that consider both software and hardware aspects. Thanks to the robust functionality of126

NumPy, these processes execute very quickly and occupy only a small fraction of the total runtime.127

The measured and estimated time T2∼6 will be given in Section 4 and the supplementary materials.128

We instantiate multiple environment compute units on FPGA so that they can execute the step of129

multiple environments in a few clock cycles (often around 3∼10 ns/cycle) at the same time. Instead130

of realizing the aforementioned 7 steps sequentially, we implement a pipeline design specifically131

between step ➍ and step ➎ so that the computing (➍) and access to BRAM (➎) inside FPGA occur132

simultaneously to improve the computing throughput. Because the computation overlaps with the133

data transfer in time, c (the time required to compute a single environment) and (pe_num · k2/vb)134
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(the time required to transfer the computed data of a single environment to BRAM) should be equal135

to each other to avoid the case that one step waiting for the other to complete.136

3.2.2 Time-division multiplexing & self-termination reset137

Storing a large number of current states would consume FPGA on-chip registers as the parallelism is138

high. We carry out time-division reuse of this part of resources (Fig. 3(b)). Only when this part of139

data is used, will it write in current states register from BRAM. This technique leads to an efficient140

usage of FPGA on-chip computing and memory resources,i.e. the FPGA on-chip hardware resources141

do not grow dramatically as the number of environments (“env_num”) increases. Additionally, in142

a vectorized parallelism approach, managing individual environment resets upon the reception of143

a “done” signal can be challenging. To solve this difficulty, we employ the self-termination reset in144

the control flow. Each computation unit receives the action associated with a specific environment,145

accompanied by the current state and termination signal from the preceding step, as well as the initial146

state. If the termination signal is asserted, the environment automatically reverts to the initial state as147

the input for the subsequent step calculation. This method voids significant wait times or processing148

overhead.149

3.2.3 Local access & data compression150

The quantity of data transmitted has a direct impact on the values of the coefficients k1 and k2 in151

Equation 1. To optimize data transmission, we employ the following techniques in FPGA-Gym. Firstly,152

the state of the environment is preserved within the FPGA and updated automatically following each153

calculation, except the initial state, which is received only once at the beginning. In subsequent154

iterations, only the action sent from the CPU is accepted as an input. Secondly, for tasks where155

the reward value encompasses several types but varies significantly, our framework uses arithmetic156

coding to compress the reward values (illustrated in Fig. 3(c)). The reward values are replaced by157

a categorical code, followed by batch numerical processing upon returning to the CPU. Lastly, for158

tasks that allow for the concatenation of multiple values into a 32-bit number, we use bit-packing and159

unpacking techniques to compress data, thereby enhancing data utilization efficiency. Details can be160

found in the supplementary materials.161

3.3 Customizing new environments162

FPGA-Gym is a general RL acceleration framework that supports customized environments. We163

have capsulated the aforementioned workflow, pipeline, and compression into the backbone code164

of FPGA-Gym. We provide a template for the customized environment step function (an epitome is165

given in Fig. 3(d)). This source code template leaves all of the environment step functions empty and166

the user can directly use Verilog HDL language (very similar to Python when it comes to the flow167

control) to implement their environment or translate the environment Python code into Verilog HDL168

code. Once done, the next step is to set up the key parameters in the template and synthesize digital169

logic circuits on FPGA with the filled template.170

4 Experiments171

This section investigates the efficacy and compatibility of the FPGA-Gym framework for RL. In172

particular, we would like to quantitatively answer the following questions:➀ Q1: How effective173

is FPGA-Gym in accelerating different types of RL environments? ➁ Q2: How significant are the174

proposed design techniques (detailed in Section 3.2) on the parallel environment execution speedup?175

➂ Q3: How to work with FPGA-Gym together the existing RL training algorithms and frameworks?176

Benchmarks & Baselines: We select the typical environments CartPole, Pendulum, CliffWalking,177

and BlackJack in Gymnasium [27] as the representatives for benchmarking. These 4 environments178

cover discrete/continuous variable space, partially/globally observable simulation, and various cate-179

gories including classic control, grid world, and strategy games (Table 1). The acceleration framework180

baselines are EnvPool [22] and VectorEnv [27]. EnvPool is the latest and fastest (to the best of our181
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Table 1: Typical Environments For Benchmarking

Environment
Name

Environment
Type

Action
Space Type

Observation
Space Type

Rewards
Type Observability

CartPole physical control discrete continuous discrete full
Pendulum physical control continuous continuous continuous full

MountainCar physical control discrete continuous discrete full
CliffWalking gird world discrete discrete discrete full
FrozenLake gird world discrete discrete discrete full

Taxi gird world discrete discrete discrete full
BlackJack strategy game discrete discrete discrete partial
Seaquest atari game discrete discrete discrete full

knowledge) before this work to implement the above 4 environments. VectorEnv is a widely-used182

vectorized environment native to Gymnasium libraries using multithreading.183

Hardware Environment Setup: The hardware platform we use has an off-the-shelf Xilinx VC707184

development board with 8-lane PCIe2.0 interfacing to a workstation with an Intel Core i9-10900K185

CPU and 128GB DDR4 memory. For the rollout length, 105 iterations are used to average the speed186

measurement experiments. All the training experiments set fixed 5 random seeds for reproducibility.187

For training, we employ DQN and PPO algorithms. PPO is implemented by directly calling the RL188

training programming framework Stable-Baseline3 [45, 47].189

4.1 Experiments on acceleration190

(a) (b) (c) (d)

4.36 × 6.47 × 9.30 × 13.02 ×

Figure 4: Measured throughputs of parallel environment steps (rollouts).

To answer Q1, we measure the throughputs at different parallelism of Pendulum, CartPole, BlackJack,191

and CliffWalking environments compared with EnvPool and VectorEnv frameworks, shown in192

Fig. 4. The x-axis is the number of instantiated parallel environments to compute. The y-axis is193

the total number of steps updated per second, which represents the computational throughput of194

executing environments in parallel (higher is better). Compared to EnvPool, FPGA-Gym improves195

the throughput by 4.36× for Pendulum, 6.47× for CartPole when executing 4000 instantiated196

environments in parallel, and 9.30× for BlackJack, 13.02× for CliffWalking with 8000 parallel197

environments. When running 2048 parallel Seaquest environments, FPGA-Gym achieves a 972.6×198

speedup compared to EnvPool. This validates the significant improvement of our approach to199

accelerate parallel RL environment execution. As the number of parallel environments increases,200

EnvPool reaches its maximum throughput earlier than FPGA-Gym, indicating a better scalability of201

FPGA-Gym. This confirms the original motivation of our proposed solution. The EnvPool’s curves in202

Fig. 4 reach saturation because of the limited number of computing threads; FPGA-Gym’s curves get203

lower slopes due to the BRAM bandwidth and PCIe transmission bandwidth.204

4.2 Experiments on pipeline-driven efficiency and hardware resource utilization205

To answer Q2, we test the execution latency breakdown before and after implementing pipeline206

optimization as well as the hardware resource utilization improvements. Fig. 5 shows the measured207
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computing latency of each stage in the workflow and steps per second before and after pipeline208

optimization. Here we take the CartPole task [27] as an example.209

The x-axis is the number of parallel environments. The left y-axis is the execution time (stacked210

bar chart, lower values are better). The right y-axis is the steps per second (curves, higher is better).211

In each group of the stacked bars, the left (right) stacked bars are the execution time before (after)212

optimization. As the number of parallel environments increases, the computing module dominates213

the entire execution time. For the task with 1,120 instantiated CartPole environments in parallel, the214

pipeline technique saves up to 70% of compute time. Moreover, storing environment states locally215

saves CPU to FPGA’s transmission time by 66.0% and data packing time by 33.1%. With everything216

considered, FPGA-Gym achieves a 2.3× speedup than before optimization.217

It is convenient in FPGA-Gym to scale out the number of parallel environments. By tuning the218

“env_num” parameter, the FPGA-Gym framework can automatically complete the instantiation with219

more FPGA resources. Table 2 shows FPGA resource utilization at different parallel environment220

numbers. “pe_num” is the number of compute modules that compute the step of one environment.221

“c” is the time that a single RL environment computes. Look-up tables (LUTs), flip-flops (FFs)222

are the components to implement combinational logic, and registers to store intermediate results,223

respectively. The numbers in the last 3 rows are the FPGA implementation results for how many224

of the corresponding components are used. As shown, the LUTs and FFs of parallel BlackJack225

increase only 8.49% and 19.07% as env_num increases from 96 to 8000 (84×), thanks to the proposed226

time-division multiplexing technique. Computing circuits (LUTs) and registers (FFs) can be shared227

among the environment instances.228

Table 2: FPGA resource utilization

Environment Cliffwalking Cartpole Pendulum BlackJack
env_num 64 8000 480 4000 192 4032 96 8064
pe_num / c (ns) 2/20 20/800 24/960 16/160

power(W) 4.118 4.258 8.388 8.898 9.87 10.38 4.471 4.644
LUTs 27364 43481 175725 196896 228021 260307 46832 50811
FFs 26829 42821 254842 258832 267556 390253 41937 49938

4.3 Experiments on end-to-end agent training229

To answer Q3, we evaluate the effects of FPGA-Gym on the existing RL algorithms and frameworks.230

We deploy the PPO algorithm from Stable-Baselines3 in 64 parallel CartPole environments with231

three frameworks–VectorEnv, EnvPool, and FPGA-Gym. The results are shown in Fig 6 (a) and232

(b). In Fig. 6, the x-axis of (a), (c), and (e) is the time of the entire RL training process, including233
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training, inference, and environment steps, etc. The x-axis of (b) is the total steps executed in the RL234

training process. The x-axis of (d), and (f) is the number of episodes executed during RL training.235

The y-axis is the measured average rewards during training. Fig. 6(a)(b) indicates that the training236

performance of the three methods is similar for the same number of steps. However, FPGA-Gym237

consistently achieves this performance faster than EnvPool and VectorEnv. When the total steps238

reach 12,000,000, the training time of FPGA-Gym is reduced by 18% and 7% compared to VectorEnv239

and EnvPool, respectively. Fig. 6(c)(d) presents the training performance of the CartPole using240

the DQN algorithm with 64 parallel environments. When episode number reaches 300, the training241

time of FPGA-Gym is reduced by 61% and 12% compared to VectorEnv and EnvPool, respectively.242

Fig. 6(e)(f) illustrates the training performance of the Cliffwalking environment using the DQN243

algorithm with 160 parallel environments. FPGA-Gym, EnvPool and VectorEnv achieve similar244

average rewards at the same episodes. When the number of episodes reaches 300, the training time of245

FPGA-Gym is reduced by 44% and 15% versus VectorEnv and EnvPool, respectively. The above246

results validate the compatibility of FPGA-Gym with various RL algorithmic libraries and frameworks,247

as well as the acceleration of training.248

5 Limitation & Future Work249

The primary motivation behind FPGA-Gym is to create a comprehensive hardware-enabled RL accel-250

eration framework that maximizes the potential of heterogeneous computing platforms, including251

CPUs, GPUs, and FPGAs. In its current form, FPGA-Gym supports a basic combination of GPU252

for neural networks, CPU for flow control, and FPGA for rollout acceleration. Our plans include253

exploring efficient task distribution and delicate scheduling among CPUs, GPUs, and FPGAs to254

enhance performance in dynamic, unpredictable open-world scenarios. Furthermore, we aim to255

enhance the scalability of FPGA-Gym by integrating a network of multiple FPGAs in upcoming256

versions. In the future, we plan to improve the BRAM bandwidth for better speedup ratios using257

multiple PCIe controllers and faster PCIe interfaces. With these enhancements, FPGA-Gym is set to258

deliver increased speed and scalability.259

6 Conclusion260

This study presents FPGA-Gym, a novel acceleration framework that combines FPGA and CPU261

components to enhance the performance of RL environments’ parallel executions. By offloading262

environment steps to FPGA reconfigurable hardware, FPGA-Gym achieves a significant speedup of263

4.36 to 972.6× over the fastest existing software-based framework. We provide a modular design and264

parametric approach to simplify the deployment of environment updates for users without extensive265

FPGA expertise. A specialized FPGA-based parallel template is introduced for step operations in RL266

environments, similar to JAX’s functionality but focusing on individual environments as the smallest267

units of computation. This approach offers flexibility and customization. The FPGA-Gym framework268

is compatible with existing RL algorithms and frameworks, including DQN and PPO algorithms. A269

standard environment library, similar to Gym library, is provided based on the FPGA-Gym framework.270

The library is publicly available https://github.com/Selinaee/FPGA_Gym.271
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