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ABSTRACT

Continual Test-Time Adaptation (CTTA) addresses the challenge of adapting
models to sequentially changing domains during the testing phase. Since no
ground truth labels are provided, existing CTTA methods rely on pseudo-labels for
self-adaptation. However, CTTA is prone to error accumulation, where incorrect
pseudo-labels can negatively impact subsequent model updates. Critically, during
testing, a CTTA method cannot detect its mistakes, which may then propagate
through further adaptations. In this paper, we propose a simple uncertainty indi-
cator called TUI for the CTTA task based on Conformal Prediction (CP), which
generates a set of possible labels for each test sample, ensuring that the true la-
bel is included within this set with a given coverage probability. Specifically,
since domain shifts can undermine the coverage of predictions, making uncer-
tainty estimation less dependable, we propose compensating for coverage by dy-
namically measuring the domain difference between the target and source domains
in continuously changing environments. Moreover, after estimating uncertainty,
we separate reliable test pseudo-labels and use them to discriminatively enhance
the adaptation process. Empirical results demonstrate that our algorithm effec-
tively estimates the uncertainty for CTTA under a specified coverage probability
and improves adaptation performance across various existing CTTA methods.

1 INTRODUCTION

Recently, Continual Test-Time Adaptation (CTTA) (Wang et al.l |2022) has garnered significant at-
tention for its ability to enable trained models to handle various unknown test domain shifts through
self-adaptation. This innovative approach aims to enhance model robustness and adaptability dur-
ing the testing phase, addressing the dynamic nature of real-world data, such as autonomous driv-
ing (Sojka et al.l [2023) and medical imagining (Chen et al. |2024). However, a critical challenge
arises in many testing scenarios where the cost of incorrect predictions is prohibitively high. When
self-adaptation is based on unreliable predictions, it may lead to severe error accumulation, compro-
mising the model’s performance. Therefore, effectively measuring the uncertainty of model outputs
becomes crucial to mitigate losses and allow for human intervention or termination.

Some uncertainty estimation methods are based on Bayes rule, such as Bayes approximation (Mad-
dox et al.,2019) and Monte Carlo dropout (Gal & Ghahramani, [2016), requiring high computational
complexity or rely on model selection, thus difficult to be applied to testing time. Moreover, some
methods directly use the output logits to form uncertainties such as entropy (Shi et al.l[2024)), which
may suffer from confidence dilemma that unreliable logits give unreliable uncertainty estimations.
In contrast, Conformal Prediction (CP) (Vovk et al., 2005) offers a promising solution for measuring
uncertainty in predictions, which produces set-valued predictions that serves as a wrapper around
existing models. CP is with the following compelling advantages. First, CP is model-agnostic,
which means it does not require any assumptions about the model, making it applicable to any pre-
trained model without necessitating modifications. Second, CP yields controllable coverage, which
means CP allows the true label coverage probability to be pre-specified and ensuring that this prob-
ability is met. These advantages meet the scenario of CTTA that continuously measuring the output
uncertainties for a pre-trained model in testing time without confidence dilemma issue.

However, incorporating CP into unsupervised CTTA presents significant challenges. Traditional CP
requires the assumption of data exchangeability, which refers to the assumption that the order in
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Figure 1: In the task of CTTA, a test sample x may be drawn from a different distribution in a
long term testing phase. Traditional methods rely on the self-adaptation based on the prediction
and ignore the uncertainty may cause error accumulation. TUI provides a technique of uncertainty
measurement based on CP. For the test sample, if TUI outputs a prediction set with small size (> 0),
it is regarded as reliable and yielding a large loss weight in adaptation. Large prediction set means
unreliable prediction. The coverage means that the true label is included in The example image is
sampled from ImageNet (Deng et al.| 2009).

which the data points are observed does not matter. The assumption is violated under domain shift
conditions, thus leading to the coverage gap issue (Barber et al.| 2023)). The coverage gap means
that the uncertainty estimation is under the coverage much less than the given expectation. That is,
the uncertainty estimation is not trustworthy in this situation.

In this paper, we explore the feasibility of using CP in testing scenarios by addressing the coverage
gap challenge and propose a simple uncertainty measurement method named Test Uncertainty Indi-
cator (TUI). The goal of TUI is to output the uncertainty of testing for each test example with a given
trained model. The key motivation for TUI is to compensate the coverage gap when domain shifts
and output reliable uncertainty level. Specifically, following CP, TUI maintains a static source cal-
ibration set with labels in the pre-training phase. To evaluate the uncertainty for an example during
testing time, TUI measures the domain shifts by considering both model and data differences. Then,
a quantile for the test sample is calculated based on the calibration set, and the domain shift level is
used to compensate for the quantile to achieve better coverage. Last, a non-conformity threshold is
obtained by the compensated quantile and outputs the corresponding prediction set, where its size is
treated as the indication of uncertainty level. Moreover, based on the CP results, we design a simple
enhanced adaptation method on confident test samples, which can also be applied to existing CTTA
methods. We find applying more adaptations on samples with reliable predictions will get good test-
ing performance. As shown in Fig.|I] a traditional CTTA block consists of a point prediction and an
adaptation, the proposed TUI provides the testing uncertainty and helps the adaptation. We evaluate
on three benchmark datasets and find that the proposed TUI can better evaluate the test uncertainty
than other CP methods. By integrating the CP-based adaptation strategy, existing methods achieve
better reliability and robustness of model predictions in dynamic and uncertain test environments.

Our contributions are three-fold:

(1) We propose a simple uncertainty estimation method TUI for CTTA to measure the test un-
certainty for each test prediction. TUI is model-agnostic and relies only on a small size of
calibration set.

(2) We propose an adaptation method based on the TUI estimation, which enhances the reliable test
adaptation.

(3) We evaluate our method on benchmark datasets and help multiple existing CTTA methods mea-
sure their test uncertainty and achieve better performance via our adaptation strategy.

2 RELATED WORK

2.1 CONTINUAL TEST-TIME ADAPTATION

Test-Time Adaptation (TTA) enables the model to dynamically adjust to the characteristics of the test
data, i.e. target domain, in a source-free and online manner (Jain & Learned-Miller,2011;|Sun et al.,



Under review as a conference paper at ICLR 2025

2020; Wang et al., 2020). Recently, CTTA (Wang et al., |2022) has been introduced to tackle TTA
within a continuously changing target domain, involving long-term adaptation. This configuration
often grapples with the challenge of error accumulation (Tarvainen & Valpola, |2017; Wang et al.,
2022). Specifically, prolonged exposure to unsupervised loss from unlabeled test data during long-
term adaptation may result in significant error accumulation. Additionally, as the model is intent on
learning new knowledge, it is prone to forgetting source knowledge, which poses challenges when
accurately classifying test samples similar to the source distribution. To solve the two challenges, the
majority of the existing methods focus on improving the confidence of the source model during the
testing phase. These methods employ the mean-teacher architecture (Tarvainen & Valpolal, [2017)
to mitigate error accumulation, where the student learns to align with the teacher and the teacher
updates via moving average with the student. As to the challenge of forgetting source knowledge,
some methods adopt augmentation-averaged predictions (Wang et al., 2022; |Brahma & Rail, 2023}
Dobler et al.,|2023; | Yang et al.| 2023)) for the teacher model, strengthening the teacher’s confidence
to reduce the influence from highly out-of-distribution samples. Some methods, such as/Dobler et al.
(2023)) and |Chakrabarty et al.[(2023a), propose to adopt the contrastive loss to maintain the already
learnt semantic information. Some methods believe that the source model is more reliable, thus they
are designed to restore the source parameters (Wang et al., [2022; Brahma & Rai} 2023). Though
the above methods keep the model from confusion of vague pseudo labels, they may suffer from
overly confident predictions that are less calibrated. To mitigate this issue, it is helpful to estimate
the uncertainty in the neural network.

2.2 CONFORMAL PREDICTION

CP was first introduced in |Gammerman et al.| (1998)) as a method for quantifying uncertainty in
both classification and regression tasks. [Vovk et al.| (2005) provides a formalized introduction to
conformal prediction as well as application (and associated theoretical results) in multiple data set-
tings, e.g., online and batch procedures. Conformal prediction is a robust framework for quantifying
uncertainty in machine learning models, especially in high-stakes applications where reliability is
crucial. It provides a means to generate prediction sets that contain the true outcome with a spec-
ified probability, without relying on assumptions about the underlying data distribution. CP was
pioneered by Vladimir Vovk and colleagues in the 1990s, focusing on the concept of exchangeabil-
ity and the use of nonconformity scores (Vovk et al., [2005). The framework was further developed
to include various modifications and extensions (Angelopoulos & Bates| [2021)). The foundational
book by [Vovk et al.|(2005) provides a comprehensive introduction to the theory and applications of
conformal prediction, emphasizing its distribution-free nature. CP has been applied to a wide range
of problems, including medical diagnostics (Caruana et al.| | 2015), autonomous vehicles (Lekeufack
et al.;, 2023), and financial decision-making, where the quantification of uncertainty is critical for
safety and trust. Researchers have extended conformal prediction to handle more complex scenarios,
such as distribution shift (Tibshirani et al.| [2019), distribution drift (Barber et al.l 2023)), and time-
series data (Le1 & Wasserman) 2014). CP has been coupled with risk control techniques to provide
guarantees on various performance metrics, such as false discovery rate in multi-label classification
(Farinhas et al.,|2023). Recent work has explored the interplay between calibration techniques like
temperature scaling and conformal prediction methods, revealing the impact of calibration on the
performance of conformal predictors (Dabah & Tirer, [2024).

3 PRELIMINARY: CTTA AND CONFORMAL PREDICTION

Continual Test-Time Adaptation (CTTA). Given a classification model pre-trained on a source
domain, CTTA methods adapt the source model to the unlabeled target data, where the domain
continuously changes. Because the adaptation is conducted during test time, which means the model
needs to output the prediction immediately then update the model. The unsupervised dataset of target

domains are denoted as D* = {x’fn}TNnk:l where £k is the target domain index. For each test sample,
CTTA conducts two major operations including testing and adaptation. For testing, the model needs
to output the prediction of the model. For adaptation, the model needs to adapt to the testing sample
without ground-truth. Just because no label is given, a CTTA model is prone to error accumulation.
To avoid this, a uncertainty estimation should be given for each testing samples. In this paper, we
use conformal prediction to evaluate prediction uncertainties.
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Conformal Prediction (CP) and Coverage Gap Issue. We first introduce CP under a multi-class
classification task with total K classes. Let X’ be the input space and ) := {1,--- , K} be the label
space. We use 7 : X — R to denote the pre-trained neural network that is used to predict the label
of a test sample. The model prediction in this classification tasks is generally made as

y = arg ma ), 1
§ = argmaxn(y|x) (1)

where 7(y|x) can be seen as the confidence of that « being labeled to class y. To provide a uncer-
tainty guarantee for the model performance, CP (Vovk et al., 2005)) is designed to produce prediction
sets containing true labels with a desired probability. Instead of only predicting point labels (only
labels with max confidence will be selected) from the model outputs, standard conformal prediction
takes a black-box prediction model, a calibration data set, and a new test example x € X5t with
unknown label y € Y, creating a prediction set P(x) C Y5t and satisfies marginal coverage:

Plye P(x))>1—a, (2)
for a coverage level a € [0, 1] specified by the user. « is generally considered to represent a user
pre-specified error rate. For instance, if « is set to 0.1, the resulting prediction set is expected to
achieve a 90% coverage rate. In other words, there is a 90% probability that the true label will be
included within the prediction set.

However, the coverage in Eq. is guaranteed only when the testing domains are with the same
distribution with the training domain, say data exchangeability (Vovk et al., [2005; Barber et al.,
2023} Zaffran et al., [2022; Bhatnagar et al.l 2023} |Gibbs & Candes| 2022} [Farinhas et al., 2023}
Zou & Liu, 2024). When domain shifts, the exchangeability is not satisfied, thus the coverage
will significantly drop. As observed by [Yilmaz & Heckel| (2022) and Bhatnagar et al.| (2023), even
subtle shifts makes coverage drop from the desired 90% to 60% on Imagenet-Sketch dataset. This
phenomenon is called Coverage Gap (Barber et al., [2023)), which is defined as follows:
r=1-a)-P{ycP(x)}, 3)
where 1 — « is the expected coverage and P{y € P(x)} is the obtained coverage. To fill in the
coverage gap, NexCP (Barber et al., [2023) generalizes CP by employing weighted quantiles and
a randomization technique, enabling robust predictive inference even when data exchangeability
assumptions are violated. However, this method is designed for training phase and highly depends on
a pre-defined domain shift value, which is not allowed in testing time. Moreover, |Yilmaz & Heckel
(2022) propose a QTC method to recalibrate the quantile for coverage compensation. However,
QTC suffers from the unreliable domain gap measurement in continual domain shifts and ignore the
model differences. More details about existing non-exchangeable CP can be found in Section[4.3.1]

Motivated by this, in this paper, we seek to design a CP method for CTTA to act as an uncertainty
indicator during testing time, and solve the coverage gap issue. Moreover, we would present to
improve the adaptation in CTTA via the uncertainty measurement.

4 TEST UNCERTAINTY INDICATOR FOR CTTA

4.1 CONFORMAL PREDICTION WITH QUANTILE COMPENSATION

In this section, we propose a simple uncertainty indicator based on CP for CTTA task named Test
Uncertainty Indicator (TUI). TUI is based on CP, and the major challenge of TUI is the coverage
gap when domain shifts as mentioned in the above section. In the following, we introduce how to
build a simple uncertainty indicator for CTTA task step by step.

4.1.1 STEP 1: PREPARING CALIBRATION SET

First, following|Vovk et al.|(2005)), CP needs to build a calibration set to approximate the source dis-
tribution for efficient computation. We select a part of labeled source data as the calibration set in our
implementation. In real-world applications, the calibration set is easy to obtain, such as split from
the source training set or further collections, making sure the calibration set and the training data are
drawn from a same distribution. We will discuss the storage of calibration set construction in the end
of the section. Specifically, we denote the calibration set as C = {(z1,y1) - , (x|}, ¥jc|)} C Dval,
The calibration set should be built before test phase. Note that our method is only applied to CTTA
tasks with this prepared calibration set, where the calibration data can be regarded to a fixed clue of
training distribution.
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4.1.2 STEP 2: COMPUTING JOINT DOMAIN SHIFTS

Existing non-exchangeable CP methods fail to estimate the continual domain shifts in CTTA, such
as NexCP (Barber et al., [2023) and QTC (Yilmaz & Heckel, 2022)). These methods either assume
that the domain shift is known or ignore the issue of error accumulation in the model during CTTA.
In many existing domain difference measure methods, they directly compute distribution distance
based on the current model. For example, DSS (Chakrabarty et al., | 2023b) uses the cosine distance
between the prototypes of source domain and the current domain as the signal of domain shifts.
However, because the error accumulation, the current model could be not convincing enough. That
is, the prototypes may not represent the real data distributions. To this end, we propose to further
consider the model shift when measure the domain shifts.

In our method, to estimate the domain shifts during continuous test time, we consider both model
and data difference. For model difference, we use both the source model with parameter 8% and
the current model with parameter 8°". For data difference, we use both the calibration set C and the
current test data B. Specifically, we construct a joint probability distribution of calibration data and
test data from both source and current models. The joint probability distribution is computed by

p(z) = softmax (concat(mgse (z), Tget ())) . 4)
In this way, each sample can be represented by both the source and current models. Then, for the
joint distribution difference measurement we use

p= |CH | D D Dislp(a®)|lp(="™)), 5)

uhhec zeste B

where Djg is the Jensen-Shannon (JS) divergence, which is known as symmetric and stable. In the
context of CTTA, comparing the distribution differences of joint feature representations from the
source and current models, there are several advantages. First, joint feature representation captures
correlations between different features, providing a more holistic view of the data distribution and
how different models process it. Second, by combining multiple features, the joint distribution
can better reflect subtle differences between domains, enhancing the precision of JS divergence
measures. Last, comparing joint feature distributions allows for a more detailed assessment of how
much the current model has gained compared to the source model.

4.1.3 STEP 3: COMPENSATING QUANTILE THRESHOLD

When obtaining the domain shift score p, we can compensate the coverage of CP in CTTA. Specif-
ically, we use the threshold conformal predictor (THR, |Sadinle et al.[(2019)) to construct the pre-
diction sets by thresholding output. In general, the prediction set for the test sample x, denoted as
P(x;7), are defined as the set of indices where the non-conformity score are greater than or equal
to a threshold value 7. In traditional CP, the threshold value 7 is determined as the (1 — a)( |C||CJ|r1 )-
quantile of the calibrated non-conformity scores, as computed as follows:

Cl+1

— Quantile(C, (1 — a)) = inf { el S Latrieyery > | |C+ (1— a)} . (©
zeC

where the non-conformity scores s(-) represent the threshold required for each calibration example

to achieve coverage, and can be easily computed by one minus the softmax output of the true class:

s(m(z)) =1-13. (7
Finally, we compensate the threshold based on the computed domain shift estimation p in Eq. (3):
T=7"=B"p, ®)

where [ is a predefined factor. The compensation can be seen to include some more uncertain
classes to the prediction set to meet the coverage requirement.

4.1.4 STEP 4: COMPUTING THE PREDICTION SET.

For the test sample x, we can compute the corresponding prediction set by thresholding

Pa;7) = {yls(ylr(z)) < 7,vy € Y}, )
where ) is the label space. The size of the prediction set can be seen as the measurement of uncer-
tainty. Generally, a prediction set with large size is regarded as uncertainty. The TUI algorithm can
be seen in Algorithm [T}
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Algorithm 1 Test Uncertainty Indicator in CTTA

Input: Test data point x, Pre-trained model 7, calibration set C, test data stream X'
1: Point prediction via the pre-tained model: § = arg max,ecy 7(y|z)

Measure domain difference p using Eq. (3)

Compute non—conformity scores for calibration set using Eq.

Obtain the threshold 7* = Quantile(C 1—a)

Compensate threshold via7 =7 — - p

. Set prediction via threshold: P (z;7) = {y| (y|m(z)) < 7,Vy € Y}

Output Point prediction g, Set prediction P

SARANE SN

4.2 TUI-GUIDED ADAPTATION

Now we have the prediction set for each test sample, and the size of the prediction set represents
the uncertainty level of the prediction. In general, the set size is close to 1 but larger than O can
be regarded to reliable. However, traditional CP methods focus on detecting violations of the ex-
changeability assumption rather than adapting to such changes (Fedorova et al.| |2012; | Volkhonskiy
et al.,|2017;[Vovk et al.| [2020). In the context of CTTA, we prefer to further improve the adaptations
via the guidance from CP.

Motivated by this, we design a simple adaptation strategy for CTTA based on TUI, weighting the
adaptation of each test sample according to its uncertainty. A test sample with more reliable pre-
diction will be set to larger weight for adaptation. Taking the adaptation in Mean-Teacher-based
methods (Wang et al., 2011} [Brahma & Rail 2023} [Dobler et al.l 2023) as an example, these meth-
ods construct a mean-teacher structure based on the source pretrained model. The mean-teacher
structure contains a student model and a teacher model, where the student updates via learning log-
its from the teacher, and the teacher then updates via exponential moving averaging from the updated
student. In this case, the TUI—guided adaptation on the student model can be represented by:

L= | ZV x,P(B;7)] - 7(x) log w(x), (10)

zeB

where 7 and 7 are the teacher and student models, respectively. + [, P(B; 7)] is a function to assign
weight to each adaptation and is highly related to the prediction set size:

maxy s (P~ P@)] -
Va, PB; )] = { maxges(P@)) —1ts° IO an
0, if [P(x) =0,

where P(z) = P(x;7) for simplicity and § is a minimum value (like 1e — 9) to avoid zero denomi-
nator. Eq. (TT)) gives a simple relative weight for a mini-batch adaptation. Note that if the prediction
setsize is 1, i.e., |P(x)| = 1, we have v ~ 1 (if the max prediction set size is larger than 1, y = 1),
which is considered as the most reliable. Moreover, if |P(x)| = 0, that means the an empty predic-
tion set, we set the most unreliable prediction across the mini-batch. If the batch size is 1 for strict
online setting, one will obtained binary weights.

4.3 DISCUSSION
4.3.1 COMPARISON WITH EXISTING NON-EXCHANGEABLE CP METHODS

We compare our TUI with two recent non-exchangeable CP methods, including NexCP (Farinhas
et al., |2023) and QTC (Yilmaz & Heckell 2022). First, both NexCP and QTC are designed only
for uncertainty indication instead of adaptation improvement. NexCP is designed for training time,
where it specifies a constant to represent the domain difference from the source domain to the target
domain. Specifically, NexCP directly compensates the coverage by

Py e Px) >1—a—2) i, (12)

where ¢; is a predefined constant measure of how much the distribution has shifted from the test
sample to the ¢-th calibrated sample and w; is a corresponding weight. NexCP will satisfy marginal
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Table 1: Results of combining TUI with exiting CTTA methods on CIFAR10-to-CIFAR10C. All
results are evaluated with the largest corruption severity level 5 in an online fashion. For each SOTA
method, the first line means the vanilla implementation only with TUI for uncertainty estimation,
and the second line means the method uses uncertainty to guide the adaptation. The table details are
the same in Tables 2land

Method(TUI) a=0.3 a=0.2 a=0.1
+ CPAda ERR COV INE NLL BS ECE | ERR COV INE NLL BS ECE | ERR COV INE NLL BS ECE

Tent | 19.66 28.99 032 1.78 0.17 0.17 | 19.66 67.71 0.76 178 0.7 0.7 | 19.66 3929 043 178 0.17 0.17
+ CPAda 17.86 66.61 0.74 145 0.15 0.6 | 1826 76.67 093 149 0.16 0.19 | 17.60 84.44 121 141 0.15 0.17
CoTTA [ 17.17 5869 0.64 0.64 0.12 0.09 | 17.17 6688 083 0.64 0.2 009 | 17.17 80.66 123 0.64 0.12 0.09
+ CPAda 1695 6462 073 0.64 0.12 0.10 | 17.01 7283 090 066 0.12 0.12 | 165 8491 126 064 012 0.14
SATA | 16.84 3623 037 0.60 0.11 0.07 | 1684 4692 048 0.60 0.11 007 | 16.84 5496 057 0.60 0.11 0.07
+ CPAda 16.61 67.08 0.76 0.64 0.11 0.11 | 16.55 75.87 0.92 065 0.11 0.10 | 16.53 8478 128 0.65 0.11 0.12
RMT [ 1779 69.73 0.84 078 0.13 0.16 | 1779 7595 097 078 0.3 0.6 | 17.79 82.88 1.19 078 0.13 0.16
+ CPAda 1746 7087 085 0.77 0.3 0.2 | 1753 7659 098 0.78 0.13 0.4 | 17.76 82.81 1.18 0.8 0.13 0.13
C-CoTTA | 15.09 51.69 0.53 0.86 0.12 0.15 | 1509 59.12 061 086 0.2 0.5 | 1509 6848 073 086 0.12 0.15

+ CPAda 1498 69.06 0.75 090 0.12 0.16 | 1488 7376 0.81 090 0.12 0.16 | 1489 8399 123 092 0.12 0.17

coverage, and are exact when the magnitude of the distribution shift is known, which is infeasible in
test time. In contrast, TUI is designed for testing, and measure the distribution shifts adaptatively.

QTC proposes to replace the user-specified a to a new coverage level Sqrc calculated as
o1 1
BQTC = mln(ﬁ Z]I{s(ﬂ(r))<Quantilc(B,o¢)}7 1- @ Z H{s(ﬂ'(m))<Quantilc(C,1fa)})' (13)
xzeC reB

Based on the current model 7, QTC finds a threshold on the scores of the model on the unlabeled
samples and predicts the coverage level by utilizing how the distribution of the scores changes across
test distribution with respect to this threshold. However, QTC ignore the adaptation on continual
domain shifts may suffer serious error accumulation, making the current model unreliable. This
leads to the CP results being unreliable too. Instead, our TUI considers the error accumulation
and evaluates domain shifts based on a joint distribution difference. More details are shown in

Appendix [A]
4.3.2 DATA STORAGE FOR CALIBRATION IN TESTING TIME

In our method, we explore the feasibility of using CP in testing scenarios with the aid of additional
samples for calibration. That means the testing system needs to store extra data, yielding more
storage requirements. In fact, this is a common practice in continual learning. Many continual
learning (Rolnick et al.l |2019;|Van de Ven et al., |2020) methods store and retrain previous training
examples to avoid catastrophic forgetting of past tasks, named replay strategy. In comparison with
replay, the calibration set in TUI is not used for adaptation but calibration in testing time, and the
calibration set will not be updated in our method.

Moreover, in many real-world applications, it is feasible to pre-store data in training or utilize data
in adaptation. Practical approaches in real-world settings involve storing samples to improve testing
outcomes. Some methods even utilize additional unlabeled samples to enhance training (Goldman &
Zhou, [2000; Zhu & Goldberg, [2022). Some methods such as|{Tomani et al.|(2021) and [Rahimi et al.
(2020) leverage post-hoc calibration to achieve better performance under domain drift scenarios by
using validation or calibration sets. Thus, it is reasonable to leverage the calibration set in test time.

5 EXPERIMENT

5.1 EXPERIMENTAL SETTING

Dataset. In our experiments, we employ the CIFAR10C, CIFAR100C, and ImageNetC datasets as
benchmarks to assess the robustness of classification models. Each dataset comprises 15 distinct
types of corruption, each applied at five different levels of severity (from 1 to 5). These corruptions
are systematically applied to test images from the original CIFAR10 and CIFAR100 datasets, as well
as validation images from the original ImageNet dataset.

Pretrained Model. Following previous studies (Wang et al. [2020; [2022), we adopt pretrained
WideResNet-28 (Zagoruyko & Komodakis, 2016) model for CIFAR10to-CIFAR10C, pretrained
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Table 2: Results of combining TUI with exiting CTTA methods on CIFAR100-to-CIFAR100C.

Method(TUI) a=0.3 a=02 a=0.1
+ CPAda ERR COV INE NLL BS ECE | ERR COV INE NLL BS ECE | ERR COV INE NLL BS ECE
Tent 6213 4200 448 772 051 024 | 6213 7922 3181 7.72 051 024 | 6213 5066 530 7.72 051 024
+ CPAda 4958 69.02 1744 358 036 0.15 5266 7381 19.01 4.10 039 0.17 | 5621 89.40 3731 459 043 0.19
CoTTA 3223 5802 132 127 015 005 | 3223 70.62 260 127 0.5 005 |3223 7983 481 127 015 005
+ CPAda 3191 6894 194 132 0.6 008 31.87 7720 3.08 132 0.16 008 |32.05 8539 597 133 0.16 0.09
SATA 3173 2847 033 124 015 007 |31.73 6489 127 124 0.5 007 | 3173 3764 047 124 015 0.07
+ CPAda 30.70 6511 128 120 0.5 0.07 3048 7251 1.80 1.19 0.15 008 | 30.26 8220 3.17 118 0.15 0.08
RMT 3134 69.01 175 148 0.8 0.14 | 31.34 7695 280 148 0.8 0.4 | 3134 8400 520 148 0.8 0.14
+ CPAda 3120 6945 1.68 145 0.18 0.13 3134 7648 268 147 0.18 0.14 | 31.14 8422 517 147 0.8 0.13
C-CoTTA 3023 4991 075 141 017 0.4 | 3023 58.06 1.00 141 0.7 0.14 |3023 5778 099 141 017 0.14

+ CPAda 2988 6732 132 157 0.8 0.5 2952 7563 202 163 0.19 0.16 | 2925 8438 376 1.67 020 0.17

Table 3: Results of combining TUI with exiting CTTA methods on ImageNet-to-ImageNetC.

Method(TUI) a=0.3 a=02 a=0.1
+ CPAda ERR COV INE NLL BS ECE | ERR COV INE NLL BS ECE | ERR COV INE NLL BS ECE
Tent 6269 1732 032 326 0.7 013 | 6269 27.62 0.78 326 017 013 | 62.69 4239 242 326 017 013
+ CPAda 6250 69.26 4789 324 0.17 0.13 6253 7419 4325 324 0.17 0.13 | 62.60 8871 1645 325 0.17 0.13
CoTTA 6588 24.62 072 344 0.6 0.9 | 6588 4535 454 344 016 0.09 | 65.88 33.97 1.79 344 016 0.09
+ CPAda 6535 6299 2653 341 0.5 0.09 6511 7575 6848 339 0.15 0.08 | 6537 8389 11922 341 0.15 0.08
SATA 6295 9.89 0.14 324 0.6 008 | 6295 4370 19.04 324 0.6 0.08 | 6295 1591 0.28 324 0.16 0.08
+ CPAda 6245 6482 9532 320 0.16 0.07 62.03 7789 151.14 323 0.16 0.07 | 6226 8443 19465 324 0.16 0.07
RMT 6021 49.78 477 312 0.8 0.3 | 6021 5847 938 312 018 0.3 | 6021 66.76 1846 3.12 0.18 0.13
+ CPAda 59.81 65.60 1728 4.58 030 0.13 5990 7862 5464 308 0.17 0.13 | 59.92 8927 131.17 3.09 0.17 0.12
C-CoTTA 60.24 4249 277 329 022 021 | 6024 6597 1243 329 022 021 | 6024 5254 582 329 022 021

+ CPAda 59.75 6631 13.07 331 022 021 59.87 7701 3066 330 022 021 |59.69 8864 93.08 325 021 020

ResNeXt-29 (Xie et al., 2017) for CIFAR100-to-CIFAR100C, and standard pretrained ResNet-
50 (He et al,, |2016) for ImageNet-to-ImagenetC. Similar to CoTTA, we update all the trainable
parameters in all experiments. The augmentation number is set to 32 for all methods that use the
augmentation strategy. For fair comparison, we conduct all experiments in a same environment.

Evaluation Metric: We use three kinds of metrics including testing performance, CP performance
and uncertainty measure. We use Dto represent the testing data with labels. (1) For testing perfor-
mance, we use the error rate following existing CTTA methods (Wang et al., [2022) and the small,
the better. (2) For CP performance, we leverage coverage and inefficiency for joint evaluation:

COV:=E, ) epl (yeP(x)), INE:=E_ 5|C()]. (14)
The coverage should near to the user expectation and the inefficiency should be small but larger

than 0. (3) For uncertainty measure, we use Negative Log Likelihood (NLL), Brier Score (BS, |Brier,
(1950)) and Expected Calibration Error (ECE, Naeini et al.|(2015)):

10
Bi
NLL = —E, , 5 log(p(y|z)),BS =E(, , cp (p(z) — 1(y))* ,ECE = | || lace(B;) — conf(B;)],
=1

|D

15)
where 1(-) means onehot. In ECE, we split samples to 10 bins by probability, and acc(B3;) means
the bin accuracy and conf(B;) is the mean confidence of the bin.

5.2 MAIJOR RESULTS

TUI is a play-and-plug uncertainty indicator. To evaluate the effect of TUI, we select several
well-known and state-of-the-art methods for comparison. TENT (Wang et al., [2020) updates via
Shannon entropy for unlabeled test data. CoTTA (Wang et al., 2022) builds the MT structure and
uses randomly restoring parameters to the source model. SATA (Chakrabarty et al.| [2023a) mod-
ifies the batch-norm affine parameters using source anchoring-based self-distillation to ensure the
model incorporates knowledge of newly encountered domains while avoiding catastrophic forget-
ting. RMT (Dobler et all 2023)) combines symmetric cross-entropy with contrastive learning in
CTTA. C-CoTTA (Shi et al., [2024)) proposes to adjust the directions of domain shift therefore to
keep the discriminative ability. All compared methods adopt the same pre-trained model. For each
selected method, we use the proposed TUI for uncertainty measurement, and based on this, we com-
pare two results: one without adaptation and one using TUI guidance for domain adaptation. These
two results are represented as adjacent rows in the table, such as “CoTTA” and “CoTTA + CPAda”.

The results are shown in Tables [T} [2] and 3] for CIFAR10-to-CIFAR10C, CIFAR100-to-CIFAR100C
and ImageNet-to-ImageNet10C, respectively. We set the total calibration set sizes to 50, 100 and
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Table 4: Comparisons with other non-exchangeable CP methods on CIFAR100C.

w/o Adaptation w/ Adaptation

o  CP Method ERR COV INE NLL BS ECE | ERR COV INE NLL BS ECE

Baseline | 3282 3434 044 128 015 004 | - - - - - -
THR (Sadinle et al.|[2019) 32.82 3431 044 128 0.15 0.04 | 31.65 41.06 052 131 0.15 0.06
03 NexCP (Barber et al.|[2023) 32.82 3643 048 128 0.15 0.04 | 31.90 4067 052 132 0.15 0.06
"~ QTC (Yilmaz & Heckell[2022) | 32.82 58.09 1.11 1.28 0.15 0.04 | 3042 5890 091 130 0.15 0.08
TUI (Ours) 32.82 6941 201 128 0.15 0.04 | 2926 80.70 257 134 0.17 0.11
THR (Sadinle et al.|[2019) 32.82 4232 060 128 0.15 0.04 | 3146 4946 069 133 0.15 0.07
02 NexCP (Barber et al.|[2023) 32.82 4431 065 128 0.15 0.04 | 31.18 4890 068 131 0.15 0.06
"~ QTC (Yilmaz & Heckell[2022) | 32.82 6528 159 1.28 0.15 0.04 | 29.79 68.05 125 13 0.16 0.09
TUI (Ours) 3282 77.11 326 128 0.15 0.04 | 29.19 8557 395 134 0.18 0.12
THR (Sadinle et al.|[2019) 32.82 5472 098 128 0.15 0.04 | 3035 6052 1.00 132 0.15 0.08
0.1 NexCP (Barber et al.[[2023) 3282 5492 1.00 128 0.15 0.04 | 3049 5996 098 132 0.16 0.08
" QTC (Yilmaz & Heckel![2022) | 32.82 75.35 3.06 128 0.15 0.04 | 29.29 7442 1.64 132 0.17 0.10
TUI (Ours) 32.82 8741 780 128 0.15 0.04 | 29.15 8937 611 133 0.17 0.12

Table 5: Data storage analysis (ov = 0.2) and comparison with replay strategy.

Method Total Storage ERR COV INE NLL BS ECE
Baseline 32.85 3434 044 128 0.15 0.04
Soure Replay 100 32776 7.13  0.07 127 0.15 0.05
TUI+CPAda 29.77 7024 146 132 0.16 0.09
Soure Replay 200 3267 784 0.08 126 0.14 0.05
TUI+CPAda 29.65 74.10 1.80 133 0.16 0.10
Soure Replay 300 3221 2440 027 124 0.14 0.04
TUI+CPAda 29.65 7445 1.82 134 0.16 0.10

500 for CIFAR10C, CIFAR100C and ImageNetC, respectively. We use three expected coverage
factors @ = 0.1,0.2, 0.3, which represents that the user would like 90%, 80%, 70% coverage for
the prediction. As shown in the tables’ results among these methods, using TUI for uncertainty
estimation reveals two notable issues with the original methods. First, the results demonstrate good
coverage, but the inefficiency is relatively high, indicating that TUI estimates a high level of uncer-
tainty for these results. Second, while the results show excellent inefficiency, the coverage is low,
suggesting that the model is overly confident in its predictions, which significantly deviate from the
correct outcomes.

After employing the TUI-guided domain adaptation method (CPAda), we find that the original meth-
ods can achieve better inefficiency while maintaining effective coverage, meaning the predicted re-
sults are more reliable. Additionally, the error rate has also decreased. The use of three additional
metrics (NLL, BS and ECE) for estimating uncertainty further supports that our approach effectively
reduces uncertainty and enhances model performance.

5.3 ANALYSIS ON CONFORMAL PREDICTION
5.3.1 COMPARISONS WITH OTHER NON-EXCHANGEABLE CP METHODS

In Table El, we compare our TUI with other CP methods including THR (Sadinle et al., [2019),
NexCP (Barber et al.}2023)) and QTC (Yilmaz & Heckel,|2022). THR is an exchangeable CP method
and never considers domain shifts in CTTA, thus it obtains an obvious coverage gap. NexCP and
QTC are two non-exchangeable methods, with detailed comparisons available in Sec.[#.3.1] Firstly,
for NexCP, we use the same fixed value for domain shift estimation as in the original paper. Since
NexCP relies on a fixed value to estimate domain shift, this method is only slightly better than THR
and struggles to estimate domain differences in advance during testing. On the other hand, although
QTC estimates domain differences in real time, it neglects the unreliability of the current model
due to error accumulation over long testing periods. This method yields better results than both
THR and NexCP. Next, we compare domain adaptation methods using different CP techniques that
similar to the proposed method, and the results show that TUI achieves better accuracy and more
precise uncertainty estimates.
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Figure 2: Visualization of coverage and inefficiency changes on CIFAR100-to-CIFAR100C.

5.3.2 CP VISUALIZATION

In Fig. 2] we visualize the coverage and inefficiency of different CP methods. First, as shown
in Fig. there is a significant disparity in coverage among the different methods, indicating a
considerable difference among domains. Existing methods exhibit a substantial coverage gap, par-
ticularly THR and NexCP. QTC achieves good coverage during the first domain shift, but as error
accumulates, it still struggles to avoid the coverage gap. In comparison, TUI achieves coverage that
is similar to QTC in the initial domains, while in subsequent domains, it surpasses QTC in coverage.
Second, in Fig.2(b)] we present the trend of inefficiency changes. It is obvious that the comparative
methods exhibit good inefficiency despite insufficient coverage, failing to recognize the error accu-
mulation caused by domain shifts, resulting in an overconfidence phenomenon. This indicates that
existing methods is difficult to effectively measure uncertainty in ongoing domain change testing
scenarios. In contrast, TUI observes error accumulation, with the inefficiency showing an upward
trend as the domain changes, indicating that the uncertainty of predictions is continually increas-
ing. After using TUI as guidance for domain adaptation, it is evident that the inefficiency can be
effectively reduced, indicating that the overall uncertainty has been controlled.

5.3.3 DATA STORAGE ANALYSIS AND COMPARISON WITH REPLAY STRATEGY

As discussed in Sec. 3.2} CP-based methods need to maintain an extra calibration set for uncer-
tainty estimation. Although effectively measuring uncertainty is crucial in testing systems, using CP
requires a certain amount of memory storage. We analyze the impact of this storage on performance
in Table[5]and find that a larger storage capacity leads to better CP performance, as more calibration
data provides a more accurate representation of the original data distribution. Additionally, we com-
pare TUI with a classic storage method in continual learning, the source replay strategy, where we
use the same samples for replay when conducting adaptation. We find that TUI achieves better ac-
curacy while maintaining the same amount of stored data, which shows the significance of reducing
error accumulation in CTTA.

6 CONCLUSION

CTTA is prone to error accumulation, where incorrect pseudo-labels can negatively impact subse-
quent model updates. In this paper, we proposed a simple uncertainty indicator called TUI for the
CTTA task based on CP, which generates a set of possible labels for each instance, ensuring that the
true label is included within this set with a specified coverage probability. To reduce the coverage
gap when domain shifting, we proposed dynamically measuring the domain difference between the
target and source domains in continuously changing environments. Moreover, we separate relabeled
test pseudo-labels and use them to enhance the adaptation. Experimental results demonstrate that
our method effectively estimates the uncertainty for CTTA under a specified coverage probability
and improves adaptation performance for various existing CTTA methods. The proposed TUI has
the following limitations. First, TUI requires a prepared calibration set for conformal calculation,
which may not be satisfied in some situations. Second, TUI performs better than other CP methods
in long-term changing domains, but when the domain shifts have an extremely large number it may
also lose its effectiveness. In the future, we will further study to solve the two limitations.

10
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A COVERAGE PROOF IN CONFORMAL PREDICTION

In this section, we provide the coverage theorem of conformal prediction.

A.1 COVERAGE IN EXCHANGEABLE CONFORMAL PREDICTION (WITHOUT DOMAIN SHIFT)

Theorem 1 (Exchangeable Conformal Prediction (Vovk et al., 2005)) Assume the calibration
set C and a new data sample x are i.i.d. (or more generally, exchangeable), and the model
treats the input data points symmetrically. Given a specified coverage level o, the quantile can be
calculated by

* . . 1 Cl+1
7% = Quantile[C, (1 — «)] = inf {7’: @ ZH{S(ﬂ(w)KT} > | :C| (1- a)} . (16)
zeC
Then, the conformal prediction set is defined as
P(x) = {yls(x(z)) <77}, (17)
and satisfies
Py € P(x)) >1—a. (18)

Proof. The coverage proof of exchangeable CP is following |Barber et al.| (2023). First, we define
the strange data points in the calibration set as an index set:

S={ie[l,n+1]:s(n(z;)) > 7"} (19)

The strange points are with the largest |« (n + 1) ] non-conformity score. Because of the definition
of quantile, it is easy to find that

S| < afn +1). (20)

Then, for a test sample 1, if it was failed-coverage, say ¢n+1 ¢ P(z,+1), this means that
s(m(x;)) > 7*. Thus, we have the strange probability:

, S
P(Ynt1 & P(@ni1)) =p(n+1€S8) =Eicnnyyp(i €8) = n|7+|1 (21)
Because of the exchangeability assumation, we have
P(Un+1 & P(znt1)) < @ (22)
The coverage of exchangeable conformal prediction is obtained proof. (]

A.2 COVERAGE IN NON-EXCHANGEABLE CONFORMAL PREDICTION (WITH DOMAIN
SHIFTS)

In this subsection, we prove that why the proposed method can be used to compensate coverage gap
in CP when domain shifts. First, following Barber et al.[ (2023), we give the lower bound of the
coverage in non-exchangeable CP when the domain shifts is known.

Lemma 1 (Coverage gap upper bound) Assume that Vx € C and x5t
approach, the coverage gap can be bounded by the following inequality:

are independent. In a CP

k=(1—a)-PlyeP) <

Wi - dTV [(xzv yz)? (xtest7 ytest)] ) (23)
n+1 ;

where drv is a total variation distance. w; is a prespecified importance weight for the i-th calibra-
tion sample, and is set to 1 in general CP.

14
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Table 6: Classification error rate (%) for the standard CIFAR10-to-CIFAR10C CTTA task. All
results are evaluated with the largest corruption severity level 5 in an online fashion. C1: Gaussian,
C2: Shot, C3: Impulse C4: Defocus, C5: Glass, C6: Motion, C7: Zoom, C8: Snow, C9: Frost, C10:
Fog, C11: Brightness, C12: Contrast, C13: Elastic, C14: Pixelate, C15: Jpeg. CIFAR100C and
ImagenetC use the same setup.

a=0.3 Cl C2 C3 C4 C5 Co Cc7 C8 () Cl0 C11 Cl2 C13 Ci4 CiI5 Avg
Tent 2408 18.70 27.39 13.14 3020 16.85 13.88 18.82 18.78 18.77 13.10 13.76 23.54 1898 24.86 19.66
+CPAda 2384 18.61 26.85 1276 29.50 1544 1240 16.24 1528 1448 936 12.19 2131 1642 2181 17.96
CoTTA 23.62 20.66 2890 1193 27.07 1328 1195 1620 1528 1433 941 1291 1899 1497 18.03 17.17
+CPAda 23.60 20.64 2499 1202 2730 1329 12.09 16.23 15.15 1433 931 13.13 19.01 15.01 1821 16.95
SATA 2525 2086 29.18 11.65 2836 128 1028 1028 1436 1391 125 792 11.19 1454 2041 16.84
+CPAda 25.06 20.51 2833 11.51 28.15 1276 10.18 1430 1384 1234 780 11.04 1920 13.79 2036 16.61
RMT 2520 21.08 27.92 1269 2781 1493 13.14 1678 1647 1495 1126 1422 1826 1465 17.52 17.79

+CPAda 2494 2096 27.60 1249 27.05 14.69 1273 1647 16.16 1456 11.14 1340 18.14 1442 17.18 17.46
C-CoTTA 2339 1827 2415 11.89 2465 1239 10.00 1335 12.78 11.82 7.70 10.51 16.89 1208 16.55 15.09
+CPAda 23.12 18.02 23.67 11.65 25.16 1273 10.04 1337 1280 11.58 7.72 987 1679 1197 1624 14.98

a=02 Cl C2 C3 C4 Cs C6 C7 Cc8 9 Clo0 C11 Cl2 C13 Ci4 Cis5 Avg
Tent 24.08 18.70 2739 13.14 3020 1685 13.88 18.82 1878 18.77 13.10 13.76 23.54 1898 24.86 19.66
+CPAda 2440 19.03 2791 1321 2995 1547 1270 17.77 1652 1562 9.70 1248 2145 1648 2123 1826
CoTTA 23.62 20.66 2890 11.93 27.07 1328 1195 1620 1528 1433 941 1291 1899 1497 18.03 17.17
+CPAda 2352 2090 25.62 1232 2732 1328 1206 16.17 1557 1435 9.93 13.70 1875 14.13 17.57 17.01
SATA 2525 20.86 29.18 11.65 2836 12.8 10.28 1028 1436 1391 125 792 11.19 1454 2041 16.84
+CPAda 2500 2034 2824 1150 2820 12.60 10.11 1428 13.65 1228 7.69 10.82 19.30 14.00 20.30 16.55
RMT 2520 21.08 2792 12.69 27.81 1493 13.14 1678 1647 1495 1126 1422 1826 1465 17.52 17.79

+CPAda 25.09 21.00 27.66 1242 2736 1455 1293 16.60 1590 1462 11.18 13.90 1831 1442 17.06 17.53
C-CoTTA 2339 1827 24.15 11.89 2465 1239 10.00 1335 1278 11.82 7.70 10.51 16.89 12.08 16.55 15.09
+CPAda 2299 1797 2348 11.67 2448 1247 993 1334 1243 1162 7.77 10.19 1652 12.11 16.18 14.88

a=0.1 Cl1 C2 C3 C4 C5 C6 Cc7 Cc8 c9 Cl10 Cl11 Cl2 C13 Cl14 Ci15 Avg
Tent 2408 18.70 27.39 13.14 3020 16.85 13.88 18.82 18.78 18.77 13.10 13.76 23.54 1898 24.86 19.66
+CPAda 2442 1882 2758 1285 29.56 14.04 1138 1596 1570 1453 899 11.77 20.70 15.69 22.00 17.60
CoTTA 23.62 20.66 2890 1193 27.07 1328 1195 1620 1528 1433 941 1291 1899 1497 18.03 17.17
+CPAda 2333 2047 25.19 1196 26.72 13.05 11.62 1580 1485 1392 973 1252 1811 13.73 1695 16.53
SATA 2525 2086 29.18 11.65 2836 128 1028 1028 1436 1391 125 792 11.19 1454 2041 16.84
+CPAda 2497 2033 2845 1146 28.16 1264 10.00 1441 1365 1216 7.66 10.68 1924 14.06 20.11 16.53
RMT 2520 21.08 27.92 1269 2781 1493 13.14 1678 1647 1495 1126 1422 1826 1465 17.52 17.79

+CPAda 2484 2123 27.84 1280 27.70 14.88 13.05 16.75 16.04 1531 1147 1436 1841 1475 1695 17.76
C-CoTTA 2339 1827 2415 11.89 2465 1239 10.00 1335 12.78 11.82 7.70 10.51 16.89 1208 16.55 15.09
+CPAda 23.12 18.02 23.67 11.65 25.16 1273 10.04 1337 1280 11.58 7.72 987 1679 1197 1624 14.98

Proof. Let X = C U {(a**t, y**s")}. Because Vx € C and 2" are independent, we have
k= (1-a)-P{yeP)}

n+1
1
7" d Xa s i
*n—l—l;w v (X, (71, 9:))
1 S test | test test , test)]2 (24)
ST (2drv [0, p), (@5 )] = drv [(@s,m0), (@, 5)]?)
9 n
i d iy Vi test , test
n_’_l;w TV[(xvy)?(x Y )]a

where the second inequality can be obtained by the maximal coupling theorem (Den Hollander,
2012). That is, for two independent random variables x and y, if we have another two independent
random variables & and § and (&, ¢)is a maximal coupling for (z,y), then we have drv(z,y) =

p(Z # 7).

Theorem 2 (Exchangeable Conformal Prediction with Known Shifts (Barber et al.,[2023))
Assume the calibration set C is i.i.d., but a new data sample x is drawn from a different distribution.
Given a specified coverage level o, the quantile can be calculated by

1 1
T = Quantile[C, (1 - a)] =inf ¢ 7: ﬁ Z]I{S(ﬂ‘(l’))<7'} > |C:CJ’|_(1 - a) . (25)
zeC
Then, the conformal prediction set is defined as
P(z) ={yls(r(x)) <77}, (26)
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Table 7: Classification error rate (%) for the standard CIFAR100-to-CIFAR100C CTTA task. All
results are evaluated with the largest corruption severity level 5 in an online fashion. C1: Gaussian,
C2: Shot, C3: Impulse C4: Defocus, C5: Glass, C6: Motion, C7: Zoom, C8: Snow, C9: Frost, C10:
Fog, C11: Brightness, C12: Contrast, C13: Elastic, C14: Pixelate, C15: Jpeg.

a=03 Cl1 Cc2 C3 C4 C5 C6 C7 C8 9 Clo C11 Cl2 C13 Ci4 Cis5 Avg
Tent 373 3569 4197 3833 50.64 46.6 4758 57.84 6372 7159 7417 863 91.69 9329 9525 62.13
+CPAda 3649 33.02 362 2889 39.85 3343 3219 39.59 4295 5402 5721 7027 7721 7771 84.68 49.58
CoTTA 40.13  37.08 3926 2687 36.77 28.08 2636 3238 3199 39.84 2553 2697 31.71 27.92 3252 3223
+CPAda 39.64 3696 38.77 2685 36.08 2823 2645 3229 3139 385 2561 2749 3089 27.74 31.79 3191
SATA 38.27 3576 3823 27.12 37.13 28.68 25.86 31.01 31.03 35.13 2411 2653 32.09 2894 36.09 31.73
+CPAda 36.72 3442 3624 2628 36.04 28.14 2539 29.67 30.00 3336 23.54 2575 31.62 28.16 3523 30.70
RMT 39.52 3649 3733 2670 35.10 2886 26.88 2999 30.16 33.00 26.87 2896 29.76 2840 32.15 31.34

+CPAda 39.58 36.74 3742 2694 3484 2856 2686 30.20 29.94 3271 26.89 2870 29.50 2838 30.76 3120
C-CoTTA  38.11 3521 3630 27.50 3506 2845 2583 29.07 29.06 3134 2435 2652 2846 2637 31.83 30.23
+CPAda 37.54 3411 35.18 2794 3411 2871 2636 2861 2845 30.71 2520 2640 28.03 2628 30.57 29.88

a=0.2 Cl C2 C3 C4 C5 C6 Cc7 Cc8 9 Cl0 C11 Cl2 C13 Cl4 CI5 Avg
Tent 37.30 35.69 41.97 3833 50.64 46.60 47.58 57.84 63.72 7159 7417 8630 91.69 9329 9525 62.13
+CPAda 36.52 3293 3621 2875 4059 3475 3426 4332 4943 6165 6326 73.68 81.65 83.28 89.63 52.66
CoTTA 40.13  37.08 3926 26.87 36.77 28.08 2636 3238 3199 39.84 2553 2697 31.71 27.92 3252 3223
+CPAda 39.84 3699 3841 2685 3639 2821 2649 3198 31.64 3856 2595 27.50 31.69 2815 32.05 32.05
SATA 3827 3576 3823 27.12 37.13 28.68 2586 31.01 31.03 35.13 2411 2653 3209 2894 36.09 31.73
+CPAda 36.61 3371 35.66 26.1 3626 28.05 25.16 29.28 29.99 3354 2342 2567 31.13 27.87 3476 3048
RMT 39.52 36.49 3733 2670 35.10 28.86 26.88 29.99 30.16 33.00 2687 2896 29.76 2840 32.15 31.34

+CPAda 39.74 3649 3733 2675 3518 28.83 2724 3031 29.97 3294 27.12 28.80 29.79 2846 31.13 31.34
C-CoTTA 38.11 3521 3630 27.50 35.06 2845 2583 29.07 29.06 3134 2435 2652 2846 2637 31.83 30.23
+CPAda 3737 3378 3534 28.12 3320 2840 2628 2790 27.94 30.08 2498 2639 2735 2585 29.85 29.52

a=0.1 Cl1 Cc2 C3 C4 Cs C6 C7 Cc8 9 Clo0 C11 Cl2 C13 Ci4 Cis Avg
Tent 37.30 35.69 4197 3833 50.64 46.6 47.58 57.84 6372 71.59 74.17 8630 91.69 9329 9525 62.13
+CPAda 3625 3347 3839 3249 4642 42.88 4522 56.06 60.56 67.70 64.85 7249 79.75 80.65 86.02 56.21
CoTTA 40.13  37.08 3926 2687 36.77 28.08 2636 3238 3199 39.84 2553 2697 31.71 27.92 3252 3223
+CPAda 3984 3699 3841 2685 3639 2821 2649 3198 31.64 3856 2595 27.50 31.69 2815 32.05 3205
SATA 38.27 3576 3823 27.12 37.13 28.68 25.86 31.01 31.03 35.13 2411 2653 32.09 2894 36.09 31.73
+CPAda 36.01 3344 3535 2608 3581 27.84 2495 2957 29.63 3381 2338 2523 3099 2748 3432 30.26
RMT 39.52 3649 3733 26.70 35.10 2886 26.88 29.99 30.16 33.00 26.87 2896 29.76 2840 32.15 31.34

+CPAda 39.74 36.41 37.14 2725 3511 2855 27.01 30.03 29.62 3257 2654 2871 2946 28.14 30.83 31.14
C-CoTTA  38.11 3521 3630 27.50 3506 2845 2583 29.07 29.06 3134 2435 2652 2846 2637 31.83 30.23
+CPAda 36.88 33.57 34.60 27.04 3298 27.62 2523 2772 27.85 3045 2415 2596 2756 2572 3140 2925

and satisfies a coverage lower bound:

2 n
Ply € Pa)) > 1—a— = w;- drv [(ws,50), (', y"")] @7

=1

Proof. This theorem can be easily obtained from Lemmal|[I]

A.3 COVERAGE OF TUI WITH DOMAIN SHIFTS

However, Theorem [2] is only appropriate for known domain difference. When the domain differ-
ences are unknown in test time, it is difficult to obtain a certain coverage lower bound. This explains
why NexCP performs poorly in the CTTA task. QTC has designed a dynamic method for estimating
domain differences, making it more suitable for testing compared to NexCP. However, the CTTA
task requires multiple domain changes, which significantly impacts the model’s ability to estimate
domain differences due to error accumulation. Specifically, we compute the joint distribution differ-
ence of current data and calibration data between both the source and current model.

In TUI, we dynamic evaluate the domain difference between the source data and the current test data.
To mitigate the effect of error accumulation, we consider both model and data difference. We use
the Jensen-Shannon (JS) divergence as the metric. Joint feature representation captures correlations
between different features, providing a more holistic view of the data distribution and how different
models process it. The joint distribution can better reflect subtle differences between domains,
enhancing the precision of JS divergence measures. Moreover, comparing joint feature distributions
allows for a more detailed assessment of how much the current model has gained compared to the
source model.
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Table 8: Classification error rate (%) for the standard ImageNet-to-ImageNetC CTTA task. All
results are evaluated with the largest corruption severity level 5 in an online fashion. C1: Gaussian,
C2: Shot, C3: Impulse C4: Defocus, C5: Glass, C6: Motion, C7: Zoom, C8: Snow, C9: Frost, C10:
Fog, C11: Brightness, C12: Contrast, C13: Elastic, C14: Pixelate, C15: Jpeg.

a=0.3

Cl1

Cc2

C3

C4

C5

C6

C7

C8

9

C10

Cl11

C12

C13

Cl4

Cl15

Avg

Tent

+ CPAda
CoTTA

+ CPAda
SATA

+ CPAda
RMT

+ CPAda
C-CoTTA

+ CPAda

81.32
81.26
85.12
84.88
80.72
79.40
80.06
81.18
76.70
76.88

74.76
74.66
82.62
82.26
79.20
78.46
76.42
76.62
74.24
73.04

72.96
72.62
81.52
81.06
77.90
71.76
73.18
74.22
71.90
69.92

77.20
77.20
83.32
82.80
79.14
79.06
75.80
76.14
76.44
75.20

74.14
73.90
81.30
80.16
78.14
71.74
73.06
73.62
73.86
72.50

66.24
65.98
72.00
71.00
67.28
65.98
64.94
63.82
66.22
65.58

55.70
55.68
63.76
61.54
56.02
56.10
57.22
56.08
57.70
57.36

61.66
61.54
63.76
63.50
58.02
58.42
56.20
56.60
55.92
55.28

63.08
63.02
64.28
63.38
64.34
63.82
58.74
57.90
60.96
59.76

51.44
51.22
52.50
52.24
47.18
46.38
48.76
48.56
49.36
49.72

38.16
38.28
41.54
41.44
34.38
34.28
40.50
38.92
39.42
40.76

71.82
70.96
70.86
69.46
73.00
72.00
59.32
58.62
63.24
62.58

51.06
50.78
51.16
51.10
51.36
50.96
47.20
47.24
49.46
49.18

47.56
47.62
45.20
45.82
45.74
44.92
43.70
43.48
43.04
44.04

53.22
52.80
49.30
49.62
51.84
51.42
48.12
45.52
45.08
44.42

62.69
62.50
65.88
65.35
62.95
62.45
60.21
59.90
60.24
59.75

a=02

Cl1

C2

C3

c4

C5

C6

Cc7

Cc8

c9

C10

Cl11

C12

C13

Cl4

C15

Avg

Tent

+ CPAda
CoTTA

+ CPAda
SATA

+ CPAda
RMT

+ CPAda
C-CoTTA

+ CPAda

81.32
81.14
85.12
84.40
80.72
81.00
80.06
80.14
76.70
76.08

74.76
74.54
82.62
82.38
79.20
79.28
76.42
75.98
74.24
73.24

72.96
72.64
81.52
80.90
77.90
77.86
73.18
73.52
71.90
70.32

77.20
77.02
83.32
82.50
79.14
79.38
75.80
75.64
76.44
75.46

74.14
73.88
81.30
82.50
78.14
78.22
73.06
73.20
73.86
73.70

66.24
65.96
72.00
70.56
67.28
66.80
64.94
63.94
66.22
66.26

55.70
55.88
63.76
61.42
56.02
56.52
57.22
56.98
57.70
58.32

61.66
61.70
63.76
63.70
58.02
58.52
56.20
56.70
55.92
55.84

63.08
63.08
64.28
64.18
64.34
63.88
58.74
58.54
60.96
59.84

51.44
51.36
52.50
51.68
47.18
47.18
48.76
48.80
49.36
49.64

38.16
38.30
41.54
40.40
34.38
34.52
40.50
40.14
39.42
40.32

71.82
71.24
70.86
67.40
73.00
73.10
59.32
58.46
63.24
63.18

51.06
50.86
51.16
52.04
51.36
51.68
47.20
47.04
49.46
49.76

47.56
47.54
45.20
45.56
45.74
45.14
43.70
43.72
43.04
44.58

53.22
52.76
49.30
48.92
51.84
52.38
48.12
45.76
45.08
41.44

62.69
62.53
65.88
65.24
62.95
63.03
60.21
59.90
60.24
59.87

a=0.1

Cl1

Cc2

C3

C4

Cs

C6

C7

Cc8

9

C10

Cl11

C12

C13

Cl4

Cl15

Avg

Tent

+ CPAda
CoTTA

+ CPAda
SATA

+ CPAda
RMT

+ CPAda
C-CoTTA

+ CPAda

81.32
81.22
85.12
85.00
80.72
81.60
80.06
81.60
76.70
76.00

74.76
74.76
82.62
82.52
79.20
78.82
76.42
77.44
74.24
73.54

72.96
72.94
81.52
81.30
77.90
76.48
73.18
74.28
71.90
69.72

77.20
77.12
83.32
82.54
79.14
78.04
75.80
76.30
76.44
76.06

74.14
74.02
81.30
80.58
78.14
76.36
73.06
73.14
73.86
73.36

66.24
66.20
72.00
71.26
67.28
65.72
64.94
63.48
66.22
65.44

55.70
55.70
63.76
61.82
56.02
56.22
57.22
55.56
57.70
57.10

61.66
61.66
63.76
63.16
58.02
57.64
56.20
56.18
55.92
55.00

63.08
63.00
64.28
63.80
64.34
62.54
58.74
58.04
60.96
59.66

51.44
51.42
52.50
52.32
47.18
46.60
48.76
48.82
49.36
50.16

38.16
38.20
41.54
41.34
34.38
35.18
40.50
39.08
39.42
39.96

71.82
71.40
70.86
69.18
73.00
70.94
59.32
58.68
63.24
62.62

51.06
50.94
51.16
51.12
51.36
51.28
47.20
47.06
49.46
48.88

47.56
47.50
45.20
45.58
45.74
45.00
43.70
43.78
43.04
43.70

53.22
52.92
49.30
49.10
51.84
51.48
48.12
45.34
45.08
44.12

62.69
62.60
65.88
65.37
62.95
62.26
60.21
59.92
60.24
59.69

B DETAILED RESULTS

In our experiments, we employ the CIFAR10C, CIFAR100C, and ImageNetC datasets as bench-
marks to assess the robustness of classification models. Each dataset comprises 15 distinct types
of corruption, each applied at five different levels of severity (from 1 to 5). These corruptions are
systematically applied to test images from the original CIFAR10 and CIFAR100 datasets, as well
as validation images from the original ImageNet dataset. The 15 types of corruption are Gaussian,
Shot, Impulse, Defocus, Glass, Motion, Zoom, Snow, Frost, Fog, Brightness, Contrast, Elastic,
Pixelate, Jpeg. We show the detailed error results for each type of corruption in Tables|[6] [7] and[§]
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