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Abstract

As foundation models (FMs) are increasingly de-
ployed in socially sensitive domains, ensuring
their reliability in high-stakes decision-making
is essential. Large language models (LLMs), in
particular, often mirror human cognitive biases,
systematic deviations from rational judgment, that
can lead to unfair or inconsistent outcomes. While
prior work has identified such biases, we uniquely
examine their manifestation in interpersonal con-
flict resolution by analyzing the effects of biased
prompt phrasing on model responses and eval-
uating strategies for mitigation. We (1) present
a modular benchmark of 100 human-annotated,
neutral interpersonal conflict scenarios across four
domains: family, workplace, community, and
friendship, to which we systematically inject four
cognitive biases: affective framing, halo effect,
framing effect, and serial order bias. We (2) find
that LLMs shift their judgment relative to the neu-
tral baseline in response to biased prompt vari-
ants 31%-79% of the time. We (3) introduce BI-
ASGUARRD (Bias Governance Using Agents
for Reliable Reasoning-based Decision-making),
a multi-agent framework that reduces judgment
inconsistency of LLMs when presented with bi-
ased scenarios by up to 63.3%. This architecture
detects biases and dynamically applies targeted
interventions to guide models toward more equi-
table decision-making. Our work offers a diag-
nostic framework for identifying and addressing
unreliable behaviors in FMs, contributing to more
trustworthy deployment in socially grounded ap-
plications. The code is available here.
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1. Introduction
Large Language Models (LLMs) are increasingly used in
critical, socially grounded domains, such as interpersonal
conflict resolution, where their decisions may influence
emotionally charged or ethically sensitive outcomes (19).
Interpersonal conflicts—rooted in clashing values, goals, or
interests—are a pervasive source of stress in workplaces,
families, and communities. When mismanaged, they can
contribute to strain, reduced productivity, and absenteeism
(2; 4; 8; 10).

LLMs provide a scalable alternative to expert-led role-play,
which is considered the gold standard for conflict resolu-
tion training but is resource-intensive (5). Systems like Re-
hearsal demonstrate how LLMs can simulate dynamic inter-
actions grounded in conflict resolution theory, helping users
learn and practice cooperative strategies like interest-based
negotiation (19). However, despite this promise, LLMs re-
main under-evaluated when exposed to biased or adversarial
prompt framings common in real-world disputes.

These biases—both social and cognitive—can distort model
judgments, leading to inconsistent, sycophantic, or unfair
responses (19; 16). LLMs are not grounded in formal con-
flict resolution theory, nor explicitly optimized for equitable
reasoning. Prompt variations alone can lead to divergent
outcomes even for semantically similar inputs (6), raising
concerns for deployment in high-stakes domains such as
therapy, mediation, and legal aid. While recent agentic
prompting strategies have improved reliability in structured
settings (19), open questions remain about how well LLMs
generalize when exposed to biased, ambiguous, or adversar-
ial interpersonal scenarios.

This work investigates how LLMs respond to cognitively
biased representations of interpersonal conflict, and whether
their judgments can be made more fair, consistent, and
reliable. Specifically, we ask:

Research Question 1: How do cognitive biases in prompt
phrasing influence LLM judgments in interpersonal conflict
scenarios?

We analyze model outputs across different cognitive biases
by examining which party the model supports as well as its
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Figure 1: The framework of BIASGUARRD. (1) User enters conflict scenario with potential bias. (2) Bias Detection Agent
identifies biases, calls mitigation tools until bias is no longer detected, and selected mitigation strategies are sufficient.
(3) Judgment Agent uses debiased scenario and mitigation strategies to render a more fair and reliable judgment. See
Appendix 9.1 for an example.

reasoning and consistency in decision-making.

Research Question 2: How can we guide LLMs to reason
consistently and judge fairly across biased or reframed
versions of the same conflict?

By uncovering and addressing bias and inconsistency pat-
terns, we aim to guide the design of LLM-based agents
better equipped to support equitable conflict resolution and
decision-making in real-world settings. To this end, we
present a novel framework that systematically identifies bi-
ased prompts and iteratively employs debiasing agents and
structured reasoning strategies to promote more reliable and
fair decision-making in LLMs. Our work contributes to on-
going efforts to align AI behavior with principles of fairness,
transparency, and social competence. This project aims to
surface and mitigate these vulnerabilities, guiding the de-
velopment of socially responsible LLM agents capable of
fair and principled reasoning under ambiguity and bias. Our
findings shed light on the foundational limitations of LLMs
in high-stakes social reasoning and offer a path toward safer,
more trustworthy human-AI collaboration.

2. Related Work
2.1. Conflict Resolution

The analytic reasoning capabilities of LLMs—including
their ability to quickly summarize long texts (14), accurately
assess sentiment (1), and simulate discussions from diverse
perspectives (21)—make them well-suited for conflict res-

olution. Previous studies have highlighted the potential of
LLMs in conflict mediation, such as generating intervention
messages in disputes, with outputs designed to account for
the dynamics of such scenarios (20). Analyses on prompting
techniques highlight the functionality of LLMs for learning
and practicing interpersonal skills (19), providing a founda-
tion for effective interpersonal conflict resolution.

2.2. Cognitive Bias

As LLMs are trained on large corpora of human-generated
data, they exhibit biases similar to cognitive biases found in
human reasoning that can influence their decision-making
process (6). Prior research has examined the presence of
such biases in various domains, including clinical (18), busi-
ness (3), and legal (12) contexts. These studies have largely
focused on structured, impersonal conflict scenarios and
have minimally explored LLM responses to more nuanced
and emotionally valent scenarios.

Our project addresses this gap by elucidating and mitigating
the impact of cognitive biases on the decision-making pro-
cess of LLMs in conflict scenarios. Building on previous
findings that models such as GPT-4 are susceptible to cogni-
tive biases when judging college admissions profiles (6), we
extend this research to a broader and less structured domain.
Specifically, we design realistic interpersonal conflict sce-
narios that systematically embed cognitive biases, analyzing
both the LLM’s reasoning process and final judgment.
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2.3. Evaluation Methods

To contextualize our analysis, we survey common ap-
proaches for evaluating bias in LLM responses and identify
key metrics relevant to our study. Evaluation methods for
various types of bias can vary widely depending on the form
of the model’s output, ranging from numerical values to
open-ended text. For quantitative outputs, we follow recent
work that uses response shift rate (11; 7) and binomial and
McNemar tests (13; 15) for statistical bias detection. For
open-ended textual outputs, more interpretive and qualita-
tive methods such as text-based semantic analysis using
human annotation, LLM-based critiques (25; 22), and proxy
analyses with sentiment analysis or word frequency statis-
tics are frequently used. For example, Wright et al. (24)
introduce an analysis method that uncovers recurring tropes,
or semantically similar phrases that reoccur in model out-
puts, revealing consistent patterns in LLM behavior. LLMs
are also often evaluated using representation-level compar-
isons, such as calculating L2 or cosine similarity between
embeddings of textual responses of the LLM to prompts
that differ only in protected attributes (16). We leverage
the trope-based analysis and sentence similarity methods to
evaluate LLM reasoning across biased and unbiased condi-
tions.

3. Methods
3.1. Dataset Construction

We construct a novel benchmark dataset of 100 interpersonal
conflict scenarios designed to minimize bias and cover a
wide spectrum of social contexts, including workplace, com-
munity, friendship, and family disputes. The dataset is built
using a modular generation framework, enabling straightfor-
ward expansion with additional scenarios and context types.
We aim for neutrality in designing each scenario by avoid-
ing cues of which side should be favored and minimizing
personal details or extraneous information that could bias
judgment. Human annotators have reviewed all scenarios
to verify that they did not heavily favor one side and were
devoid of cognitive biases. Although strict neutrality is not
necessary, we design for it to better isolate and examine the
impact of bias. Complete elimination of bias is infeasible,
as some biases—such as serial ordering bias, where judg-
ment is influenced by the sequence in which information is
presented—are inherent to the scenario format. We account
for such biases separately in our analysis. All base conflict
scenarios are generated using the GPT-4o-mini API (17),
guided by a carefully crafted prompt to minimize embedded
bias during generation, which can be found in Appendix
9.3.1. Each scenario concludes with instructions for the
LLM to take a side in the conflict and provide five sentences
of justification.

3.2. Bias-Injected Variants

We extend the 100 base (neutral) conflict scenarios into vari-
ant datasets designed to evaluate specific cognitive biases:
affective framing bias, halo effect, framing effect, and serial
ordering bias. For each bias, we systematically construct
biased variants of each base scenario, while preserving the
original conflict’s core content and structure (Figure 2). We
avoid adding context that could reasonably alter the model’s
judgment. This controlled design allows us to target one
bias at a time, isolating its effects on model judgments. This
structure makes it straightforward to expand the dataset to
new bias types and scenarios, supporting scalable evaluation.

Figure 2: Biased variants of an example conflict scenario.
The base scenario is injected with the following biases:
Affective Framing, Halo Effect, Serial Order: Narrative
Position, Serial Order: Choice Position, and Framing Effect.

3



3.2.1. FRAMING EFFECT

To engineer the framing effect, we append direct evaluative
questions, such as "Do you agree with Person A?" or "Do
you disagree with Person B?" to the end of the base scenario.
These questions introduce subtle framing, exploiting the
cognitive bias where different presentations of equivalent
information can lead to different judgments. Since we do
not allow the LLM to choose a neutral side, disagreeing
with Person B is equivalent to agreeing with Person A.

3.2.2. HALO EFFECT

To engineer the halo effect, we embed positive or negative
traits unrelated to the conflict into the scenario. For example,
Person A "always forgets birthdays," while Person B "volun-
teers at the local animal shelter," subtly framing the former
more negatively and the latter more positively. Although
these traits are irrelevant to the scenario, they may influence
the model’s judgment by eliciting favorable or unfavorable
broader impressions of each character. Traits are generated
by GPT-4o-mini, manually annotated, and appended to each
scenario.

3.2.3. AFFECTIVE FRAMING BIAS

To engineer the affective framing bias, we embed emotion-
ally charged descriptors to the scenario. For instance, one
person might be labeled as "stubborn" while the other is
portrayed as "thoughtful," introducing positive or negative
emotional framing into their side of the conflict. These
descriptors elicit affective responses, exploiting the bias
where emotion influences judgment even when the under-
lying situation remains unaltered. While similar to halo
effect, affective framing specifically targets how emotion-
ally charged language shapes the interpretation of the core
conflict, rather than relying on traits unrelated to the situa-
tion. Descriptors are generated by GPT-4o-mini, manually
annotated, and appended to each scenario.

3.2.4. SERIAL ORDERING BIAS

To engineer the serial ordering bias, we alter the sequence
in which each character’s viewpoint is presented. In the first
variant, Serial Order: Narrative Position, Person A’s and
Person B’s positions within the scenario are reversed while
keeping the final decision prompt unchanged. In the second
variant, Serial Order: Choice Position, the scenario content
is kept identical, but the order of names in the decision
prompt "Respond with Person A or Person B" is reversed to
"Respond with Person B or Person A." These variants test
whether presentation order impacts the model’s judgment.

3.3. Conflict Judgment

At inference time, the model is prompted to take a stance
in a given conflict scenario, selecting either "Person A" or
"Person B". Each scenario is submitted as an independent
query to GPT-4o-mini, from which we extract both the cho-
sen side and a five-sentence justification. To account for the
model’s inherent stochasticity, we generate five independent
responses per scenario to be used for subsequent analysis.

3.4. Standalone Bias Mitigation Strategies

We first implement and evaluate several standalone methods
for mitigating the influence of cognitive bias in LLM rea-
soning. All mitigation strategies, including the framework,
and consequent judgments are executed by GPT-4o-mini.

1. Slow Thoughtful Instruction: The model is instructed
to adopt the identity of someone who answers ques-
tions slowly and thoughtfully. This encourages careful
reasoning, reducing impulsive, bias-prone judgments.

2. Persona for Balanced Reasoning: The model is in-
structed to adopt the identity of a person with high
agreeableness and high conscientiousness for all par-
ties involved. This promotes balanced and consider-
ate reasoning, reducing susceptibility to emotionally
charged framing.

3. Self-Awareness Prompting: The model is instructed
to be aware that human cognitive biases can influence
judgment and to avoid them as it carefully reasons
through the conflict. By explicitly acknowledging this
risk, the model is encouraged to reason more objec-
tively.

4. Chain-of-Thought (CoT) Reasoning: The model is
instructed to think through the scenario step-by-step
before making any judgment. This structured approach
promotes transparency and logical coherence, reducing
susceptibility to bias.

5. Rephrase Biased Scenario: Rather than evaluating
the biased scenario directly, the first agent in the multi-
agent framework is instructed to rewrite the scenario
in a neutral form, removing any biased language while
preserving the original content. The second agent then
makes a judgment based on this neutralized version of
the scenario.

3.5. BIASGUARRD Bias Detection Framework

Based on the observed strengths of each standalone miti-
gation strategy against specific biases, we developed BI-
ASGUARRD, a multi-agent framework that operates itera-
tively until convergence or a maximum number of iterations
is reached. The system consists of:
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1. Bias Detection Agent: Identifies cognitive biases
present in the original scenario and evaluates the ef-
fectiveness of current mitigation strategies (if any). If
bias is present and existing mitigation strategies are
insufficient, it iteratively selects additional mitigation
tools until bias is no longer detected. It is able to
call tools corresponding to the standalone mitigation
strategies introduced earlier—Slow Thoughtful Instruc-
tion, Persona for Balanced Reasoning, Self-Awareness
Prompting, and Chain-of-Thought Reasoning—which
modify the system prompt during judgment. Unlike
their static application in the standalone setting, these
are dynamically selected and applied based on the sce-
nario.

2. Rephrase Agent: When the Bias Detection Agent de-
termines that the bias stems from the framing of the
scenario itself, it can invoke the Rephrase Agent to
rewrite the scenario while preserving its factual con-
tent. This tool directly alters the user input before
judgment, while the aforementioned tools modify the
model’s reasoning process through prompt-level in-
terventions. This agent can be invoked by the Bias
Detection Agent multiple times throughout the itera-
tive mitigation process, up to a predefined maximum
number of iterations.

3. Judgment Agent: Executes the final judgment by ap-
plying the mitigation strategies selected by the Bias
Detection Agent to the potentially revised scenario.

3.6. Bias Evaluation

We evaluate the responses of the LLM along two dimen-
sions: the side it selects in the conflict and its five-sentence
explanation behind that choice.

Due to the inherent stochasticity of LLM outputs, some
variation in responses may result from random chance rather
than true sensitivity to bias. For side selection, we use the
majority vote across five trials as the model’s final decision.
For justification analysis, we aggregate all responses and
compute average metrics.

3.6.1. SIDE SELECTION

To analyze the differences in selected sides, we measure
the percentage of decision shifts in the LLM after introduc-
ing each cognitive bias. To ensure that observed shifts are
meaningful, the biases are crafted to favor the character not
initially preferred by the LLM. This is particularly relevant
for the halo effect and affective framing bias, where not
all shifts are inherently significant; for example, positively
reinforcing a character the model already favors does not
constitute a meaningful shift.

For each set of biased scenarios, we calculate the shift rate:

the percentage of cases in which the LLM’s response to
the biased scenario differs from its response to the corre-
sponding unbiased (base) scenario. To ensure statistical
significance, we conduct a binomial test for each bias to
evaluate whether the observed shift rate exceeds what can
be expected due to model stochasticity alone.

We treat each of the 100 conflict scenarios as an individual
trial of the experiment, as each scenario is independent of
the next. To determine the expected variability under the null
hypothesis, we estimate GPT-4o-mini’s baseline response
shift rate by measuring how often its outputs vary across
multiple trials on the same unbiased scenario. Specifically,
we run 5 batches of 5 trials each on GPT-4o-mini’s responses
to the base scenarios and calculate the average shift rate
across runs.

3.6.2. BIAS MITIGATION AND FRAMEWORK
EVALUATION

To assess whether each mitigation strategy, including our
BIASGUARRD framework, successfully reduces biased
shifts, we compare the proportion of response shifts ob-
served in the biased scenarios to the proportion observed
in their corresponding mitigated versions, using the base
(neutral) scenario responses as a baseline. To do this, we
apply the McNemar test (15) on a 2×2 contingency table.
This test is well-suited for paired nominal data, where each
scenario yields a binary outcome (either the response shifts
or it does not). This allows us to determine whether the
observed reduction in response shifts with a given mitiga-
tion strategy is statistically significant beyond what could
be attributed to random variation in the model’s outputs.

3.7. Model Explanation Analysis

To evaluate the qualitative content of the LLM’s justifica-
tions, we analyze the five-sentence explanations accompa-
nying each decision across three conditions: the original
base scenario, the biased scenario, and the debiased version
following application of mitigation strategies, including the
BIASGUARRD framework.

We compute pairwise sentence similarity scores across con-
ditions using cosine similarity of sentence embeddings
derived from Sentence-BERT (all-MiniLM-L6-v2
model)(23). This allows us to quantify how semantically
consistent the model’s explanations are across biases and
mitigations. We use paired t-tests to determine whether
similarity scores differ significantly between conditions.

We also conduct a qualitative trope analysis by categorizing
each sentence in the model’s explanation into one of four
predefined rhetorical tropes: empathy (shows emotional
concern or validation), justification (explains or defends a
position logically), balance-seeking (tries to remain neu-
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tral or acknowledge both sides), and action-oriented (gives
advice or recommends a next step). This analysis allows
us to examine trope distributions across these conditions,
including whether certain biases induce systematic changes
in reasoning style, and whether mitigation strategies restore
or reshape the rhetorical balance of the model’s responses.

4. Results
4.1. Baseline Judgment Shifts Under Cognitive Bias

Across all evaluated cognitive biases, we observe statisti-
cally significant deviations in model responses compared
to the neutral baseline (p < 0.001; see Figure 3). The most
pronounced shifts occur under affective framing and the
halo effect, suggesting that models overweigh emotionally
charged descriptors or unrelated character traits. Notably,
even subtle prompt manipulations—such as reordering nar-
rative elements or altering evaluative phrasing in the serial
ordering and framing effect conditions—consistently led to
different judgments, despite no change in factual content.
These findings highlight the model’s sensitivity to surface-
level framing, underscoring the need for explicit mitigation
strategies when deploying LLMs in socially grounded tasks.

Figure 3: Bar plot showing the proportion of response shifts
observed when biased prompt variants are presented to the
model, compared to their neutral counterparts. The red
dashed line marks the expected baseline shift rate due to
model stochasticity (10%). All deviations are statistically
significant (binomial test, ***p < 0.001), indicating that
even subtle changes in prompt phrasing—especially in affec-
tive framing and halo effect conditions—can substantially
alter model judgments. Reference 3.6.2 for test info.

4.2. Mitigation Strategies Reduce Bias-Induced
Judgment Shifts

4.2.1. LLM JUDGMENT CONSISTENCY ACROSS BIASED
SCENARIOS

Given the consistent response shifts exhibited by GPT-4o-
mini when processing interpersonal conflict scenarios em-

bedded with cognitive biases, we systematically evaluate the
effectiveness of several bias mitigation techniques. Over-
all, we find that BIASGUARRD yields the best results for
nearly all biases, with a substantial 50% percentage point
reduction in shifts from neutral for Halo Effect, from .79 to
.29, and 48 percentage point reduction for that of Affective
Framing, from .77 to .29 (Figure 4). BIASGUARRD also
significantly reduces the consequences of framing effect,
which involves more subtle changes in prompt phrasing and
thereby different mitigation strategies.

Among the cognitive biases evaluated, serial ordering
bias—both narrative and choice-based—prove to be the
most persistent, demonstrating minimal improvement in re-
sponse shift rate across most mitigation strategies. While
some modest improvements are observed, such as a reduc-
tion from .31 to .22 for Rephrase applied to Serial Order:
Narrative position and a decrease from .37 to .28 for BIAS-
GUARRD applied to Serial Order: Choice Position (Figure
4), the improvements were not found to be statistically sig-
nificant. This is consistent with prior expectations that serial
ordering biases are difficult to address and not directly tar-
geted by the evaluated approaches. Notably, several mitiga-
tion strategies demonstrated meaningful benefits. Rephrase
and Self-Awareness stood out as particularly effective stan-
dalone strategies, with Rephrase reducing shift rates of Af-
fective Framing and Halo Effect by 32 and 36 percentage
points, respectively.

4.2.2. SENTENCE-SIMILARITY ANALYSIS

To evaluate how mitigation strategies influence not only
what the model decides, but also how it reasons, we com-
pute the average pairwise cosine similarity between sen-
tence embeddings of justifications across each bias and
mitigation strategy, and the corresponding neutral baseline
(Figure 5). Most standalone strategies—such as Chain-of-
Thought, Slow Instruction, and Rephrase—yield high simi-
larity scores (0.80–0.84), suggesting that they help maintain
a reasoning style consistent with the unbiased condition.

However, as shown in the response shift rates across biases
(Figure 4), the model’s final judgment can still be signifi-
cantly altered by biased prompt framing despite the applica-
tion of individual bias mitigation techniques. This indicates
that explanation similarity alone may not be sufficient to
guarantee fair decision-making, as models may still reach
different conclusions even when their justifications appear
semantically similar.

In contrast, BIASGUARRD tends to produce the lowest
explanation similarity score (0.784), slightly below the un-
mitigated (“None”) condition across the biases examined.
Rather than preserving surface-level reasoning patterns, the
framework appears to actively reshape the model’s internal
justification process. Despite this shift in language, BI-
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Figure 4: Response shift rates across four cognitive biases and six mitigation strategies. Each subplot visualizes the
proportion of scenarios in which the model’s judgment changes compared to the neutral baseline, under various bias-specific
prompt perturbations. Mitigation strategies are applied individually, with BIASGUARRD (in red) representing the dynamic
agentic framework. Gray bars indicate the unmitigated baseline, while the dashed line marks the estimated stochasticity
threshold (10%). Asterisks indicate statistically significant reductions in shift rate compared to the unmitigated baseline
(McNemar test; p < 0.05: *, p < 0.01: **, p < 0.001: ***). Reference 3.6.2 for more information.

ASGUARRD consistently recovers the original, unbiased
decision across significantly more scenarios compared to
other methods, as illustrated by Figure 4. This suggests that
it guides the foundation model toward a more neutral and
principled reasoning path. As illustrated in Figure 6, this
transformation aligns with a noticeable increase in balance-
seeking language and a reduction in affectively charged or
action-oriented phrasing, reflecting a deliberate, fairness-
oriented explanatory style.

These results indicate that BIASGUARRD modifies not
only the output judgment but the internal reasoning process,
surpassing the effects of static mitigation strategies. We
hypothesize that this is largely due to its dynamic composi-
tion of tools, tailored to biases it detects within the prompt
presented. This adaptive behavior allows it to realign out-
comes with the neutral baseline while altering the linguistic
structure of the model’s explanations.

4.2.3. SHIFTING TROPES IN RESPONSE LANGUAGE

To complement our explanation similarity analysis, we ex-
amine tropes—recurring, semantically similar patterns of

reasoning—that appear in model justifications across dif-
ferent bias and mitigation conditions. Compared to neutral
responses, those influenced by affective framing, halo effect,
and framing effect exhibit increased use of balance-seeking
language, but often show reduced presence of empathy and
justification. This pattern suggests that biased prompts may
steer the model away from emotionally grounded or as-
sertive responses (such as empathy and action-oriented lan-
guage) toward more neutral, mediating language, possibly
to reconcile conflicting information introduced by the bias.

Compared to neutral responses, those generated under BIAS-
GUARRD show a consistent increase in balance-seeking,
with the model frequently aiming to mediate or acknowl-
edge both perspectives—an ideal trait for cooperative con-
flict resolution. This tendency reflects the influence of the
framework’s tools, such as Persona designed to promote bal-
anced reasoning. However, these responses also contain less
empathy, action-oriented advice, and justification-driven
reasoning, suggesting that the framework promotes a more
neutral and deliberative rhetorical style.

Together, these findings reinforce our sentence-similarity
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Figure 5: Average cosine similarity of model explanations relative to the neutral baseline across four cognitive bias types
and six mitigation strategies. Higher scores indicate greater semantic alignment with the neutral explanation. The error bars
indicate variability (i.e. standard deviation) across 5 trials.

results: BIASGUARRD not only improves judgment con-
sistency across biased and neutral scenarios but also guides
the model’s reasoning, prioritizing impartiality and compo-
sure over emotional or assertive action.

4.3. Internal Dynamics of Framework

4.3.1. TOOL USAGE PATTERNS

To better understand the internal workings of the frame-
work, we analyze the frequency and combinations of tools
selected during bias mitigation. This reveals which strate-
gies the model relies on to successfully restore neutral judg-
ments within the agent. As shown in Figure 7, the most
effective bias mitigation tends to involve combinations of
tools rather than individual ones, consistent with our pre-
vious results that BIASGUARRD outperforms standalone
mitigation strategies in reducing bias. The full combina-
tion of all available tools—Persona, Chain-of-Thought, Self-
Awareness, Slow Instruction, and Rephrase—was the most
used strategy, accounting for 24.9% of successful bias mit-
igations. Several variations excluding one or two tools
(e.g., omitting Self-Awareness or Slow Instruction) appeared
prominently, suggesting that Rephrase and CoT are core
components in most effective strategies. Even minimal con-
figurations like CoT + Rephrase remained successful in a
subset of cases, indicating some flexibility in tool usage.

Figure 7: Distribution of tool combinations selected by
BIASGUARRD in cases where the model successfully
recovers the neutral judgment. The most common strat-
egy—using all five tools (Persona, CoT, Self-Awareness,
Slow, and Rephrase)—accounts for nearly a quarter (24.9%)
of successes. Even minimal pairings (e.g., CoT + Rephrase)
prove effective, highlighting the core role of prompt restruc-
turing and stepwise reasoning in reducing bias.
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Figure 6: Percentage shift in trope categorization between neutral and biased responses (left), and percentage shift between
neutral and BIASGUARRD responses (right). The trope schema categorizes each sentence in the neutral, biased, and
BIASGUARRD-debiased responses into the most relevant trope in order to compare trope expression rate to neutral.

5. Conclusion
Our findings reveal that GPT-4o-mini is highly suscepti-
ble to cognitive biases embedded in prompt framing, with
statistically significant deviations from neutral reasoning
emerging across all evaluated biases. While some indi-
vidual mitigation strategies provide modest improvements,
BIASGUARRD consistently outperforms standalone tech-
niques by both reducing unfair shifts in model responses and
guiding the model’s internal reasoning process to account
for potential biases. We demonstrate these results through
quantitative metrics including rate of response shifts and
sentence similarity, and a more categorical analysis of tool
usage and tropes.

The difficulty in mitigating serial ordering bias, even with
targeted strategies, suggests that some biases may be more
deeply rooted in the model’s processing architecture. Con-
versely, the success of BIASGUARRD, particularly through
its dynamic tool selection and usage, underscores the ef-
fectiveness of layered mitigation strategies to address the
complex role of bias in foundation models. These findings
highlight the importance of developing prompting frame-
works that not only correct for surface-level bias but also
influence the model’s underlying reasoning pathways, con-
tributing to more reliable and equitable models in sensitive
domains such as conflict resolution and beyond.

6. Future Work
This study opens several promising directions for future
exploration. One avenue is to examine the consistency of
LLM responses across repeated queries. While we currently
use majority vote to aggregate model outputs, a deeper
analysis into response stability could provide further insight
into bias sensitivity. Preliminary observations suggest that
BIASGUARRD may promote greater consistency in model

responses, though we leave a formal evaluation of this to
future work. Beyond structured binary tasks, one could also
assess the effectiveness of BIASGUARRD in more open-
ended scenarios, where nuances within the context of the
prompt pose new challenges for bias mitigation.

Another direction involves extending the capabilities of BI-
ASGUARRD. Currently, the framework uses a fixed set
of tools, but future work could explore allowing the model
to select from a broader range of prompting strategies or
incorporate external tools based on the detected bias, to
assess whether increased flexibility improves or undermines
mitigation effectiveness. Recent work on the Automated
Design of Agentic Systems (9) could enable automatically
discovering effective tool combinations and agentic work-
flows beyond what can feasibly be explored through manual
design. Scaling the study to include more LLM architec-
tures, a wider range of biases, and larger datasets would
help assess the generalizability of our findings and further
clarify how models internalize and respond to social and
cognitive biases in other ethically sensitive domains.

7. Impact Statement
Our work investigates how LLMs are influenced by cog-
nitive bias in conflict resolution settings and proposes a
mitigation framework, BIASGUARRD, to reduce unfair
judgments across foundation models. We believe this con-
tributes positively to the development of more fair, reliable,
and trustworthy LLMs, especially in contexts where nu-
anced language carries social and ethical consequences.
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guage models and human annotators in latent content
analysis of sentiment, political leaning, emotional in-
tensity and sarcasm. Scientific Reports, 15, 2025.

[2] John Burton and Frank Dukes. Conflict: Readings in
Management and Resolution. Springer, 1990.

[3] Yang Chen, Samuel N. Kirshner, Anton Ovchinnikov,
Meena Andiappan, and Tracy Jenkin. A manager and
an ai walk into a bar: Does chatgpt make biased deci-
sions like we do? Manufacturing Service Operations
Management, 27(2), 2025.

[4] Carsten KW De Dreu, Dirk Van Dierendonck, and
Maria TM Dijkstra. Conflict at work and individual
well-being. International Journal of Conflict Manage-
ment, 15(1):6–26, 2004.

[5] Noam Ebner and Yael Efron. Using tomorrow’s head-
lines for today’s training: Creating pseudo-reality in
conflict resolution simulation games. Negotiation Jour-
nal, 21(3):377–394, 2005.

[6] Jessica Echterhoff, Yao Liu, Abeer Alessa, Julian
McAuley, and Zexue He. Cognitive bias in decision-
making with llms, 2024.

[7] Sugyeong Eo, Hyeonseok Moon, Evelyn Hayoon Zi,
Chanjun Park, and Heuiseok Lim. Debate only when
necessary: Adaptive multiagent collaboration for effi-
cient llm reasoning. arXiv preprint arXiv:2504.05047,
2025.

[8] Raymond A Friedman, Simon T Tidd, Steven C Cur-
rall, and James C Tsai. What goes around comes
around: The impact of personal conflict style on work
conflict and stress. International Journal of Conflict
Management, 2000.

[9] Shengran Hu, Cong Lu, and Jeff Clune. Automated
design of agentic systems, 2025.

[10] Karen A Jehn, Joyce Rupert, and Aukje Nauta. The
effects of conflict asymmetry on mediation outcomes:
Satisfaction, work motivation and absenteeism. Inter-
national Journal of Conflict Management, 2006.

[11] Philippe Laban, Lidiya Murakhovs’ ka, Caiming
Xiong, and Chien-Sheng Wu. Are you sure? chal-
lenging llms leads to performance drops in the flipflop
experiment. arXiv preprint arXiv:2311.08596, 2023.

[12] Jinqi Lai, Wensheng Gan, Jiayang Wu, Zhenlian Qi,
and Philip S. Yu. Large language models in law: A
survey. AI Open, 5:181–196, 2024.

[13] Xinyi Liu, Pinxin Liu, and Hangfeng He. An empirical
analysis on large language models in debate evaluation.
arXiv preprint arXiv:2406.00050, 2024.

[14] Yang Liu, Yuanshun Yao, Jean-Francois Ton, Xiaoying
Zhang, Ruocheng Guo, Hao Cheng, Yegor Klochkov,
Muhammad Faaiz Taufiq, and Hang Li. Trustwor-
thy llms: a survey and guideline for evaluating large
language models’ alignment, 2024.

[15] Quinn McNemar. Note on the sampling error of the dif-
ference between correlated proportions or percentages.
Psychometrika, 12(2):153–157, 1947.

[16] Moin Nadeem, Anna Bethke, and Siva Reddy. Stere-
oset: Measuring stereotypical bias in pretrained lan-
guage models. arXiv preprint arXiv:2004.09456,
2020.

[17] OpenAI, Aaron Hurst, Adam Lerer, Adam P. Goucher,
Adam Perelman, Aditya Ramesh, et al. GPT-4o Sys-
tem Card, October 2024.

[18] Samuel Schmidgall, Carl Harris, Ime Essien, Daniel
Olshvang, Tawsifur Rahman, Ji Woong Kim, Rojin
Ziaei, Jason Eshraghian, Peter Abadir, and Rama Chel-
lappa. Evaluation and mitigation of cognitive biases
in medical language models. npj Digital Medicine, 7,
2024.

[19] Omar Shaikh, Valentino Chai, Michele J. Gelfand,
Diyi Yang, and Michael S. Bernstein. Rehearsal: Sim-
ulating conflict to teach conflict resolution, 2024.

[20] Jinzhe Tan, Hannes Westermann, Nikhil Reddy Pot-
tanigari, Jaromír Šavelka, Sébastien Meeùs, Mia
Godet, and Karim Benyekhlef. Robots in the mid-
dle: Evaluating llms in dispute resolution, 2024.

[21] A. Taubenfeld, Y. Dover, R. Reichart, and A. Goldstein.
Systematic biases in llm simulations of debates. arXiv
preprint arXiv:2402.04049, 2024.

[22] Song Wang, Peng Wang, Yushun Dong, Tong Zhou,
Lu Cheng, Yangfeng Ji, and Jundong Li. On demon-
stration selection for improving fairness in language
models. In Workshop on Socially Responsible Lan-
guage Modelling Research, 2024.

[23] Wenhui Wang, Furu Wei, Li Dong, Hangbo Bao, Nan
Yang, and Ming Zhou. Minilm: Deep self-attention dis-
tillation for task-agnostic compression of pre-trained
transformers, 2020.

10



[24] Dustin Wright, Arnav Arora, Nadav Borenstein, Sr-
ishti Yadav, Serge Belongie, and Isabelle Augenstein.
Revealing fine-grained values and opinions in large
language models, 2024.

[25] Jiaxu Zhao, Meng Fang, Shirui Pan, Wenpeng Yin,
and Mykola Pechenizkiy. Gptbias: A comprehensive
framework for evaluating bias in large language mod-
els. arXiv preprint arXiv:2312.06315, 2023.

11



9. Appendix
9.1. BIASGUARRD Framework Example

Figure 1: Example of step-by-step bias mitigation using BIASGUARRD. This diagram illustrates how the system incremen-
tally transforms a biased prompt into a more neutral version through dynamic tool application. In this example, the Bias
Detection Agent first identifies the presence of the Halo Effect and invokes relevant tools (e.g., Self-Awareness, Rephrase).
Each tool modifies either the system prompt or the input scenario, contributing to more impartial reasoning. The final
output—generated by the Judgment Agent—demonstrates how these interventions lead to a more balanced and justified
explanation. This step-by-step trace highlights the interpretability of the framework and the role of each tool in aligning the
model’s decision-making process with fairness-oriented goals.

9.2. P-values

9.2.1. BIAS EMERGENCE IN MODEL RESPONSES

Affective Fram-
ing

Halo Effect Serial Order:
Narrative Posi-
tion

Serial Order:
Choice Position

Framing Effect

Shift Rate 0.77 0.79 0.63 0.31 0.39
p-value 2.3× 10−56 2.3× 10−59 7.4× 10−38 6.1× 10−9 1.8× 10−14

Table 1. Response shift rate and corresponding Binomial test p-values of each cognitive bias. All p-values are significantly
lower than α = 0.05. Binomial test was performed with null hypothesis set to p = 0.1 and alternative hypothesis p > 0.1.
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9.2.2. SIDE SELECTION SHIFTS

Shift rate
Mitigation Strategy Affective

Framing
Halo Effect Serial Order:

Narrative
Position

Serial Order:
Choice
Position

Framing
Effect

Neutral vs None 0.77 0.79 0.37 0.31 0.39
Neutral vs Self-Aware 0.57 0.60 0.36 0.29 0.3375
Neutral vs Rephrase 0.45 0.43 0.42 0.22 0.365

Neutral vs CoT 0.75 0.78 0.34 0.33 0.333
Neutral vs Persona 0.64 0.61 0.41 0.27 0.375

Neutral vs Slow 0.67 0.68 0.38 0.30 0.32
Neutral vs Framework 0.29 0.29 0.26 0.29 0.298

McNemar Test p-values (vs Normal)
Mitigation Strategy Affective

Framing
Halo Effect Serial Order:

Narrative
Position

Serial Order:
Choice
Position

Framing
Effect

Self-Aware 1.10e-05 1.57e-04 1 0.774 0.076
Rephrase 2.09e-05 1.01e-07 0.302 0.136 0.477

CoT 0.754 1 0.453 0.727 0.0067
Persona 0.0072 0.0029 0.344 0.454 0.627

Slow 0.0063 0.0192 1 1 0.0046
BIASGUARRD 7.11e-15 1.65e-13 0.193 0.860 0.0066

Table 2. Comparison of response shift rates and McNemar test p-values across various mitigation strategies and cognitive
biases. The McNemar test evaluates whether the observed shifts in model responses between the biased and mitigated
conditions are statistically significant.
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9.2.3. SENTENCE-LEVEL SIMILARITY ANALYSIS

Bias Type Mitigation Strategy Mean Similarity p-value (Two-sided)

Framing Effect Self-Aware 0.794 0.2521
CoT 0.822 0.6791
Persona 0.784 0.1536
Slow 0.808 0.4250
Rephrase 0.831 0.8746
BIASGUARRD 0.784 0.1855

Affective Framing Self-Aware 0.795 0.6816
CoT 0.797 0.7221
Persona 0.780 0.4215
Slow 0.789 0.5713
Rephrase 0.827 0.5885
BIASGUARRD 0.780 0.4478

Halo Effect Self-Aware 0.760 0.6095
CoT 0.726 0.2030
Persona 0.736 0.3030
Slow 0.729 0.2231
Rephrase 0.824 0.2468
BIASGUARRD 0.780 1.0000

Serial Order: Narrative Position Self-Aware 0.839 0.9053
CoT 0.847 0.9026
Persona 0.819 0.4904
Slow 0.835 0.8157
Rephrase 0.825 0.5956
BIASGUARRD 0.790 0.1862

Serial Order: Choice Position Self-Aware 0.840 0.8746
CoT 0.846 0.9748
Persona 0.829 0.6301
Slow 0.836 0.7811
Rephrase 0.833 0.7059
BIASGUARRD 0.793 0.1773

Table 3: Mean cosine similarity and corresponding Welch’s two-sided t-test p-values for each mitigation strategy compared
to the unmitigated (“None”) condition across five cognitive biases.

Results of Welch’s two-sided t-test comparing the similarity of model explanations under various mitigation strategies
to those generated without mitigation (“None”) across five bias types. For each case, we compute the cosine similarity
between sentence embeddings of the explanation and the corresponding neutral baseline explanation, averaged over n = 5
trials. The test evaluates whether mitigation meaningfully shifts the explanation style relative to the unmitigated case. We
assume approximate normality of sample means in accordance with the Central Limit Theorem, which justifies the use of
a parametric test despite the limited sample size. Each reported p-value reflects the result of a two-sample Welch’s t-test
comparing mean explanation similarity for each strategy against the unmitigated condition. While no strategies yielded
statistically significant differences at the α = 0.05 level, several—including Rephrase and CoT—consistently achieved
explanation similarity scores that were comparable to or slightly higher than the unmitigated baseline. These results suggest
that certain mitigation strategies may preserve the model’s original reasoning style relative to the neutral condition, while
others may induce changes in explanation similarity that, although observable, do not reach statistical significance given the
sample size and variability. We can further explore these results in future work.
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9.3. Prompts

9.3.1. DATASET CREATION AND ANALYSIS

Prompt Type Example Prompt

Neutral Dataset Creation [system] You are an assistant that creates interpersonal conflict scenarios.
[user] Generate 100 neutral interpersonal conflict scenarios that involve Person A
and Person B. Do not include any demographic features about either individual -
assume they are of similar, unspecified backgrounds. Ensure not to use emotional or
leading language, cognitive biases (framing bias, attribution bias, halo effect, etc.),
personality traits, etc. to make the scenario as neutral as possible. List 100 scenarios,
spanning family, workplace, friendship, and community conflicts. The scenario
should be three sentences: Sentence 1 sets up the conflict generally, Sentence 2
shares Person A’s side, and Sentence 3 shares Person B’s side. The response should
contain 1. [Scenario 1], 2. [Scenario 2], and so forth. Do not include anything other
than the scenarios.

Affective Framing Bias Creation [system] You are an assistant that modifies interpersonal conflict scenarios. [user]
Frame Person A positively using emotionally charged adjectives or descriptions.
Frame Person B negatively using emotionally charged adjectives or descriptions. Do
not change the actual details of the original scenario AT ALL. Respond with ONLY a
single sentence that in the format of ’Do you agree with Person A, who..., or Person
B, who...?’. Here is the scenario: [scenario]

Halo Effect Creation [system] You are an assistant that modifies interpersonal conflict scenarios. [user]
Apply the Halo Effect to Person A by including negative adjectives or descriptions
about them unrelated to the situation at hand. Apply the Halo Effect to Person B by
including positive adjectives or descriptions about them unrelated to the situation at
hand. Do not restate either position, summarize the conflict, or refer to either party’s
argument, beliefs, or position in your final sentence. Respond with ONLY a single
sentence in the format of ’Do you agree with Person A, who..., or Person B, who...?’.
Ensure all descriptors are COMPLETELY UNRELATED TO THE SCENARIO.
Here is the scenario: [scenario]

Trope Placement Group the following sentence into one of the following tropes: empathy (shows
emotional concern or validation), justification (explains or defends a position logi-
cally), balance-seeking (tries to remain neutral or acknowledge both sides), action-
oriented (gives advice or recommends a next step), moral judgment (labels actions as
right/wrong, good/bad). Respond with JUST the trope name and NOTHING ELSE.
Here is the sentence: [sentence]

Table 4. Prompts used to create the neutral base dataset, affective framing and halo effect variants, and trope placement for
subsequent analysis.
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9.3.2. FRAMEWORK

Prompt Type Example Prompt

Bias Detection Agent You are an expert in identifying and mitigating cognitive and framing biases in language. Your
role is to assess an interpersonal conflict scenario and prepare it for a fair final judgment by:
- Detecting any cognitive or framing biases in the scenario.
- Evaluating whether the current JudgmentAgent system instructions are sufficient to mitigate
those biases.
- Using tools to revise either the scenario or the JudgmentAgent instructions, depending on what
is needed.
Repeat this evaluation cycle until the scenario and instructions are both ready for unbiased final
judgment.
Decision Logic: Based on your evaluation, take exactly one of the following actions each time
you are called, depending on the scenario and system instructions:
Action 1: If the scenario contains bias and the current JudgmentAgent instructions do not
sufficiently mitigate it, call one or more of the following tools to enhance the system prompt of
the JudgmentAgent:
- Chain of Thought: Add this to encourage step-by-step reasoning that reduces intuitive or
heuristic bias.
- Persona: Add this to promote empathy, conscientiousness, and balanced moral reasoning.
- Slow Thinking: Add this to prompt deliberate, thoughtful evaluation and reduce snap judg-
ments.
- Self-Awareness: Add this to encourage the model to reflect on its own reasoning and acknowl-
edge potential internal bias.
Each of these tools returns updated system instructions for the JudgmentAgent. After applying
them, re-evaluate the scenario again by starting the loop over.
Action 2: If the scenario contains bias but the current JudgmentAgent instructions are already
sufficient, call:
- rephrase_biased_scenario: This tool rewrites the scenario in neutral language to remove framing
or affective bias.
After rephrasing, restart the loop using the updated scenario.
Action 3: If the scenario is already neutral and the JudgmentAgent instructions are already
sufficient, call:
- judge_final_scenario: This tool will make the final decision on the scenario by selecting a side
("A", "B") and providing a reasoned explanation. Make sure to pass in the updated scenario
returned by rephrase_biased_scenario tool if it was called.
This is your final step. Once this tool is called, the process ends.
Loop Reminder: Keep repeating the above decision-making process until Action 3 is reached
and the scenario is judged. Never call judge_final_scenario unless all relevant biases have been
addressed through tool-calling.

Table 5. Prompts used to create framework - Bias Detection Agent
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Prompt Type Example Prompt

Rephrase Agent You are a prompt rewriter. Given a biased interpersonal conflict scenario, rewrite it to be
neutral, constructive, and balanced while preserving the factual content.
- REMOVE emotionally charged, judgmental, or confrontational language.
- ELIMINATE cognitive or demographic bias.
- PRESENT both Person A and Person B’s perspectives fairly and with equal context.
- CONTROL tone by avoiding emotionally evocative or leading language.
- KEEP identifiers A and B, but DO NOT frame one more favorably.
- FEEL FREE to make the prompt more conversational or natural, but DO NOT add new
facts or additional context.
At the end of the rewritten scenario, include an instruction of this form. You may debias
and rewrite it as you deem fit using the above guidelines: You MUST pick a side. Respond
with ONLY "Person A" or "Person B" on the first line followed by a period exactly. Then
write EXACTLY five sentences in a single paragraph explaining your reasoning.
Return ONLY the rewritten scenario with a debiased version of this instruction appended.
DO NOT include anything else.
You must return a JSON object with:
- "modified_scenario": a str - the rewritten scenario with a debiased version of the instruction
appended.

Dynamic Judgment Agent You are an assistant that judges interpersonal conflict scenarios. You must pick a side.
You must return a JSON object with : - "side": Literal["A", "B"] - "explanation": str - a
textual explanation supporting the choice

Chain-of-Thought Think through the scenario step-by-step before making your judgment.

Persona Adopt the identity of a person with high agreeableness and high conscientiousness for all
parties involved. Give your response staying in strict accordance with the nature of this
identity.

Self-Aware Before making any judgment, you must reflect and reason through the conflict carefully. Be
aware that human cognitive biases can influence judgment, and you should actively avoid
them.

Slow Adopt the identity of a person who answers questions slowly and thoughtfully. Their
answers are effortful and reliable. Give your response staying in strict accordance with the
nature of this identity.

Table 6. Prompts used to create framework - Rephrase Agent, Dynamic Judgment Agent, Chain-of-Thought, Persona,
Self-Aware, and Slow (Thinking).
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