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Abstract

Chain-of-thought (CoT) prompting demon-
strates varying performance under different rea-
soning tasks. Previous work attempts to eval-
uate it but falls short in providing an in-depth
analysis of patterns that influence the CoT. In
this paper, we study the CoT performance from
the perspective of effectiveness and faithfulness.
For the former, we identify key factors that
influence CoT effectiveness on performance
improvement, including problem difficulty, in-
formation gain, and information flow. For the
latter, we interpret the unfaithful CoT issue by
conducting a joint analysis of the information
interaction among the question, CoT, and an-
swer. The result demonstrates that, when the
LLM predicts answers, it can recall correct in-
formation missing in the CoT from the question,
leading to the problem. Finally, we propose a
novel algorithm to mitigate this issue, in which
we recall extra information from the question to
enhance the CoT generation and evaluate CoTs
based on their information gain. Extensive ex-
periments demonstrate that our approach en-
hances both the faithfulness and effectiveness
of CoT.

1 Introduction

Recently, with chain-of-thought (CoT) techniques
(Wei et al., 2022), large language models (LLMs)
are able to reason on complex tasks (Wang et al.,
2023; OpenAl, 2023). By scaling the CoT process
using reinforcement learning (RL), LLMs can even
surpass human performance in competition-level
mathematical problems (OpenAl, 2024; DeepSeek-
Al et al., 2025). However, despite the significant
success of the CoT, some studies find that it demon-
strates poor performance on certain tasks (Sprague
et al., 2024; Xu and Ma, 2024; Turpin et al., 2023;
Lanham et al., 2023). In some cases, using CoT
for the model’s reasoning is unnecessary or even
harmful (Wang et al., 2024b; Li et al., 2024).

These conflicting findings motivate the need for
a systematic analysis of the CoT. To this end, a
series of studies evaluating CoT’s performance has
commenced (Turpin et al., 2023; Bao et al., 2024;
Wang et al., 2024b; Lanham et al., 2023), which can
be mainly divided into two lines: On the one hand,
some works assess CoT based on its effectiveness.
They measure the accuracy improvements brought
by the CoT across different tasks and identify task
types where CoT is effective (Sprague et al., 2024;
Xu and Ma, 2024; Madaan et al., 2023a). On the
other hand, some works evaluate the CoT based
on its faithfulness (Jacovi and Goldberg, 2020;
Atanasova et al., 2023). They investigate the consis-
tency between CoTs and final answers by analyzing
the causal relevance linking them. (Lanham et al.,
2023; Parcalabescu and Frank, 2023; Bao et al.,
2024). Effectiveness is result-oriented, focusing on
whether CoT can enhance the quality of reasoning
outcomes; whereas faithfulness is process-oriented,
concerned with whether the reasoning process of
CoT genuinely influences the results.

Though these works have made great progress,
they lack an in-depth analysis of the patterns in-
fluencing CoT performance. For the effectiveness
evaluation works, they draw conclusions like CoT
performs well in tasks involving mathematical sym-
bols, but does not explore the underlying factors
influencing these conclusions (Sprague et al., 2024;
Xu and Ma, 2024). For the faithfulness evaluation
works, they primarily design various methods to
determine whether CoT is faithful, but lack an ex-
planation for the issue of CoT unfaithfulness. (Lyu
et al., 2023; Lanham et al., 2023; Bao et al., 2024).

In this paper, we focus on analyzing key pat-
terns that influence the CoT’s performance from
both effectiveness and faithfulness perspectives.
From the effectiveness perspective, we identify
three factors that contribute to CoT’s final improve-
ment, including problem difficulty, information
gain, and information flow. We start by splitting



questions into various difficulty levels and compar-
ing the model’s accuracy on them, from which we
find that CoT is more effective on harder problems.
Then, we calculate the information gain brought
by CoT for questions across different tasks and
demonstrate CoT with more additional information
tends to be more effective. Lastly, we consider
the internal information flow during model reason-
ing. Through the experiment, we conclude that
the more information interaction increases with the
CoT process, the more effective the CoT becomes.
From the faithfulness perspective, we discover that
there exist non-negligible unfaithful CoT issues in
logical reasoning, where an incorrect CoT can still
lead to the correct answer. We further interpret this
issue by jointly analyzing the information interac-
tion among question, CoT, and answer. Through
it, we identify three patterns that lead to the CoT’s
unfaithfulness: (1) CoT loses key information from
the question; (2) CoT transfers less information to
the answer; (3) The model recalls correct informa-
tion from the question when answering.

At last, we explore the relationship between the
above two perspectives. A novel algorithm called
QUestion Information Recall and Enhancement
(QUIRE) is designed to mitigate the unfaithful CoT
issue. In it, we first generate a raw answer to re-
call correct information from the question, then use
this extra information to prompt the generation of a
new CoT generation. Finally, we employ the CoT
information gain as the weight to vote for the final
answer. Through extensive experiments, we not
only demonstrate that our method can mitigate un-
faithful issues, but also show that CoT faithfulness
is a key factor in influencing CoT effectiveness.

In summary, our key contributions are as follows:
(1) We identify key factors that influence CoT’s ef-
fectiveness on different reasoning tasks, including
problem difficulty, information gain, and informa-
tion flow. (2) We interpret the unfaithful CoT issue
by jointly analyzing the information interaction
among question, CoT, and answer. Based on exper-
imental results, we demonstrate that the reason is
that LLMs retrieve correct information (lost in the
CoT) directly from the question when predicting
answers. (3) As an application of our findings, we
design a new method called QUIRE, which effec-
tively improves the CoT’s performance from the
effectiveness (up to 2.4% improvement) and faith-
fulness (up to 5.6 % improvement). This indicates
that enhancing CoT faithfulness can lead to an im-
provement in CoT effectiveness. We release the

source code in the attached software package.

2 Related Works
2.1 Chain-of-Thought Effectiveness

Since the emergence of CoT, a series of CoT-like
approaches have further improved the model’s rea-
soning accuracy through various prompt designs
(Wang et al., 2023; Madaan et al., 2023b; Zhou
et al., 2023). Recently, the emergence of reason-
ing models such as DeepSeek-R1 (DeepSeek-Al
et al., 2025) and o1 (OpenAl, 2024) has once again
proven that CoT is highly effective in solving com-
plex reasoning tasks such as mathematics and cod-
ing (Qi et al., 2024; Snell et al., 2024; Zeng et al.,
2024; Lightman et al., 2024). However, another
series of works shows that the effectiveness of CoT
has limitations (Wang et al., 2024b; Xu and Ma,
2024). They demonstrate that CoT brings only
limited improvements in knowledge and common-
sense reasoning tasks (Sprague et al., 2024), and
may even harm the model’s original performance
(Li et al., 2024). Building on these studies, our
work further investigates the key factors that con-
trol CoT’s effectiveness across different tasks.

2.2 Chain-of-Thought Faithfulness

In model interpretability, faithfulness, defined as
“accurately representing the reasoning process be-
hind the model’s decision”, is important for eval-
uating the performance of natural language expla-
nation (Ribeiro et al., 2016; Gilpin et al., 2018;
Jacovi and Goldberg, 2020). With the emergence
of CoT-like work, there has been increasing fo-
cus on measuring this characteristic within CoT's
(Turpin et al., 2023; Lanham et al., 2023; Lyu et al.,
2023). Some studies introduce counterfactual per-
turbations to questions and measure the change
of answers (Atanasova et al., 2023; Turpin et al.,
2023). Some other works use causal median analy-
sis on CoTs and answers, calculating the treatment
effect to represent the faithfulness (Bao et al., 2024;
Paul et al., 2024). However, these works lack a
comprehensive explanation and mitigation of un-
faithful CoT, and this paper addresses this gap.

3 What Makes CoT Effective

In this section, we investigate what factors make the
CoT effective in certain reasoning tasks. Specifi-
cally, we start with evaluating the final accuracy im-
provement of CoT on different tasks (§3.1). Then
we study the impact of three different factors on the
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Figure 1: CoT improvement across different models and
datasets, ‘score’ indicates the accuracy difference.

final performance of CoT, including problem diffi-
culty (§3.2), CoT information gain (§3.3), and the
information flow between CoT and answer (§3.4).

3.1 Overall Performance

Experimental Setup We choose 9 representative
datasets from various reasoning types for evalu-
ation. Specifically, for mathematical reasoning,
we choose GSMIC (Shi et al., 2023), GSM8SK
(GSM) (Cobbe et al., 2021) and AQuA (Ling
et al., 2017). For logical reasoning, we choose
ProofWriter (PW) (Tafjord et al., 2021), FOLIO
(Han et al., 2024) and ProntoQA (PQA) (Saparov
and He, 2023). For commonsense reasoning, we
choose WinoGrande (WINO) (Sakaguchi et al.,
2020), SociallQA (SIQA) (Sap et al., 2019) and
ECQA (Aggarwal et al., 2021). For models, due
to the difficulty of deeply analyzing the internals
of black-box models, we focus on analyzing white-
box models and select four advanced white-box
LLMs for the experiment, including Mistral-7B
(Jiang et al., 2023), Gemma2-9B (Riviere et al.,
2024a), Llama3.1-8B (Riviere et al., 2024b), and
Qwen2.5-14B (Yang et al., 2024). For metrics, we
define the effectiveness of CoT as the difference
in accuracy when answering questions with and
without CoT.

Main Results The main results of the evaluation
experiment are illustrated in Figure 1, from which
we can get that: Among different reasoning tasks,
CoT is most effective in mathematical reasoning,
while least effective in commonsense reasoning
tasks. This conclusion forms the basis for the sub-
sequent analysis in this section.

3.2 Problem Difficulty

Why is CoT more effective on certain task types?
Reflecting on humans’ reasoning process, the more
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Figure 2: Performance on different problem difficulty
levels with and without CoT prompting (Llama3.1-8B).
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Figure 3: Difficulty distribution in different datasets.

difficult the problem, the more thinking time is
required. Hence, we aim to explore whether this
pattern can also be observed in LLMs: Is CoT more
effective for harder problems?

Problem Difficulty Estimation Following for-
mer works, we classify the difficulty of questions
based on the model’s accuracy in answering them
(Lightman et al., 2024; Setlur et al., 2024). Specif-
ically, for each question, we sample 10 answers
without CoT prompting and bin the average pass@1
rate across all models into five quantiles, each corre-
sponding to increasing difficulty levels. For exam-
ple, if the pass@1 rate is less than 0.1, the question
is classified as the hardest level 5. Conversely, if
the pass@1 rate is more than 0.8, the question is
classified as the easiest level 1.

Performance across Difficulty Levels After
classifying the question, we compare the effective-
ness of CoT across different difficulty levels and
illustrate part of the results in Figure 2 (more re-
sults in Appendix A). We can conclude that: (Cl1.1)
CoT is more effective on challenging questions
compared to simple ones. For questions at low
difficulty levels (e.g. level 1, level 2), CoT pro-
vides minimal accuracy improvement and even de-
grades performance. In contrast, CoT significantly
increases reasoning accuracy across different tasks
when the question is difficult (e.g. level 4, level 5).



Difficulty Distribution on Different Tasks We
further evaluate the difficulty distribution of differ-
ent tasks to explain the varying effectiveness. Fig-
ure 3 shows the results on Llama3.1-8B. In mathe-
matical reasoning, most problems are of higher dif-
ficulty, whereas in commonsense reasoning, most
problems are of lower difficulty. Combining CI.1,
we can infer that the CoT is more effective in math-
ematical reasoning since it has more difficult prob-
lems compared to other tasks. This provides an ex-
planation for the effectiveness distribution shown in
Figure 1 from the perspective of problem difficulty.

3.3 Information Gain

When we define the problem difficulty, we only
consider the final result of LLM’s reasoning. To
conduct a more comprehensive analysis, we delve
into the reasoning process and continue to identify
key factors. In practice, a harder question tends to
require more extra information to answer. Thus,
here we focus on the information gain of CoT in
the reasoning process.

Information Gain Definition In information the-
ory, Information Gain (IG) quantifies the reduction
in uncertainty of the target variable Y after adding
a certain feature X:

IG(Y,X) = H(Y) - H(Y|X) ()

where H(Y') represents the entropy of Y, and
H (Y| X) represents the conditional entropy of Y’
given the feature X. Similarly, in the context of
LLM reasoning, given a question () and a CoT C,
we define the IG as follows:

IG(C,Q) = H(C) - H(C|Q)

n

=—) p(ci|Ci=1)logp(ci|Ci—1)
; 1 1 )

+> p(eilCim1; Q) log p(cil Cim1; Q)
1=1

Here, p(-) indicates the model’s output probability,
C;_q is the first 7 — 1 tokens of CoT, and n is the
length of CoT. IG represents the degree to which
the uncertainty of CoT is reduced by the question.
The larger the IG, the more information CoT ob-
tains from the question, hence the less additional
information is provided by CoT itself.

Experiment and Analysis We conduct experi-
ments across different datasets and demonstrate
the results in Figure 4. Compared to Figure 1,
this figure shows an opposite trend: mathematical
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Figure 4: CoT information gain in different datasets.

reasoning has the lowest IG, while commonsense
tasks exhibit the highest IG. This indicates that:
(CL2) CoT is more effective when it provides ad-
ditional information not present in the problem
itself (e.g. gsmic, gsm8k, aqua). In contrast, when
CoT is ineffective for performance improvement,
it provides less extra information.

3.4 Information Flow

In § 3.3, we primarily demonstrate the importance
of additional information in CoT. However, does
the way in which models utilize this information
also affect the CoT effectiveness? To answer this
question, we study the information flow between
CoT and answers in this experiment.

Information Tracing Method Following previ-
ous works (Wu et al., 2023; Wang et al., 2024a;
Li et al., 2024), we employ integrated gradient at-
tribution (IGA) (Sundararajan et al., 2017) as our
measuring method to capture the information flow
between CoT and answer. Specifically, we first
compute importance I, ,, of input token z,, to out-
put token y,,, as follows:

! 3f(aym)
oo OB ()
~ E(@n) <~ 0 (Gym)

m = OE(xn)

I(-Tru ynL) - E(xn)
(3)

where f(-) represents the model’s output proba-
bility, E(zy,) is the input word embedding of the
token x,, and m is the number of approximation
steps (we set it to 20). To reduce the interference
from noise, we rescale the importance and get the
attribution effect score between x,, and y,,:

I(CC,“ ym) >0
otherwise
C))
Here N is the last index of the input. Finally, we
can measure the information flow between each

I(@n,ym)
AE(mnyym) = (r)naxf,zl I(xy,,ym)
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Figure 6: MIF score in different datasets.

token ¢ of CoT and the answer A using the average
attribution effect (AAE):

AAE(e, A) = = 3" AE(c,a) )

|A| acA

Since CoT is usually long, averaging over each
token of CoT would result in a significant loss of
information. Hence, we choose to average over
A and analyze how the information flow changes
throughout the CoT process using the AAE.

Information Flow Comparison We collect 200
CoT-answer pairs from three different datasets to
calculate the AAE. Figure 5 shows the main re-
sults, from which we can get that: (CL3) When
information flow between CoT and the answer
increases with the CoT process, the CoT tends
to be effective. As we can see from Figure 5, the
curve of GSMS8k exhibits the most significant up-
ward trend, while ECQA remains the most stable,
with the AAE showing little variation as the steps
change. For tasks where CoT is highly effective
(e.g. GSMBK), the influence of the CoT on the an-
swer increases as the reasoning progresses. In con-
trast, for tasks that CoT is ineffective (e.g. ECQA),
the influence of CoT on the answer does not signif-
icantly change as the reasoning progresses.

Monotonicity of Information Flow In the previ-
ous experiment, we identify the influence of AAE’s

C.—+A. GSM AQuA PW PQA WINO SIQA

x4 41 25 14 27 34 40
v =X 0 0 0 0 1 0
X—=v 1 1 7 17 1 0
X=X 8 24 29 6 14 10

Table 1: Inconsistency statistics between the CoT (C.)
and the answer (A.) on Llama3.1-8B.

increase by observing different curves. To quanti-
tatively measure this increase, we define the mono-
tonicity of information flow (MIF) as the Spearman
correlation coefficient between the steps and the
corresponding AAE values:

63 dy
n(n? —1)

6, In+1—i— R(AAE(ci, A))J?

MIF(C,A)=1—

=1

n(n? —1)

(6)
where n is the length of CoT and R(-) is the rank-
ing of the value. In the implementation, we merge
adjacent tokens and calculate their average AAE,
thereby reducing noise interference. The experi-
mental results on Gemma2-9B and Llama3.1-8B
are presented in Figure 6, from which we can get
that: The higher the monotonicity of the infor-
mation transfer between CoT and the answer,
the more effective the CoT becomes. This further
demonstrates the validity of CL.3.

4 'What Makes CoT Unfaithful

In this section, we aim to analyze the CoT from the
faithfulness perspective. Concretely, we first iden-
tify the unfaithfulness problem in different tasks
(84.1). Next, we analyze the issue by examining
the information interaction among the three key
components of reasoning (as illustrated in Figure
7), including question and CoT (§4.2), CoT and
answer (§4.3), question and answer (§4.4).

4.1 CoT Faithfulness Evaluation

Following previous works (Bao et al., 2024; Lyu
et al., 2023), we evaluate the faithfulness of CoT
by measuring the consistency between the CoT and
the answer. If an incorrect CoT induces a correct
answer or a correct CoT induces a wrong answer,
it is seen as an unfaithful CoT (see Figure 7 for
example). We manually evaluate the correctness
of 50 CoT-answer pairs from six datasets and com-
pare inconsistency ratios in them. The main results
on Llama3.1-8B are illustrated in Table 1 (results
on other models are presented in Appendix B). We
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Figure 7: An interpretation of unfaithful CoT issues, where statements in red are correct information for reasoning.
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Figure 8: Comparison of information transfer between
questions and CoTs under three settings.

can conclude that: The logical reasoning tasks
have more unfaithful CoT issues. Compared to
other datasets, the proportion of inconsistencies is
higher in logical reasoning (7/50 in PW and 17/50
in PQA) and mainly consists of wrong CoTs lead-
ing to correct answers. Our research focuses on
interpreting these unfaithful issues within logical
reasoning datasets in the following sections.

4.2 Question to CoT: Unfaithful CoT misses
correct information from context

We seek to explore why CoTs lack such correct
information in unfaithful cases. Since CoTs are
generated based on the question, we hypothesize
that it is due to the lack of information from the con-
text of the question. To demonstrate it, we use IG
(see Eq.2) to compare the information interaction
between questions and CoTs.

Experimental Setup We experiment with three
settings: ‘unfaithful’, “faithful’, and ‘average’. For
‘unfaithful’, we select all of the unfaithful samples,
calculating /G(Q,C). For ‘faithful’, we select
samples where both CoT and the answer are cor-
rect (see Figure 7 for examples). For ‘average’, we
calculate IG on all questions. We collect 200 sam-
ples from ProofWriter and ProntoQA, comparing
the IG distribution under different settings.

Experimental Results Figure 8 presents our re-
sults (we present more experiments in Appendix
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Figure 9: Comparison of information transfer between
CoTs and answers on Llama3.1-8B.

C). We can get that: (CL4) Unfaithful CoT misses
correct information from the context. In both fig-
ures, the IG under the ‘unfaithful’ setting is lower
than the other two settings. This indicates that CoT
gets less information from the context when an un-
faithful issue occurs. As an example, in unfaithful
CoT of Figure 7, the incorrect CoT does not con-
tain the statement “Gary is quiet” or “All round,
quiet things are not blue” in the question.

4.3 CoT to Answer: Unfaithful CoT has less
information transfer to answers

Since unfaithful CoT lacks the correct information
needed for reasoning, why can the final prediction
still be correct? To answer it, we investigate the
information transfer between CoT and the answer.

Experimental Setup We use the AAE from the
Eq.5 to measure the amount of information trans-
ferred between the two. Following the experi-
ment in §4.2, we experiment under “unfaithful”
and “faithful” settings, comparing AAE values on
Llama3.1-8B across different datasets.

Experimental Results The main results of the
experiments are demonstrated in Figure 9. In both
figures, the AAE for the ‘faithful’ setting (in red)
is higher than that for the ‘unfaithful’ setting (in
blue). Therefore, we have: (Cl. 5) Unfaithful CoT
has less information interaction with the answer
compared to the correct one.
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4.4 Question to Answer: Answer can recall
correct information from context

While the answer misses key information from the
CoT, how can the final prediction still be correct?
We hypothesize that LLMs can recall the missing
information when generating the answer and design
experiments to demonstrate it.

Experimental Setup We rank each statement
in the context by its AAE score to the answer
AAE(S, A) (S is a statement in the question) and
observe whether the top-ranked statements include
the correct statement missing in CoT (e.g. “Gary
is quiet” in Figure 7). For comparison, we conduct
experiments under three settings: unfaithful (un-
faithful CoT with AAE recall), average (all CoT
with AAE recall), and random (unfaithful CoT with
random recall).

Experimental Results Figure 10 demonstrates
our results on Llama3.1-8B (results on more mod-
els in Appendix D), from which we conclude that:
(CL. 6) When unfaithful CoT issues occur, LLMs
can recall missing correct information from the
context during the answer prediction. For all
datasets and models, when the unfaithful CoT issue
occurs, more missing statements get the top-k high-
est AAE scores from the answer compared to other
settings. These statements have a strong informa-
tion interaction with the answer, compensating for
the lack of relevant statements in the CoT, thereby
contributing to the correct answer prediction.

5 From Unfaithful CoT to Effective CoT

Since we analyze the CoT from two different per-
spectives in the former experiments, what is the
relationship between them? In this section, we
demonstrate that mitigating the unfaithful issue can
lead to improvements in final performance. In other
words, the faithfulness of CoT (§4) is a key factor
in influencing the CoT effectiveness (§3).

5.1 Our Method

Based on findings in §4, we propose a new
method called QUestion Information Recall and
Enhancement (QUIRE) to mitigate the unfaithful
CoT issue. The main framework of it is illustrated
in Figure 11, which includes two components:

AAE Recall As mentioned in Cl.6, when unfaith-
ful issues occur, LLMs maintain a strong causal
relevance with the correct statement in the context
during the answer prediction. Thus, here we first
generate a raw answer A with the SC method, then
recall extra information by selecting the top-k con-
text statements with the highest AAE(S, A) (as
marked with red in Figure 11). After recalling ex-
tra information, we incorporate these statements
as additional hints into the input prompt, enabling
the model to pay more attention to this information
during the CoT generation.

IG Vote Through the former step, we get multi-
ple information-enhanced CoTs (here we can also
integrate the SC technique to further improve the
performance). However, since our recall method
also introduces noisy hints, there may exist incor-
rect statements in some of these CoTs (e.g. Hint 1
in Figure 11). To reduce their interference, accord-
ing to C1.4, we rate these CoTs based on I/G(Q, C).
A higher IG indicates that more information in CoT
is derived from the question, which means the CoT
contains fewer hallucinated statements. After cal-
culation, we use these scores as the weight for SC
to vote and select the final answer.

5.2 Main Experimental Setup

Datasets Since all analyses in §4 are conducted
on ProofWriter (Tafjord et al., 2021) ProntoQA
(Saparov and He, 2023), we continue to evaluate
our method on them. For the test set, we sample
500 questions from the former and 400 questions
from the latter.

Metrics In form sections, we analyze the CoT
performance from two aspects. Therefore, our
evaluation cannot solely consider the result per-
formance but should also assess the quality of the
CoT to avoid unfaithful reasoning. Therefore, in
addition to accuracy (Acc), we use the following
two metrics: (1) BertScore (BS): Given a golden
rationale, the generated CoT should recall as much
information from it as possible, hence, we use the
BertScore (Zhang et al., 2020) as one of our met-
rics. (2) Faithful BertScore (FBS): From the per-
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Question Hintl: Anne is not nice. —v—> CoT 1
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: 2
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furry. Question ' Hint2: Gary is furry. —— CoT 2 8 ~Vote
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Question Hint3: All ... not blue. ~—> CoT 3

Weighted
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Figure 11: The main process of our QUIRE method, where the statement in red is the recalled information.

Method ProofWriter ProntoQA
Acc BS FBS Acc BS FBS
CoT 59.2 649 557 86.8 86.1 78.0
SC 60.6 650 57.8 932 875 83.6
LtM 540 604 564 90.0 773 72.6
SR 51.6 659 534 885 91.5 845
Ours 63.0 66.6 58.0 95.0 92.7 89.2
- AAE Recall 60.2 65.1 57.0 950 87.5 84.6
- 1G Vote 62.8 64.1 56.6 943 87.0 834

Table 2: Results of our main experiment, the best results
are highlighted in bold.

spective of faithfulness, correct answers should be
accompanied by high-quality CoTs, and incorrect
results should correspond to CoTs of poorer quality.
Thus, we define the FBS to measure faithfulness as
below:

n

1
FBS = — i)BS(ci, gi
) B (e ) o

+ (1 =n(ai))(1 = BS(cs, 9i))]

where c;, a;, g; represent the generated CoTs, an-
swers and golden rationales, n denotes the sample
count. If a; is correct, n(a;) = 1, else n(a;) = 0.

Baselines For baselines, we select representa-
tive methods that enhance LL.Ms’ reasoning per-
formances, including: Chain-of-Thought (CoT)
(Wei et al., 2022), Self-Consistency (SC) (Wang
et al., 2023), Least-to-Most (LtM) (Zhou et al.,
2023), Self-Refine (SR) (Madaan et al., 2023b).
Additionally, we also set up ablation experiments
(-AAE Recall and -IG Vote) to verify the effective-
ness of each component in our method. Implemen-
tation details can be found in Appendix E.

5.3 Main Experimental Results

The results of our main experiment on Llama3.1-
8B are demonstrated in Table 2 (additional results

in Appendix F), which demonstrates that: (1) Our
method effectively mitigates the unfaithful CoT
issues. On both BS and FBS, our method achieves
the highest performance, improving up to 5.6%
faithfulness (i.e. FBS) on ProntoQA. Besides, from
the results of the ablation study, we can see both
modules make contributions to enhancing the CoT
faithfulness. Given that our method is an appli-
cation derived from the analytical conclusions, its
superior performance can also substantiate the cor-
rectness of our earlier findings. (2) Improvements
in faithfulness can also lead to enhancements
in CoT’s effectiveness. Although our method is
based on the conclusions from §4 to optimize the
unfaithful CoT issue, the CoT effectiveness (Acc)
also improved (up to 2.4% on ProofWriter), in-
dicating that the former is a significant factor in-
fluencing the latter. Through our method, we can
boost the CoT’s performance from both effective-
ness and faithfulness.

6 Conclusion

In this paper, we focus on analyzing the CoT perfor-
mance in reasoning tasks. Specifically, we identify
the factors influencing CoT effectiveness and in-
terpret the mechanism behind CoT unfaithfulness.
For the former, we conduct extensive experiments
to demonstrate that question difficulty, informa-
tion gain, and information flow all contribute to
CoT’s performance improvement. For the latter,
we capture the information transfer among ques-
tions, CoTs, and answers in the reasoning process.
The experimental results indicate that the informa-
tion recall mechanism during answer predictions
leads to unfaithful CoT issues. At last, we design
the QUIRE method as a preliminary application
of our findings, which significantly improves CoT
performances from both perspectives.



Limitations

Although our work conducts an in-depth analy-
sis and proposes mitigation strategies for improv-
ing CoT performance, it has several limitations.
Firstly, due to the inability to access gradient infor-
mation inside models like GPT-4, our analysis is
limited to open-source LLMs. Secondly, although
we have empirically demonstrated that improve-
ments in faithfulness can lead to performance en-
hancements, there is still a lack of corresponding
theoretical proof to support this conclusion. We
leave the CoT effectiveness analysis of black-box
LLMs and further theoretical proof for our future
work.
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A Additional Experiments across
Different Difficulty Levels

In the main text, due to space constraints, we only
presented results on GSM8k and WinoGrande, here
we show more results on other datasets and models
in Figure 12, 13, 14, 15. Besides, we also show
the difficulty distribution on more models in Figure
16 and 17. These results are consistent with our
conclusions in CI1.1.

B Details and Additional Experiments on
Faithfulness Evaluation

To demonstrate the widespread existence of unfaith-
ful issues in logical tasks, we present the evaluation
results on Llama2-13B in Table 3.

C Additional Experiments on Question to
CoT Information Analysis

In addition to the main experiments in §4.2, here
we conduct another experiment to further demon-
strate our conclusion in CL.4. Specifically, we
experiment with three settings: ‘miss’, ‘hit’, and
‘avg’. For ‘miss’, we select the context statements
that are present in the golden CoT (as provided in
the dataset) but not in the generated CoT, calcu-
lating their AAE(Q, C) scores to CoT. For ‘hit’,
we collect the statements present in the generated
CoT and compute the corresponding AAE(Q, C).
As for ‘avg’, we calculate the AAE(Q,C) be-
tween the whole context and CoT. We compare
the distribution of the above three AAE scores on
ProofWriter and ProntoQA (100 samples each) and
illustrate the results in Figure 18, 19. Across all
figures, the AAE for the ‘hit’ setting is higher than
that for the ‘miss’ setting. Thus, compared to the
question information present in the CoT, this miss-
ing information gets less attention from the model
during the CoT generation. Besides, the score dif-
ference between the ‘hit’ and the ‘avg’ is also large,
which means that the included context statements
have a stronger information interaction with the
CoT. The model tends to copy this attended in-
formation into the CoT. Therefore, the results are
consistent with our findings in §4.2.

D Additional Experiments on Question to
Answer Information Analysis

To demonstrate the generalizability of our conclu-
sions in §4.4, we repeat the experiments on two
more models and present the result in Figure 20

13

and 21 (here we sample 100 questions from Pron-
toQA and ProofWriter). The results are consistent
with CL.6.

E Implementation Details of the Main
Experiment

Here we provide a detailed account of the imple-
mentation specifics from the main experiments in
§5. For SC, we generate 3 samples for each ques-
tion since our method is also set to 3 paths. For our
method, we recall top-3 statements in AAE recall
and generate one CoT for each enhanced prompt.
We release all the prompts we use in the attached
software package.

F Additional Experiments on the Main
Experiment

We also repeat the experiments on Gemma2-9B and
report the results in Table 4, which demonstrates
the effectiveness of our method.
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