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ABSTRACT

We propose a novel technique for finding representatives from a large, unsupervised
dataset. The approach is based on the concept of self-rank, defined as the minimum
number of samples needed to reconstruct all samples with an accuracy proportional
to the rank-K approximation. As the exact computation of self-rank requires a com-
putationally expensive combinatorial search, we propose an efficient algorithm that
jointly estimates self-rank and selects the optimal samples. The ratio of obtained
projection error using selected samples to the error of best rank-K approximation
is called approximation ratio (AR). In this paper, a new upper bound for AR is
derived which is tight for two asymptotic cases. The best AR for self-representative
low-rank approximation was presented in ICML 2017 Chierichetti et al. (2017),
which was further improved by the bound /1 + K reported in NeurIPS 2019 Dan
et al. (2019). Both of these bounds are obtained by brute force search which is
not practical and these bounds depend solely on K, the rank which is targeted. In
this paper, for the first time, we present an adaptive AR depending on spectral
properties of the original dataset, A € RV*™_ In particular, our performance bound
is proportional to the condition number k(A ) which is a well-known spectral prop-
erty. Our derived AR is expressed as 1 + (k(A)? —1)/(N — K) which approaches
1 in certain asymptotic cases. Our proposed algorithm enjoys linear complexity
w.r.t. the size of original dataset which results in filling a historical gap between
practical and theoretical methods in finding representatives. In addition to evaluat-
ing the proposed algorithm on a synthetic dataset, we show that it can be utilized
in real-world applications such as graph node sampling for optimizing the shortest
path criterion, and learning a classifier with representative data.

INTRODUCTION

Low-rank approximation is one of the fundamental workhorses of machine learning and optimization.
It has applications for dimension reduction and clustering in recommendation systems, text mining,
and computer vision. It is a building block for data compression algorithms such as PCA, where the
data are transferred into an eigenspace representation to learn the representative samples which are
suitable for the whole data. The representations are either in a lower-dimensional space or expressed
in terms of pseudo-data not part of the original dataset.! Thus, these methods are not applicable for
data sampling. However, it was shown recently that spectral methods are useful tools to devise a
sampling framework Zaeemzadeh et al. (2019). In spectral-based sampling, the goal is to keep the
spectrum of representatives as close as possible to the spectrum of the original data. Shannon sampling
Unser (2000), the most theoretically strong sampling scheme also follows the strategy of keeping the
spectrum of the original and sampled function equal to each other, and a reconstruction guarantee is
established for signal sampling in an infinite-dimensional space based on spectral properties.

Datasets encountered in practice are usually composed of a large number of vectors in a finite-
dimensional space. Assume M samples in an N-dimensional space organized in matrix A € RV*M
Let S be a set of integers between 1 and M, which, when used to index the columns of A, define a
collection of samples. We define a matrix of the form V = [v,,x] which projects back from the sampled
to the original data. We consider the following optimization problem for finding the optimal sampling

IFor example, when studying a face dataset, eigenfaces are spectral components found by PCA and are not
part of the dataset. This is similar to K-means clustering, where centroids are not members of the original dataset.
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and back-projection:

M
{s",V}=argmin Y lam— Y awvall3 +21S], M
SV m=1 keS

where A is a parameter that regularizes the rate of sampling. We refer the cardinality of the set S* as
the self-rank of matrix A in this paper. Substituting a; in the inner summation with an arbitrary vector
u € RN simplifies this problem to the truncated singular value decomposition (SVD). In this case, |S|
is simplified to the conventional definition of rank for matrix A. However, the conventional spectral
decomposition using SVD is not suitable for data sampling since singular vectors are arbitrary vectors
not actual samples. Enforcing the principal bases to be from the dataset itself in equation 1 results in
a self-representative low-rank approximation. This problem is related to the column subset selection
problem (CSSP) Boutsidis et al. (2009), a problem that is known to be NP-hard Shitov (2017); Civril
(2014) and subject of ongoing research Dan et al. (2019); Song et al. (2019b;a).

In this paper, we propose a versatile sampling framework to determine the self-rank and to identify the
corresponding samples. Our approach is based on spectral decomposition; we compute the minimum
number of samples that cover the K most significant spectral components of the dataset. The main
motivation of the present work and the role of proposed method among the vast literature of CSSP
are explained in the next section. The main contributions of this paper can be summarized as follows:

e We introduce Spectrum Pursuit with Residual Descent (SP-RD), a constructive algorithm that jointly
estimates the self rank and samples corresponding to informative columns.

e We prove an upper bound for the SP-RD projection error, and show that in two special cases, the
bound is asymptotically the tightest one.

e We show that the SP-RD algorithm leads to improved performance in a number of applications,
including graph node sampling with shortest path criterion and selection of training data for a classifier.

RELATED WORK AND MOTIVATION

There is a large line of work on data selection in machine learning which are mainly studied under
context of CSSP and volume sampling (VS). See Bardenet & Maillard (2015); Dieng et al. (2017);
Campbell & Broderick (2018); Langberg & Schulman (2010); Dasgupta (2011; 2006); Huggins
et al. (2016); Clarkson & Woodruff (2013); J. W. Demmel & Xiang (2015); Gu (2015); Duersch
& Gu (2015) for a non-exhaustive list. Motivated by the fact that datasets continue to grow larger
and larger over time, a popular approach relies on the modification of the dataset itself, such that its
size is shrunken while preserving its original statistical properties. On this observation, (Bardenet &
Maillard, 2015) studied the reduction in size of a large dataset using random linear projection. On a
similar note, (Huggins et al., 2016; Dieng et al., 2017; Campbell & Broderick, 2018) constructed a
weighted subset of a large dataset, the Bayesian coreset, for a wider class of Bayesian models.

Many other efforts have been devoted to data selection and coreset construction algorithms. Examples
include pivoted QR factorization and matrix subset selection, which are under the umbrella of
column subset selection problem Paul et al. (2015); Dan et al. (2019); Song et al. (2019a;b), that
can be considered as a form of unsupervised feature selection or prototype selection. We briefly
discuss the key models relevant to our work. One line of work focuses on the randomized matrix
algorithms which have been developed in fast least squares Clarkson & Woodruff (2013), sketching
algorithms J. W. Demmel & Xiang (2015) and low-rank approximation problems Gu (2015). Authors
in Duersch & Gu (2015) develop a randomized QR with column pivoting (RQRCP), where random
sampling (RNDS) is used for column selection. A comprehensive summary of these algorithms and
their theoretical guarantee is available in Table 1 in Christos Boutsidis & Drinea (2009). Most of these
algorithms can be roughly categorized into two branches. One branch of algorithms are based on rank-
revealing QR (RRQR) decomposition Gu & Eisenstat (1996). It has been proved in Christos Boutsidis
& Drinea (2009) that RRQR is nearly optimal in terms of residue norm. On the other hand, sampling
based methods Petros Drineas & Muthukrishnan (2008) try to select columns by sampling from
certain distributions over all columns of an input matrix. Extension of sampling based methods
to general low-rank matrix approximation problems was also investigated in Srinadh Bhojanapalli
(2016). Let us denote the best rank-K approximation of matrix A by Ag. The data matrix A is
approximated in polynomial-time in Deshpande & Rademacher (2010b) and a lower bound on the
required number of samples as O (KlogK + K/€), where € is the coefficient of the relative error,
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Table 1: The comparison of upper bound on the error of some well-known low-rank approximation algorithms
for the CSSP. In all methods, K is considered to be the target rank and approaching A is the goal of sampling.
Our achieved AR is compared with Brute-force Dan et al. (2019), Improved CSSP Boutsidis et al. (2009),
Volume sampling Deshpande & Rademacher (2010a), CUR Decomposition Drineas et al. (2008), and Near-
optimal Boutsidis et al. (2014).

Algorithm | selected samples | Upper bound | Complexity
Brute-force K VI+K|A—Ag| brute force ()
Improved CSSP K O (K\/TogK) ||A — Ak||y| O (min {MN* M*N})
Volume sampling K (K+1)[|A—Ak|| g O (KNM"logM)
CUR Decomposition | O(Klog(K)/€?) (1+8)||A—Ak||p 0 (MK?log(K))
Near-optimal 2K /¢ (1+¢€)||A—Akllp O (NMK*e~?)
Ours \ K | (+9lA—-Akllz | O (NMK)

has been obtained in Deshpande & Rademacher (2010b); P. Drineas & Muthukrishnan (2006). In
other words, a subset of data is selected such that the projection error of all samples on it is less than
(14+¢€)||A— Ak||r. For a smaller value of €, we need more selected samples to achieve the desired
projection error. A tighter bound for the number of required samples is introduced in Boutsidis et al.
(2014). They show that O (K/¢€) columns contain a subspace which approximates A with coefficient
error of (1+ €). Here, we introduced our approach based on recent advances on data sampling. The
reader is invited to see the supplementary document for more elaboration. Our proposed bound is
the first work in the literature that targets rank-K approximation using only K samples while € can
approach to 0 asymptotically.

The AR of existing low-rank approximation methods are only a function of K. We refer the reader
to Table 1 for a brief survey of upper bounds on various low-rank models for sampling. Methods
in Table 1 are either impractical or shown to be working in very limited practical settings in their
experiments. This motivates two main questions in our work: How many samples suffice to represent
a dataset? and How can we select such data representatives considering the intrinsic structure of
the dataset?. Our proposed method is based on spectrum pursuit (SP) algorithm which is shown to
be working efficiently in a wide range of applications Joneidi et al. (2020). In the present paper we
will show theoretically that why SP outperforms state-of-the-art methods in sampling. Moreover, an
extension of SP algorithm will be presented which is more accurate and provably convergent. As
reflected in Table 1, there is no sampling algorithm whose AR is controlled by structural or spectral
properties (such as condition number k(A)) of the matrix A. In this paper, a theoretical upper bound
is established which depends on spectral properties of A in addition to data dimensions and the
target rank K. Sampling literature includes a vast set of practical methods which function in limited
occasions appropriately, however, come short in theoretical guarantee. On the other hand, one can find
sampling methods in the literature supported by established theoretical guarantees with no practical
applications. In the present work, for the first time we fill a historical gap between practical sampling
and theoretical sampling.

JOINT SELF-RANK ESTIMATION AND SAMPLING
We introduce an equivalent problem to equation 1 that is solved efficiently.

M
S* = argmin [S| st. Y [lam—) a3 < Ex||A||% ()
S m=1 keS

where Ex € [0,1] is the projection error corresponding to the best rank-K approximation of data
normalized to || A||%. Parameter K is a user specified target rank. As K increases, more samples are
needed in set S in order to reach the desired error. The cardinally of set S* for a specified K is denoted
by Sk (A) and it is called the self-rank of dataset A with parameter K. For example, setting Ex = 0.25
results in a set of samples such that their combination is able to reconstruct all data with 25% error. It
is straightforward to find a target rank to provide the desired error by using truncated SVD. Fig. 1
Left shows the low-rank approximation error of SVD versus an assumed target rank for a subset of
Multi-PIE face dataset with 52,000 images. For instance, 9 spectral components are needed to span
all data with a normalized error of less than 0.25. Since spectral components in SVD are not among
samples of data, we need to solve Problem (2) in order to find the minimum number of actual samples,
such that their span provides a span as accurate as that of the first 9 spectral components. Fig. 1 Right
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Figure 1: The relation between an assumed target rank and the corresponding self-rank. (a) Reconstruction
error of the truncated SVD for 52,000 images from the CMU Multi-PIE face dataset. In order to reach below
the normalized error of 0.25 indicated by the dark broken line K = 9 spectral components are needed. (b) The
computed self-rank by solving Problem (2) versus difference values of K. Setting K = 9 ensures an error below
0.25 and it requires at least 15 real samples.
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Figure 2: (a) The set of first 9 spectral components a.k.a. Eigen (Fisher) faces for 52,000 images from CMU
Multi-PIE dataset. Linear combination of these components is able to reconstruct all 52,000 images with an
average error less than 25%. (b) A subset of dataset with 15 images is found such that their span is as accurate as
the span of the first 9 spectral components.

shows the computed self-rank versus the target rank. As an example, there is a subset of the dataset
with 15 samples such that their span is as accurate as the span of first 9 spectral components as shown
in Fig 2. In other words, there are 15 samples in the dataset such that they are able to reconstruct all
the dataset with an error less than 25%. The normalized error, Ek, is a user-specified parameter and
it can be set to any value between 0 and 1. The target rank of matrix A corresponding to a desired
projection error, E, is defined as the minimum integer K that satisfies (X ¢, 672)/||A||% < Ex.
The n™ singular value of matrix A is denoted by o,,. The self-rank of matrix A with parameter K is
equal to the minimum number of columns in A such that their span approximates A by an error less
than the error of best rank-K approximation, i.e., the smallest size for set S that holds
N

1 1r<+1°'2
|A— AgALA||y < Znk=1 O
s AllZ

Matrix As refers to sampled columns of A, and A; is the Moore—Penrose inverse of Ag.

PRACTICAL ALGORITHM FOR SAMPLING

Solving Problem equation 2 implies a combinatorial search that is not feasible for a massive dataset
and a large target rank. However, computing the target rank is tractable via SVD. Since self-rank is
lower-bounded by target rank, a practical algorithm should start searching for self-rank values greater
than the target rank. Thus, we start with solving the following problem with a fixed |S| = K, and
check if the constraint in Problem equation 2 is satisfied for a desired error threshold.

M
S* = argmin Z lam —Z a3 st S| < K. (3)
S m=1 keS

The solution for S does not guarantee that the error in the constraint of Problem equation 2 is less
than the desired Ex. The minimum integer, K, that satisfies the constraint in (2) is considered as the
self-rank of dataset A with parameter K. If the error is higher than the desired threshold indicated by
Ek, the cardinality of set S is increased by 1, and Problem (3) is solved with a new value for K.

Spectrum Pursuit (SP) Algorithm is proposed in Joneidi et al. (2020) for solving equation 3. Inspired
by SP, a more accurate solver for equation 3 is proposed in this paper which is called Spectrum Pursuit
with Residual Descend (SP-RD). Deriving SP-RD Alg from equation 3 and its convergence analysis
are studied in the supplementary document. Alg. 1 shows the steps of SP-RD algorithm. In this
algorithm P is a parameter that controls the computational burden of the algorithm. The joint problem
of self-rank estimation and data sampling is summarized in Alg. 2. The heart of this algorithm is the
mentioned SP-RD algorithm. In the experiments we refer Alg. 2 as adaptive SP-RD. In Line 1 of
the algorithm K can be initialized using truncated SVD easily. Moreover, IIg(A) is the projection
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operator on the subspace spanned by columns of A indexed by set S. Mathematically, it is equal to
Ag(AL Ag)~' AL A Tt is noteworthy that the computational complexity of the SP-RD algorithm is
O(MN + K*N + MNP) per iteration, which depends on the computational burden parameter P. Note
that we only need the first singular vector and there are fast methods to get it. For the most relevant
cases, large dataset with K < N < M, the complexity is dominated by the O(MNP) per iteration and
we need to perform O(K) number of iterations. This is a linear complexity w.r.t M.

Algorithm 1: Spectrum Pursuit with Residual
Descent (SP-RD)

Require: A, Pand K Algorithm 2: Joint Self-rank Estimation and Data
Output: S Sampling via Adaptive SP-RD
1: Initialization:
S <A random subset of {1,..., M} with [S| =K Require: dataset A, P, and the desired sampling er-
{Sk}&_, + Partition S into K singletons. rore € [0,1]

iter=0 .
while the stopping criterion is not met Output: set S. ) )
2: k=mod(iter,K)+1 1: K < smallest K such that | A — Ak||z <e| A%
3: Uz = normalize column(Ag,g,) Ex=e
4 vi=A"UUuluy! a=K
5: E%:A_UE‘/ET S «+ SP-RD (A,R(X)
6:  wy = first left singular-vector of Ey While | A —TIg(A)|% > Ex| A||%
7: Q « P most correlated Col. of Ey with uy 7. o atl
8: Q=QUS; '
9: Sy « argmingq|| E; — aral Bz 33 S« SPRD(A,Pa)
10: S+ Uf’:l Sk/
11: iter=iter+1
end while

The state-of-the-art upper bound for the minimum required number of samples is introduced as 0(%)

Boutsidis et al. (2014), in order to guarantee that the projection error of sampling is not worse than the
projection error of rank-K approximation. In general, the purpose in CSSP problem is to find an upper
bound on the number of sampled data in set S to ensure that |A —TIg(A)||r < (1+¢€)||A—Ak]/r. In
the following theorem, we prove there exists an upper bound for € when the algorithm SP-RD is used
to select one sample. Please note that when K = 1, in Line 3, Uy is empty and in Line 5, By = A.

Theorem 1. Ler E| denote the error achieved by the best first rank-1 approximation of full-rank
data matrix A, i. e., ||A— A, H% Further, let p(A) denote rank-oneness measure of A defined in
Zaeemzadeh et al. (2019), and x(A) denote the condition number of matrix A. Assume that N is less
than M for the given large dataset A. Also, let {s} denote the singleton containing the best sample
selected by SP-RD algorithm. Then,

1A= 7, (A)|[F < (1+€)Ey, @)
(k(A)*—1)(1-p(A)*)

N-1 '
Therefore, the smallest possible € for the upper bound to be held can be set to the value found in the
above equation. Before proceeding to establish an upper bound for K selected samples, we briefly

discuss the established bound for one sample in the following remarks clarifying certain properties of
the obtained bound in two specific instances,

where € =

Remark 1- When k(A) = 1, the data matrix is isometric, meaning that all samples are of equal importance.
In this case, the projection error on the span of any sample is equal to the projection error on any spectral
component. Thus, | A — 75, (A)||F = ||[A — Aj]|r. In other words, the upper bound holds with correction factor
e=0.

Remark 2- p(A) = 1 means that all the energy of the samples selected is accumulated in the direction of the
first eigenvector. In other words, the first sample is oriented towards the best rank-1 approximation of the data
matrix, i.e., uy. Therefore, € = 0, and the upper bound holds tightly. This is trivial as the first sample turns out to
be the best rank-1 approximation itself.
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Theorem 2. Let ||A —Ag H% denote the minimum error achieved by the best first rank-K approximation of data
matrix A. Further, let Sk = {s1,...sg } be the set containing K samples selected by Alg 1. Then,

A2 —1
|4~ (A} < (1 +)|A- Al foranye> AL

All proofs can be found in the supplementary material. The proposed SP-RD is the extended version of SP
Joneidi et al. (2020) and iterative projection and matching (IPM) algorithm Zaeemzadeh et al. (2019). Theorem
2 shows us the theoretical reason behind the exhibited success of SP family algorithms for a very wide range of
applications due to their simplicity and accuracy. SP and IPM algorithms has no parameter for fine tuning and
parameter P in SP-RD does not need fine tuning and it can be set according to our accessible computational power.
These favorable properties make the class of SP algorithms problem-independent and dataset-independent.

EXPERIMENTAL RESULTS

In this section, we apply our above theoretical results to perform learning tasks employing the selected samples
of datasets based on their complexity, which is reflected in their self-rank. Our aim is to reduce training size of
massive data such that accuracy of learning tasks is maintained. Applications of the class of SP algorithms are
studied recently Joneidi et al. (2020); Zaeemzadeh et al. (2019). In this section, first a synthetic experiment is
designed in order to estimate an oracle self-rank. Then, two new real-world applications are studied.

SELF-RANK ESTIMATION ON SYNTHETIC DATA

Since the computation of self-rank is a combinatorial problem, we need to synthesize a dataset with a
known self-rank in order to evaluate sampling algorithms in Alg. 1 and Alg. 2. The known self-rank
is assumed as a lower bound on the estimated self-rank using Alg. 2.

A synthetic full-rank dataset is generated with M 1

samples in 200 dimensional space. First, we gener-

ate 20 linearly-independent samples whose target 08y

rank is equal to 15 with parameter Ex = 0.12 We Zosl “arrn :ﬁ:;;”

call these 20 samples base samples. Then, M —20 Z —SP (P=1)

samples are generated by linear combination of EOA’ Egg

base samples. Finally, all M generated samples Q*M’ —SMRS

are contaminated with noise in the null-space of ‘ &

base samples to result in a full rank dataset. Since ol ———=

base samples can be approximated by a rank-15 200 400 600 800 10;(/3 1200 1400 1600 1800 2000

subspace, the whole dataset can be approximated Figure 3: A synthetic datas[et is generated with self-
by a rank-15 decomposition. However, those 20 rank equal to 20 with Eg = 0.1. There are 20 base
base samples correspond to the self-rank of dataset. samples in the dataset which are unknown. This figure
We test this dataset using different selection al- Shows the probability of capturing the base samples
gorithms. An efficient algorithm summarizes the it the sampled subset.

dataset to the base samples. Fig. 3 shows the probability of selection from the underlying base samples
using different algorithms. We let all selection algorithms to sample 20 data. As can be seen, SP-RD
algorithm successfully finds all base samples for up to 1000 generated samples. Increasing P (number
of correlated samples) in the SP-RD algorithm results in a more accurate solution to Problem 3. We
perform SP-RD with 200 iterations. Note that SP algorithm is equivalent to the SP-RD algorithm
with P = 1. Table 2 shows the estimated value for the self-rank of the generated synthetic dataset.
Setting P > 8 results in estimating the oracle value for the underlying self-rank. The desired Ex is set
to 0.1. It is worthwhile to mention that random selection on average needs 67 samples to have the
same accuracy as the projection error of the 20 underlying base samples. While SP-RD with P =8
only needs 20 samples, i.e., base samples are selected intelligently.

REPRESENTATIVE SELECTION FROM CMU MULTI-PIE DATASET
Here, CMU Multi-PIE Face Database is considered for representative selection Gross et al. (2010). A

cropped version of this dataset is available online at 3, which contains 249 subjects with 13 poses,
20 illuminations, and 2 expressions. Thus, there are 520 images for each subject. Fig. 4 compares

ZPlease refer to Fig. 1 and Fig. 2 for definition of target rank and its relation to self-rank.
3https://drive.google.com/open?id= 1QxNCh6vINSZkod1Rg_zHLIIFM8WyXix4
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Table 2: Estimated self rank for the described synthetic data using SP-RD algorithm with different values for
parameter P. The expected estimated self-rank using random selection is computed as 67. It means on average
67 samples are needed to span the dataset as accurate as the span of 20 samples found by SP-RD algorithm.

P P=1(SP) P=3 P=5 P=7 P=8 P=10
Estimated self-rank 54 43 34 26 20 20

SP-RD -SP —4-DS3 -A-FFS

140 1.42]|A — Ak||

é S&SMRS  S5C -g-K-med 4-VS —VS (57.22 sec)
\ 5 |—K-MED (1.849 sec)
= ) S5C (0.431 sec)
= —SMRS (737.1 sec)
= | =FFS (0.145 sec)
= T |—DS3 (1047 sec)
T —SP (0.937 sec)
= DR SP-RD P=10 (2.263 sec)
5 6 7 8 9 10 11 12 13 14 15
K

Figure 4: The averaged cost function of CSSP for selecting K samples from each class of Multi-pie face dataset
with 130,000 images. The projection error is normalized by the projection error of the best rank-K approximation.
SP-RD algorithm is compared with the state-of-the art methods including with SP Joneidi et al. (2020), DS3
Elhamifar & Vidal (2013), FFS You et al. (2018), SMRS Elhamifar et al. (2012), SSC Matsushima & Brbic
(2019), K-medoids Vijaya et al. (2004) and volume sampling Deshpande & Rademacher (2010b).

the performance of different state-of-the-art selection algorithms in terms of CSSP normalized
projection error, which is defined as the CSSP cost function in equation 3 for a given selection method
normalized by || A — Ak||. The normalized error is averaged for all 249 subjects. Parameter P is set
as 10 for SP-RD algorithm and in order to select K samples, 5K iterations are performed. As it can
be seen, the obtained approximation ratios are much better than the tightest theoretical bound in the
literature which is v/1 + K. In practice, for multi-pie face dataset, the achieved AR using different
algorithms is better than 1.42 for K < 15. Moreover, the proposed SP-RD reaches an AR around 1.15
which is the closest to the best possible AR which is 1.

ADAPTIVE SAMPLING FROM MNIST DATASET FOR CLASSIFICATION

To evaluate the effectiveness of our algorithm, we apply our algorithm on MNIST dataset classification
task. In order to apply adaptive sampling, first MNIST data points are transferred to a feature space. A
simple back-bone architecture is utilized for both feature selection and classification tasks to prevent
architecture-specific bias. We train our feature net for classification task on Omniglot dataset Lake
et al. (2011) and pick the last convolution layer as the features. We transform every image in MNIST
training set into a vector of length 256 with the trained feature net. Our classifier also has the same
architecture as our feature net and the only difference is that the last layer consists of only 10 neurons
which is the number of classes in MNIST.

Figure 5 shows the result of these experiments. In adaptive sampling scenario using SP-RD algorithm,
we consider the complexity of each class in MNIST training data determined by the introduced
self-rank for each class. We compute the self-rank of each class using Alg. 2 alongside with optimal
samples. Therefore, the number of selected samples are class dependent. This forms a non-uniform
sampling which samples data for learning from each class in an adaptive fashion. We compare
this to random selection, and the selection carried out by SP-RD with a fixed number of selected
samples from each class. Moreover, K-mediods, SMRS, and dual volume sampling (DVS) Li et al.
(2017) algorithms are compared. Splitting the sampling budget adaptively according to the introduced
self-rank results in improvement of classification performance. This experiment is designed based on
a generic architecture with a typical dataset. However, other selection algorithms do not provide a
gain over random selection.

ADAPTIVE GRAPH SUMMARIZATION

A graph network is characterized by structural features such as degree distribution, average shortest-
path length (ASPL) and the clustering coefficient. Calculating the APSL of a large graph is memory
space and computation intensive. Hence, we propose an alternative efficient method for computing the
ASPL with a reasonable error. Instead of the shortest path between all pairs of vertices we compute
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Table 3: Number of samples needed to achieve the threshold of 0.15 on the error of APSL on the Cora dataset.

Algorithms Number of samples
SP-RD (P=10) 105

FFS You et al. (2018) 138

DS3 Elhamifar et al. (2016) 145
VSDeshpande & Rademacher (2010b) 147

IS Olivier Bachem (2017) 250

SP Joneidi et al. (2020) 140
FWCampbell & Broderick (2018) 384

MP Bo et al. (2011) 475

GIGA Campbell & Broderick (2018) 490

the ASPL between all the vertices and some selected vertices. Given a graph G we first select a
subset of the vertices and then we exploit the measure of ASPL to evaluate the accuracy. Let G be
the graph of the real world citation graph datasets, Cora with the set of vertices V *. Further, let
dist(v,v) denote the shortest distance between v; and v, (vi,v, € V). Then, the error is defined as

err= ﬁ X dist(vi,v)) — % X dist(v;,v;)| where |S] s the selected samples by the algorithms
(i,j)ev i€S,jev

specified in the table. The more representative these selected vertices are the less error we get. More
importantly, the less selected samples are adopted by each algorithm the faster the ASPL will be
obtained. For a fair comparison between our algorithm and the state-of-the-art we consider a pre-
defined threshold (err;, = 0.15) on the error of the approximation based on the topology of the graph
and we observe each algorithm to see how many data each algorithm needs to satisfy that precision
of error on the shortest path. The results of these experiments are shown in Table 3.

CONCLUSION

In this paper, we study the problem of subset selection, which has many applications in machine
learning. The general goal is to select a subset from a large set of data such that their linear combination
is able to target rank-K approximation. We have propounded a novel adaptive sampling technique
from a given dataset for machine learning tasks. This sampling method is based on considering
the spectral properties of the given data matrix. Our algorithm delivers a tight theoretical bound
on the approximation ratio. The proposed algorithm enjoys a linear computational complexity and
at the same time it provides an outstanding practical performance and a theoretical approximation
guarantee. These favorable properties make our proposed algorithm a new paradigm in the literature
of data sampling. The elongated proof is included in our supplementary material. We also present
experiments on synthetic and real world datasets to demonstrate significant performance superiority
to other sampling methods in different learning tasks.

4The dataset contain sparse bag-of-words feature vectors for each document and a list of citation links
between documents. We treat the citation links as (undirected) edges and construct a binary, symmetric adjacency
matrix A with 2,708 nodes and 5,429 edges.
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