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ABSTRACT

Adam (Kingma & Ba, 2015) is the de facto optimizer in deep learning, yet its
theoretical understanding remains limited. Prior analyses show that Adam favors
solutions aligned with ℓ∞-geometry, but these results are restricted to the full-batch
regime. In this work, we study the implicit bias of incremental Adam (using one
sample per step) for logistic regression on linearly separable data, and show that its
bias can deviate from the full-batch behavior. To illustrate this, we construct a class
of structured datasets where incremental Adam provably converges to the ℓ2-max-
margin classifier, in contrast to the ℓ∞-max-margin bias of full-batch Adam. For
general datasets, we develop a proxy algorithm that captures the limiting behavior
of incremental Adam as β2 → 1 and characterize its convergence direction via
a data-dependent dual fixed-point formulation. Finally, we prove that, unlike
Adam, Signum (Bernstein et al., 2018) converges to the ℓ∞-max-margin classifier
for any batch size. Overall, our results highlight that the implicit bias of Adam
crucially depends on both the batching scheme and the dataset, while Signum
remains invariant.

1 INTRODUCTION

The implicit bias of optimization algorithms plays a crucial role in training deep neural net-
works (Vardi, 2023). Even without explicit regularization, these algorithms steer learning toward
solutions with specific structural properties. In over-parameterized models, where the training data
can be perfectly classified and many global minima exist, the implicit bias dictates which solutions are
selected. Understanding this phenomenon has become central to explaining why over-parameterized
models often generalize well despite their ability to fit arbitrary labels (Zhang et al., 2017).

A canonical setting for studying implicit bias is linear classification on separable data with logistic
loss. In this setup, achieving zero training loss requires the model’s weights to diverge to infinity,
making the direction of convergence—which defines the decision boundary—the key object of study.
Seminal work by Soudry et al. (2018) establishes that gradient descent (GD) converges to the ℓ2-
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Figure 1: Mini-batch Adam loses the ℓ∞-max-margin bias of full-batch Adam. Cosine similarity
between the weight vector and the ℓ2-max-margin (left) and ℓ∞-max-margin (right) solutions in
a linear classification task on 10 data points drawn from the 50-dimensional standard Gaussian.
Full-batch Adam with (β1, β2) = (0.9, 0.95) converges to the ℓ∞-max-margin solution, whereas
mini-batch variants with batch size 1 converge closer to the ℓ2-max-margin direction. See Appendix C
for experimental details.
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max-margin solution. This foundational result has inspired extensive research extending the analysis
to neural networks, alternative optimizers, and other loss functions (Gunasekar et al., 2018b; Ji &
Telgarsky, 2019; 2020; Lyu & Li, 2020; Chizat & Bach, 2020; Yun et al., 2021). In this work, we
revisit the simplest setting—linear classification on separable data—to examine how the choice of
optimizer shapes implicit bias.

Among modern optimization algorithms, Adam (Kingma & Ba, 2015) is one of the most widely used,
making its implicit bias particularly important to understand. Zhang et al. (2024a) show that, unlike
GD, full-batch Adam converges in direction to the ℓ∞-max-margin solution. This behavior is closely
related to sign gradient descent (SignGD), which can be interpreted as normalized steepest descent
in the ℓ∞-norm and is also known to converge to the ℓ∞-max-margin direction (Gunasekar et al.,
2018a; Fan et al., 2025). Xie et al. (2025) further attribute Adam’s empirical success in language
model training to its ability to exploit the favorable ℓ∞-geometry of the loss landscape.

Yet, prior work on implicit bias in linear classification has almost exclusively focused on the full-batch
setting. In contrast, modern training relies on stochastic mini-batches, a regime where theoretical
understanding remains limited. Notably, Nacson et al. (2019) show that SGD preserves the same
ℓ2-max-margin bias as GD, suggesting that mini-batching may not alter an optimizer’s implicit bias.
But does this extend to adaptive methods such as Adam?

Does Adam’s characteristic ℓ∞-bias persist under the mini-batch setting?

Perhaps surprisingly, we find that the answer is no. Our experiments (Figure 1) illustrate that when
trained on Gaussian data, full-batch Adam converges to the ℓ∞-max-margin direction, whereas
mini-batch Adam variants with batch size 1 converge closer to the ℓ2-max-margin direction. To
explain this phenomenon, we develop a theoretical framework for analyzing the implicit bias of
mini-batch Adam, focusing on the batch size 1 case as a representative contrast to the full-batch
regime. To the best of our knowledge, this work provides the first theoretical evidence that Adam’s
implicit bias is fundamentally altered in the mini-batch setting.

Our contributions are summarized as follows:

• We analyze incremental Adam, which processes one sample per step in a cyclic order. Despite
its momentum-based updates, we show that its epoch-wise dynamics can be approximated by a
recurrence depending only on the current iterate, which becomes a key tool in our analysis (see
Section 2).

• We demonstrate a sharp contrast between full-batch and mini-batch Adam using a family of
structured datasets, Generalized Rademacher (GR) data. On GR data, we prove that incremental
Adam converges to the ℓ2-max-margin solution, while full-batch Adam converges to the ℓ∞-max-
margin solution (see Section 3).

• For general dataset, we introduce a uniform-averaging proxy that predicts the limiting behavior of
incremental Adam as β2 → 1. We characterize its convergence direction as the primal solution of
an optimization problem defined by a dual fixed-point equation (see Section 4).

• Finally, we prove that Signum (SignSGD with momentum; Bernstein et al. (2018)), unlike Adam,
maintains its bias toward the ℓ∞-max-margin solution for any batch size when the momentum
parameter is sufficiently close to 1 (see Section 5).

2 HOW CAN WE APPROXIMATE WITHOUT-REPLACEMENT ADAM?

Notation. For a vector v, let v[k] denote its k-th entry, vt its value at time step t, and vs
r ≜ vrN+s

unless stated otherwise. For a matrix M, let M[i, j] denote its (i, j)-th entry. We use ∆N−1 to denote
the probability simplex in RN . Let [N ] = {0, 1, · · · , N−1} denote the set of the first N non-negative
integers. For a PSD matrix M, define the energy norm as ∥x∥M ≜

√
x⊤Mx. For vectors,

√
·, (·)2,

and ·
· operations are applied entry-wise unless stated otherwise. Given two functions f(t), g(t), we

denote f(t) = O(g(t)) if there exist C, T > 0 such that t ≥ T implies |f(t)| ≤ C|g(t)|. For two
vectors v and w, we denote v ∝ w if v = c ·w for a positive scalar c > 0. Let r = a mod b denote
the remainder when dividing a by b, i.e., 0 ≤ r < b.

Algorithms. We focus on incremental Adam (Inc-Adam), which processes mini-batch gradients
sequentially from indices 0 to N − 1 in each epoch. Studying Inc-Adam provides a tractable way
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Algorithm 1 Det-Adam

Hyperparams: Learning rate schedule {ηt}T−1
t=0 ,

momentum parameters β1, β2 ∈ [0, 1)
Input: Initial weight w0, dataset {xi}i∈[N ]

1: Initialize momentum m−1 = v−1 = 0
2: for t = 0, 1, 2, . . . , T − 1 do
3: gt ← ∇L(wt)
4: mt ← β1mt−1 + (1− β1)gt

5: vt ← β2vt−1 + (1− β2)g
2
t

6: wt+1 ← wt − ηt
mt√
vt

7: end for
8: return wT

Algorithm 2 Inc-Adam

Hyperparams: Learning rate schedule {ηt}T−1
t=0 ,

momentum parameters β1, β2 ∈ [0, 1)
Input: Initial weight w0, dataset {xi}i∈[N ]

1: Initialize momentum m−1 = v−1 = 0
2: for t = 0, 1, 2, . . . , T − 1 do
3: gt ← ∇Lit(wt), it = t mod N
4: mt ← β1mt−1 + (1− β1)gt

5: vt ← β2vt−1 + (1− β2)g
2
t

6: wt+1 ← wt − ηt
mt√
vt

7: end for
8: return wT

to understand the implicit bias of mini-batch Adam: our experiments show that its iterates converge
in directions closely aligned with mini-batch Adam of batch size 1 under both with-replacement and
random-reshuffling sampling. Sharing the same mini-batch accumulation mechanism, Inc-Adam
serves as a faithful surrogate for theoretical analysis. Pseudocodes for Inc-Adam and full-batch
deterministic Adam (Det-Adam) are given in Algorithms 1 and 2.

Stability Constant ϵ. In practice, we often consider an additional ϵ term for numerical stability and
update with wt+1 = wt − ηt

mt√
vt+ϵ

. In fact, when investigating the asymptotic behavior of Adam,
the stability constant significantly affects the converging direction, since vt → 0 as t → ∞ and ϵ
dominates vt. Wang et al. (2021) investigate RMSprop and Adam with the stability constant, yielding
their directional convergence to ℓ2-max-margin solution. More recent approaches, however, point
out that analyzing Adam without the stability constant is more suitable for describing its intrinsic
behavior (Xie & Li, 2024; Zhang et al., 2024a; Fan et al., 2025). We adopt this view and consider the
version of Adam without ϵ.

Problem Settings. We primarily focus on binary linear classification tasks. To be specific, training
data are given by {(xi, yi)}i∈[N ], where xi ∈ Rd, yi ∈ {−1,+1}. We aim to find a linear classifier
w which minimizes the loss

L(w) =
1

N

∑
i∈[N ]

ℓ(yi⟨w,xi⟩) =
1

N

∑
i∈[N ]

Li(w),

where ℓ : R→ R is a surrogate loss for classification accuracy and Li(w) = ℓ(yi⟨w,xi⟩) denotes
the loss value on the i-th data point. Without loss of generality, we assume yi = +1, since we
can newly define x̃i = yixi. In this paper, we consider two loss functions ℓ ∈ {ℓexp, ℓlog}, where
ℓexp(z) = exp(−z) denotes the exponential loss and ℓlog(z) = log(1 + e−z) denotes the logistic loss.

To investigate the implicit bias of Adam variants, we make the following assumptions.
Assumption 2.1 (Separable data). There exists w ∈ Rd such that w⊤xi > 0, ∀i ∈ [N ].
Assumption 2.2. xi[k] ̸= 0 for all i ∈ [N ], k ∈ [d].
Assumption 2.3 (Learning rate schedule). The sequence of learning rates, {ηt}∞t=1, satisfies

(a) {ηt}∞t=1 is decreasing in t,
∑∞

t=1 ηt =∞, and limt→∞ ηt = 0.

(b) For all β ∈ (0, 1), c1 > 0, there exist t1 ∈ N+, c2 > 0 such that
∑t

τ=0 β
τ (ec1

∑τ
τ′=1

ηt−τ′ −
1) ≤ c2ηt for all t ≥ t1.

Assumption 2.1 guarantees linear separability of the data. Assumption 2.2 holds with probability 1
if the data is sampled from a continuous distribution. Assumption 2.3 originates from Zhang et al.
(2024a) and it takes a crucial role to bound the error from the movement of weights. We note that
a polynomial decaying learning rate schedule ηt = (t+ 2)−a, a ∈ (0, 1] satisfies Assumption 2.3,
which is proved by Lemma C.1 in Zhang et al. (2024a).

The dependence of the Adam update on the full gradient history makes its asymptotic analysis
largely intractable. We address this challenge with the following propositions, which show that the
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epoch-wise updates of Inc-Adam and the updates of Det-Adam can be approximated by a function
that depends only on the current iterate. This result forms a cornerstone of our future analysis.
Proposition 2.4. Let {wt}∞t=0 be the iterates of Det-Adam with β1 ≤ β2. Then, under Assump-

tions 2.2 and 2.3, if limt→∞
η
1/2
t L(wt)

|∇L(wt)[k]| = 0, then the update of k-th coordinate wt+1[k] −wt[k]

can be represented by
wt+1[k]−wt[k] = −ηt (sign(∇L(wt)[k]) + ϵt) , (1)

for some limt→∞ ϵt = 0.

Proposition 2.5. Let {wt}∞t=0 be the iterates of Inc-Adam with β1 ≤ β2. Then, under Assump-
tions 2.2 and 2.3, the epoch-wise update w0

r+1 −w0
r can be represented by

w0
r+1 −w0

r = −ηrN

Cinc(β1, β2)
∑
i∈[N ]

∑
j∈[N ] β

(i,j)
1 ∇Lj(w

0
r)√∑

j∈[N ] β
(i,j)
2 ∇Lj(w0

r)
2
+ ϵr

 , (2)

where β
(i,j)
1 = β

(i−j) mod N
1 , β

(i,j)
2 = β

(i−j) mod N
2 , Cinc(β1, β2) =

1−β1

1−βN
1

√
1−βN

2

1−β2
is a function of

β1, β2, and limr→∞ ϵr = 0. If ηt = (t+ 2)−a for some a ∈ (0, 1], then ∥ϵr∥∞ = O(r−a/2).

Discrepancy between Det-Adam and Inc-Adam. Propositions 2.4 and 2.5 reveal a fundamental
discrepancy between the behavior of Det-Adam and one of Inc-Adam. Proposition 2.4 demon-
strates that Det-Adam can be approximated by SignGD, which has been reported by previous works
(Balles & Hennig, 2018; Zou et al., 2023). Note that the condition is not satisfied when ∇L(wt)[k]

decays at a rate on the order of η1/2t L(wt), which often calls for a more detailed analysis (see Zhang
et al. (2024a, Lemma 6.2)). Such an analysis establishes that Det-Adam asymptotically finds an ℓ∞-
max-margin solution, a property that holds regardless of the choice of momentum hyperparameters
satisfying β1 ≤ β2 (Zhang et al., 2024a).

In stark contrast, our epoch-wise analysis illustrates that Inc-Adam’s updates more closely follow
a weighted, preconditioned GD. This makes its behavior highly dependent on both the momentum
parameters and the current iterate. The discrepancy originates from the use of mini-batch gradients;
the preconditioner tracks the sum of squared mini-batch gradients, which diverges from the squared
full-batch gradient. This discrepancy results in the highly complex dynamics of Inc-Adam, which
are investigated in subsequent sections.

3 WARMUP: STRUCTURED DATA

Eliminating Coordinate-Adaptivity. To highlight the fundamental discrepancy between
Det-Adam and Inc-Adam, we construct a scenario that completely nullifies the coordinate-wise
adaptivity of Inc-Adam’s preconditioner by introducing the following family of structured datasets.
Definition 3.1. We define Generalized Rademacher (GR) data as a set of vectors {xi}i∈[N ] which
satisfy |xi[k]| = |xi[l]|,∀k, l ∈ [d], for each i ∈ [N ]. We also assume that GR data satisfy
Assumptions 2.1 and 2.2, unless otherwise specified.

Applying Proposition 2.5 to the GR dataset, we obtain the following corollary.
Corollary 3.2. Consider Inc-Adam iterates {wt}∞t=0 on GR data. Then, under Assumptions 2.2
and 2.3, the epoch-wise update w0

r+1 −w0
r can be approximated by weighted normalized GD, i.e.,

w0
r+1 −w0

r = −ηrN

(∑
i∈[N ] ai(r)∇Li(w

0
r)

∥∇L(w0
r)∥2

+ ϵr

)
, (3)

where limr→∞ ϵr = 0 and c1 ≤ ai(r) ≤ c2 for some positive constants c1, c2 only depending on
β1, β2, {xi}i∈[N ]. If ηt = (t+ 2)−a for some a ∈ (0, 1], then ∥ϵr∥∞ = O(r−a/2).

Although the using a structured dataset simplifies the denominator in Equation (2), the dynamics are
still governed by weighted GD, which requires careful analysis. Prior work studies the implicit bias of
weighted GD, particularly in the context of importance weighting (Xu et al., 2021; Zhai et al., 2023),
but these analysis typically assume that the weights are constant or convergent. In our setting, the
weight ai(r) varies with the epoch count r. We address this challenge and characterize the implicit
bias of Inc-Adam on the GR data as follows.
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Figure 2: Mini-batch Adam converges to the ℓ2-max-margin solution on the GR dataset. We train
on the dataset x0 = (1, 1, 1, 1), x1 = (2, 2, 2,−2), x2 = (3, 3,−3,−3), and x1 = (4,−4, 4,−4).
Variants of mini-batch Adam with batch size 1 consistently converge to the ℓ2-max-margin direction,
while full-batch Adam converges to the ℓ∞-max-margin direction.

Theorem 3.3. Consider Inc-Adam iterates {wt}∞t=0 with β1 ≤ β2 on GR data under Assump-
tions 2.1 to 2.3. If (a) L(wt) → 0 as t → ∞ and (b) ηt = (t + 2)−a for a ∈ (2/3, 1], then it
satisfies

lim
t→∞

wt

∥wt∥2
= ŵℓ2 ,

where ŵℓ2 denotes the (unique) ℓ2-max-margin solution of GR data {xi}i∈[N ].

The analysis in Theorem 3.3 relies on Corollary 3.2, which ensures that the weights ai(r) are bounded
by two positive constants, c1 and c2. This condition is crucial to prevent any individual data from
having a vanishing contribution, which could cause the Inc-Adam iterates to deviate from the
ℓ2-max-margin direction. Furthermore, the controlled learning rate schedule is key to bounding the
ϵr term in our analysis. The proof and further discussion are deferred to Appendix E. As shown in
Figure 2, our experiments on GR data confirm that mini-batch Adam with batch size 1 converges in
direction to the ℓ2-max-margin classifier, in contrast to the ℓ∞-bias of full-batch Adam.

Notably, Theorem 3.3 holds for any choice of momentum hyperparameters satisfying β1 ≤ β2; see
Figure 9 in Appendix B for empirical evidence. This invariance of the bias arises from the structure of
GR data, which removes the coordinate adaptivity that momentum hyperparameters would normally
affect. For general datasets, the invariance no longer holds; the adaptivity persists and varies with the
choice of momentum hyperparameters, as discussed in Appendix A. In the next section, we introduce
a proxy algorithm to study the regime where β2 is close to 1 and characterize its implicit bias.

4 GENERALIZATION: ADAMPROXY

Uniform-Averaging Proxy. A key challenge in characterizing the limiting predictor of Inc-Adam
for a general datasets is that its approximated update (Proposition 2.5) is difficult to analyze directly.
To address this, we study a simpler uniform-averaging proxy, derived in Proposition 4.1 under the
limit β2 → 1. This approximation is well-motivated, as β2 is typically chosen close to 1 in practice.
Proposition 4.1. Let {wt}∞t=0 be the iterates of Inc-Adam with β1 ≤ β2. Then, under Assump-
tions 2.2 and 2.3, the epoch-wise update w0

r+1 −w0
r can be expressed as

w0
r+1 −w0

r = −ηrN

√1− βN
2

1− β2

∇L(w0
r)√∑N

i=1∇Li(w0
r)

2

+ ϵβ2
(r)

 ,

where lim supr→∞ ∥ϵβ2
(r)∥∞ ≤ ϵ(β2) and limβ2→1 ϵ(β2) = 0.

Definition 4.2. We define an update of AdamProxy as

δt = Prx(wt) ≜
∇L(wt)√∑N
i=1∇Li(wt)2

,

wt+1 = wt − ηtδt.

(4)
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Proposition 4.3 (Loss convergence). Under Assumptions 2.1 and 2.2, there exists a positive constant
η > 0 depending only on the dataset {xi}i∈[N ], such that if the learning rate schedule satisfies
ηt ≤ η and

∑∞
t=0 ηt =∞, then AdamProxy iterates minimize the loss, i.e., limt→∞ L(wt) = 0.

To characterize the convergence direction of AdamProxy, we further assume that the weights
{wt}∞t=0 and the updates {δt}∞t=0 converge in direction.
Assumption 4.4. We assume that: (a) learning rates {ηt}∞t=0 satisfy the conditions in Proposition 4.3,
(b) ∃ limt→∞

wt

∥wt∥2
≜ ŵ, and (c) ∃ limt→∞

δt

∥δt∥2
≜ δ̂.

Lemma 4.5. Under Assumptions 2.1, 2.2 and 4.4, there exists c = (c0, · · · , cN−1) ∈ ∆N−1 such
that the limit direction ŵ of AdamProxy satisfies

ŵ ∝
∑

i∈[N ] cixi√∑
i∈[N ] c

2
ix

2
i

, (5)

and ci = 0 for i /∈ S, where S = argmini∈[N ] ŵ
⊤xi is the index set of support vectors of ŵ.

Prior research on the implicit bias of optimizers has predominantly focused on characterizing the
convergence direction through the formulation of a corresponding optimization problem. For example,
the solution to the ℓp-max-margin problem,

max
w∈Rd

1

2
∥w∥2p subject to w⊤xi − 1 ≥ 0, ∀i ∈ [N ],

describes the implicit bias of the steepest descent algorithm with respect to the ℓp-norm in linear
classification tasks (Gunasekar et al., 2018a). However, Equation (5) does not correspond to the KKT
conditions of a conventional optimization problem. To address this, we introduce a novel framework
to describe the convergence direction, based on a parametric optimization problem combined with
fixed-point analysis between dual variables.
Definition 4.6. Given c ∈ ∆N−1, we define a parametric optimization problem PAdam(c) as

PAdam(c) : min
w∈Rd

1

2
∥w∥2M(c) subject to w⊤xi − 1 ≥ 0, ∀i ∈ [N ], (6)

where M(c) = diag(
√∑

j∈[N ] c
2
jx

2
j ) ∈ Rd×d. We define p(c) as the set of global optimizers of

PAdam(c) and d(c) as the set of corresponding dual solutions. Let S(w) = {i ∈ [N ] | w⊤xi = 1}
denote the index set for the support vectors for any w ∈ X(c).
Assumption 4.7 (Linear Independence Constraint Qualification). For any c ∈ ∆N−1 and w ∈ p(c),
the set of support vectors {xi}i∈S(w) is linearly independent.

Assumption 4.7 ensures the uniqueness of the dual solution for PAdam(c), which is essential for our
framework. This assumption naturally holds in the overparameterized regime where the dataset
{xi}i∈[N ] consists of linearly independent vectors.

Theorem 4.8. Under Assumptions 2.1 and 4.7, PAdam(c) admits unique primal and dual solutions,
so that p(c) and d(c) can be regarded as vector-valued functions. Moreover, under Assumptions 2.1,
2.2, 4.4 and 4.7, the following hold:

(a) p : ∆N−1 → Rd is continuous.

(b) d : ∆N−1 → RN
≥0\{0} is continuous. Consequently, the map T (c) ≜ d(c)

∥d(c)∥1
is continuous.

(c) The map T : ∆N−1 → ∆N−1 admits at least one fixed point.

(d) There exists c∗ ∈ {c ∈ ∆N−1 : T (c) = c} such that the convergence direction ŵ of
AdamProxy is proportional to p(c∗).

Theorem 4.8 shows how the parametric optimization problem PAdam(c) captures the characterization
from Lemma 4.5. The central idea is to treat the vector c from Equation (5) in a dual role: as both

6
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Algorithm 3 Fixed-Point Iteration

Input: Dataset {xi}i∈[N ], initialization c0 ∈ ∆N−1, threshold ϵthr > 0
1: repeat
2: Solve PAdam(c0) : min 1

2∥w∥M(c0) subject to w⊤xi − 1 ≥ 0,∀i ∈ [N ]
3: w← Primal(PAdam)
4: c1 ← Dual(PAdam)
5: δ ← ∥c1 − c0∥2
6: c0 ← c1
7: until δ ≤ ϵthr
8: return w

the parameter of PAdam(c) and as its corresponding dual variable. The convergence direction is then
identified at the point where these two roles coincide, leading naturally to the fixed-point formulation.

To computationally identify the convergence direction of AdamProxy based on Theorem 4.8, we
introduce the fixed-point iteration described in Algorithm 3. Numerical experiments confirm that the
resulting solution accurately predicts the limiting directions of both AdamProxy and Inc-Adam
(see Example 4.10). However, the complexity of the mapping T makes it challenging to establish a
formal convergence guarantee for Algorithm 3. A rigorous analysis is left for future work.

Data-dependent Limit Directions. We illustrate how structural properties of the data shape the
limit direction of AdamProxy through three case studies. These examples demonstrate that both
AdamProxy and Inc-Adam converge to directions that are intrinsically data-dependent.
Example 4.9 (Revisiting GR data). For GR data {xi}i∈[N ], the matrix M(c) reduces to a scaled
identity for every c ∈ ∆N−1. Hence, the parametric optimization problem PAdam(c) narrows down
to the standard SVM formulation

min
1

2
∥w∥22 subject to w⊤xi − 1 ≥ 0, ∀i ∈ [N ].

Therefore, Theorem 4.8 implies that AdamProxy converges to the ℓ2-max-margin solution. This
finding is consistent with Theorem 3.3, which establishes the directional convergence of Inc-Adam
on GR data. Together, these results indicate that the structural property of GR data that eliminates
coordinate adaptivity persists in the limit β2 → 1.
Example 4.10 (Revisiting Gaussian data). We next validate the fixed-point characterization in
Theorem 4.8 using the Gaussian dataset from Figure 1. The theoretical limit direction is given by
the fixed point of T defined in Theorem 4.8, which we compute via the iteration in Algorithm 3. As
shown in Figure 3, both AdamProxy and mini-batch Adam variants with batch size 1 converge to
the predicted solution, confirming the fixed-point formulation and the effectiveness of Algorithm 3.
Furthermore, this demonstrates that, depending on the dataset, the limit direction of mini-batch Adam
may differ from both the conventional ℓ2- and ℓ∞-max-margin solutions.

Example 4.11 (Shifted-diagonal data). Consider N = d and {xi}i∈[d] ⊆ Rd with xi = xiei +
δ
∑

j ̸=i ej for some δ > 0 and 0 < x0 < · · · < xd−1. Then, the ℓ∞-max-margin problem

min
1

2
∥w∥2∞ subject to w⊤xi ≥ 1, ∀i ∈ [N ]

has the solution ŵ∞ = ( 1
x0+(d−1)δ , · · · ,

1
x0+(d−1)δ ) ∈ Rd. Notice that c∗ = (1, 0, · · · , 0) ∈ ∆d−1

is a fixed point of T in Theorem 4.8, and ŵ∞ = p(c∗); detailed calculations are deferred to
Appendix F. Consequently, the ℓ∞-max-margin solution serves a candidate for the convergence
direction of AdamProxy as predicted by Theorem 4.8. To verify this, we run AdamProxy and
mini-batch Adam variants with batch size 1 on shifted-diagonal data given by x0 = (1, δ, δ, δ),
x1 = (δ, 2, δ, δ), x2 = (δ, δ, 4, δ), and x3 = (δ, δ, δ, 8) with δ = 0.1. As shown in Figure 4, all
mini-batch Adam variants converge to the ℓ∞-max-margin solution, consistent with the theoretical
prediction.

A key limitation of our analysis is that it assumes β2 → 1 and a batch size of 1. In Appendix A, we
provide a preliminary analysis of how batch size and momentum hyperparameters affect the implicit
bias of mini-batch Adam. In particular, Appendix A.2 explains why our fixed-point framework does
not directly extend to finite β2.
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Figure 3: Mini-batch Adam converges to the fixed-point solution on Gaussian data. We train on
the same Gaussian data as in Figure 1 and plot the cosine similarity of the weight vector with the
ℓ2-max-margin solution (left) and the fixed-point solution (right). The results show that variants of
mini-batch Adam with batch size 1 converge to the fixed-point solution obtained by Algorithm 3,
consistent with our theoretical prediction (Theorem 4.8).
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Figure 4: Mini-batch Adam converges to the ℓ∞-max-margin solution on a shifted-diagonal
dataset. We train on the dataset x0 = (1, δ, δ, δ), x1 = (δ, 2, δ, δ), x2 = (δ, δ, 4, δ), and x3 =
(δ, δ, δ, 8) with δ = 0.1. Variants of mini-batch Adam with batch size 1 converge to the ℓ∞-max-
margin direction.

5 SIGNUM CAN RETAIN ℓ∞-BIAS UNDER MINI-BATCH REGIME

In the previous section, we showed that Adam loses its ℓ∞-max-margin bias under mini-batch updates,
drifting toward data-dependent solutions. This motivates the search for a SignGD-type algorithm
that preserves ℓ∞-geometry even in the mini-batch regime. We prove that Signum (Bernstein et al.,
2018) satisfies this property: with momentum close to 1, its iterates converge to the ℓ∞-max-margin
direction for arbitrary mini-batch sizes.
Theorem 5.1. Let δ > 0. Then there exists ϵ > 0 such that the iterates {wt}∞t=0 of Inc-Signum
(Algorithm 4) with batch size b and momentum β ∈ (1− ϵ, 1), under Assumptions 2.1 and 2.3, satisfy

lim inf
t→∞

mini∈[N ] x
⊤
i wt

∥wt∥∞
≥ γ∞ − δ, (7)

where
γ∞ ≜ max

∥w∥∞≤1
min
i∈[N ]

w⊤xi, D ≜ max
i∈[N ]

∥xi∥1,

and
ϵ =

1

2D · Nb (
N
b − 1)

min
{
δ, γ∞

2

}
if b < N, ϵ = 1 if b = N.

Theorem 5.1 demonstrates that, unlike Adam, Signum preserves ℓ∞-max-margin bias for any batch
size, provided momentum is sufficiently close to 1. This generalizes the full-batch result of Fan et al.
(2025). Moreover, the requirement β ≈ 1 is not merely technical but necessary in the mini-batch
setting to ensure convergence to the ℓ∞-max-margin solution; see Figure 10 in Appendix B for
empirical evidence. As shown in Figure 5, our experiments on the Gaussian dataset from Figure 1
show that Inc-Signum (β = 0.99) maintains ℓ∞-bias, regardless of the choice of batch size. Proofs
and further discussion are deferred to Appendix G.
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Figure 5: Mini-batch Signum converges to the ℓ∞-max-margin solution. We train on the same
Gaussian data (N = 10, d = 50) as in Figure 1, using full-batch Signum and incremental Signum
with β = 0.99, for batch sizes b ∈ {5, 2, 1}. Across all batch sizes, incremental Signum consistently
converges to the ℓ∞-max-margin solution, in sharp contrast to incremental Adam.

6 RELATED WORK

Understanding Adam. Adam (Kingma & Ba, 2015) and its variant AdamW (Loshchilov &
Hutter, 2019) are standard optimizers for large-scale models, particularly in domains like language
modeling where SGD often falls short. A significant body of research seeks to explain this empirical
success. One line focuses on convergence guarantees. The influential work of Reddi et al. (2018)
demonstrates Adam’s failure to converge on certain convex problems, which motivates numerous
studies establishing its convergence under various practical conditions (Défossez et al., 2022; Zhang
et al., 2022; Li et al., 2023; Hong & Lin, 2024; Ahn & Cutkosky, 2024; Jin et al., 2025). Another line
investigates why Adam outperforms SGD, attributing its success to robustness against heavy-tailed
gradient noise (Zhang et al., 2020), better adaptation to ill-conditioned landscapes (Jiang et al., 2023;
Pan & Li, 2023), and effectiveness in contexts of heavy-tailed class imbalance or gradient/Hessian
heterogeneity (Kunstner et al., 2024; Zhang et al., 2024b; Tomihari & Sato, 2025). Ahn et al. (2024)
further observe that this performance gap arises even in shallow linear Transformers.

Implicit Bias and Connection to ℓ∞-Geometry. Recent work increasingly examines Adam’s
implicit bias and its connection to ℓ∞-geometry. This link is motivated by Adam’s similarity to
SignGD (Balles & Hennig, 2018; Bernstein et al., 2018), which performs normalized steepest descent
under the ℓ∞-norm. Kunstner et al. (2023) show that the performance gap between Adam and SGD
increases with batch size, while SignGD achieves performance similar to Adam in the full-batch
regime, supporting this connection. Zhang et al. (2024a) prove that Adam without a stability constant
converges to the ℓ∞-max-margin solution in separable linear classification, later extended to multi-
class classification by Fan et al. (2025). Complementing these results, Xie & Li (2024) show that
AdamW implicitly solves an ℓ∞-norm-constrained optimization problem, connecting its dynamics
to the Frank-Wolfe algorithm. Exploiting this ℓ∞-geometry is argued to be a key factor in Adam’s
advantage over SGD, particularly for language model training (Xie et al., 2025).

7 DISCUSSION AND FUTURE WORK

We studied the convergence directions of Adam and Signum for logistic regression on linearly
separable data in the mini-batch regime. Unlike full-batch Adam, which always converges to the
ℓ∞-max-margin solution, mini-batch Adam exhibits data-dependent behavior, revealing a richer
implicit bias, while Signum consistently preserves the ℓ∞-max-margin bias across all batch sizes.

Toward understanding the Adam–SGD gap. Empirical evidence shows that Adam’s advan-
tage over SGD is most pronounced in large-batch training, while the gap diminishes with smaller
batches (Kunstner et al., 2023; Srećković et al., 2025). Our results suggest a possible explanation:
the ℓ∞-adaptivity of Adam, proposed as the source of its advantage (Xie et al., 2025), may vanish in
the mini-batch regime. An important direction for future work is to investigate whether this loss of
ℓ∞-adaptivity extends beyond linear models and how it interacts with practical large-scale training.

Limitations. Our analysis for general dataset relies on the asymptotic regime β2 → 1 and on
incremental Adam as a tractable surrogate. Extending the framework to finite β2, larger batch sizes,
and common sampling schemes (e.g., random reshuffling) would make the theory more complete.
See Appendix A for further discussion. Relaxing technical assumptions and developing tools that
apply under broader conditions also remain important directions.
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REPRODUCIBILITY STATEMENT

All assumptions and theorems for our theoretical results are stated in the main paper, with their
complete proofs deferred to Appendices D to G. The primary experimental setups are described
in the main paper and Appendix C, while details for supplementary experiments are provided in
Appendices B and C.
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A FURTHER DISCUSSION

A.1 EFFECT OF HYPERPARAMETERS ON MINI-BATCH ADAM

Effect of Batch Size. To investigate how the choice of batch size affects the limiting behavior
of mini-batch Adam, we run incremental Adam on the same Gaussian data with N = 10, d = 50,
varying batch sizes among 1, 2, 5, and 10. Figure 6 shows that as the batch size increases, the cosine
similarity between ℓ∞-max-margin solution increases. This result suggests that the choice of batch
size do affect the limiting behavior of Adam. Investigating the exact characterization of the implicit
bias of mini-batch Adam with practical batch sizes is left as a promising future direction.

Effect of Momentum Hyperparameters. Theorem 4.8 characterizes the limit direction of
AdamProxy, which approximates mini-batch Adam with a batch size of one in the high-β2

regime. We investigate how this approximation fails in the different choice of momentum hy-
perparameters. Revisiting the Gaussian data with N = 10, d = 50, we run mini-batch Adam
with batch size 1 using LR schedule ηt = O(t−0.8), varying the momentum hyperparameters
(β1, β2) ∈ {(0.1, 0.95), (0.5, 0.95), (0.9, 0.95), (0.1, 0.1), (0.1, 0.5), (0.1, 0.9)}.
The first experiment investigates the influence of β1 by varying β1 ∈ {0.1, 0.5, 0.9}while maintaining
a high choice of β2 = 0.95. The results, presented in Figure 7, demonstrate that β1 does not affect
the convergence direction. This finding validates Proposition 4.1, which posits that our AdamProxy
framework accurately models the high-β2 regime, regardless of the choice of β1.
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Figure 6: The choice of batch size influences the limit direction of mini-batch Adam. We train
on the same Gaussian data (N = 10, d = 50) as in Figure 1 and plot the cosine similarity of the
weight vector with the ℓ2-max-margin solution (left) and the ℓ∞-max-margin solution (right), varying
batch sizes in {1, 2, 5, 10}. As the choice of batch size becomes closer to 10 (full-batch), the limit
direction aligns closer to ℓ∞-max-margin solution.
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Figure 7: β1 does not affect the convergence direction of mini-batch Adam for large β2. We train
on the same Gaussian data as in Figure 1, varying β1 ∈ {0.9, 0.5, 0.1} with fixed β2 = 0.95, and
plot the cosine similarity between the weight vector and the fixed-point solution (Algorithm 3). All
mini-batch Adam variants with batch size 1 consistently converge to the fixed-point solution.
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Figure 8: β2 affects the convergence direction of mini-batch Adam. We train on the same Gaussian
data as in Figure 1, varying β2 ∈ {0.9, 0.5, 0.1} with fixed β1 = 0.1, and plot the cosine similarity
between the weight vector and the fixed-point solution (Algorithm 3). Mini-batch Adam variants
with batch size 1 deviate increasingly from the fixed-point solution as β2 decreases.

Conversely, the choice of β2 shows to be critical. Figure 8 shows that for choices of β2 ∈ {0.1, 0.5},
the trajectory of mini-batch Adam deviates from the fixed-point solution of Theorem 4.8. It indicates
that the high-β2 condition is crucial for the approximation via AdamProxy and characterizing the
limit direction of mini-batch Adam in the low-β2 regime remains an important future direction.

A.2 CAN WE DIRECTLY ANALYZE INC-ADAM FOR GENERAL β2?

As empirically demonstrated in Appendix A.1, the selection of β2 alters the limiting behavior of
Inc-Adam. This observation motivates an inquiry into whether our fixed-point formulation can be
directly generalized to accommodate general choices of β2. We proceed by outlining the technical
challenges that prevent such a direct application of our framework.

To begin with, let {wt} be the Inc-Adam iterates for β1 = 0 and we only consider the epoch-wise
update for simplicity. We denote wr = w0

r , ηr = Cinc(0, β2)ηrN as an abuse of notation. By
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Proposition 2.5, wr can be written by

δr ≜
∑
i∈[N ]

∇Li(wr)√∑
j∈[N ] β

(i,j)
2 ∇Lj(wr)2

+ ϵr

wr+1 −wr = −ηrδr
for some ϵr → 0. Then, under the similar assumptions to Assumption 4.4, we characterize the limit
direction of Inc-Adam as follows.
Lemma A.1. Suppose that (a) L(wr)→ 0, (b) ∃ limr→∞

wr

∥wr∥2
≜ ŵ, and (c) ∃ limr→∞

δr

∥δr∥2
≜ δ̂.

Then, there exists c = (c0, · · · , cN−1) ∈ ∆N−1 such that the limit direction ŵ of Inc-Adam with
β1 = 0 satisfies

ŵ ∝
∑
i∈[N ]

cixi√∑
j∈[N ] β

(i,j)
2 c2jx

2
j

, (8)

and ci = 0 for i /∈ S, where S = argmini∈[N ] ŵ
⊤xi is the index set of support vectors of ŵ.

The fixed-point formulation in Theorem 4.8 arises from constructing an optimization problem whose
KKT conditions are given by Equation (5) fixing the ci’s in the denominator. Therefore, to enable
similar fixed-point type characterization, the following question should be answered:

Given c ∈ ∆N−1, can we construct an optimization problem whose solution is given by
w∗ =

∑
i∈[N ]

dixi√∑
j∈[N] β

(i,j)
2 c2jx

2
j

with dual variables di ≥ 0 satisfying that dj = 0 for

j ∈ S = argmini∈[N ] w
∗⊤xi?

However, the answer is no. The index set S indicates support vectors with respect to xi, while our
dual variables are multiplied to xi√∑

j∈[N] β
(i,j)
2 c2jx

2
j

= x̃i(c), which disables formulation via KKT

conditions of an optimization problem. Thus, generalizing the proposed methodology for arbitrary
values of β2 is a notable direction for future work.

B ADDITIONAL EXPERIMENTS

Supplementary Experiments in Section 3. To investigate the universality of Theorem 3.3 with
respect to the choice of the momentum hyperparameters, we run mini-batch Adam (with batch size 1)
on GR dataset x0 = (1, 1, 1, 1), x1 = (2, 2, 2,−2), x2 = (3, 3,−3,−3), and x3 = (4,−4, 4,−4),
varying the momentum hyperparameters (β1, β2) ∈ {(0.1, 0.1), (0.5, 0.5), (0.9, 0.95)}. Figure 9
demonstrates that its limiting behavior toward ℓ2-max-margin solution consistently holds on the
broad choices of (β1, β2).

Supplementary Experiments in Section 5. Theorem 5.1 demonstrates that Inc-Signum main-
tains its bias to ℓ∞-max-margin solution, while the momentum hyperparameter β should be close
enough to 1 depending on the choice of batch size; the gap between β and 1 should decrease as
batch size b decreases. To investigate this dependency, we run Inc-Signum on the same Gaus-
sian data as in Figure 1, varying batch size b ∈ {1, 2, 5, 10} and the momentum hyperparameter
β ∈ {0.5, 0.9, 0.95, 0.99}. Figure 10 shows that to maintain the ℓ∞-bias, the choice of β should be
closer to 1 as the batch size decreases.

C EXPERIMENTAL DETAILS

This section provides details for the experiments presented in the main text and appendix.

We generate synthetic separable data as follows:

• Gaussian data (Figures 1, 3, 5, 6 to 8 and 10): Samples are drawn from the standard Gaussian
distribution N (0, I). We set the dimension d = 50 and sample N = 10 points, ensuring a positive
margin so that the data is linearly separable.
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(c) (β1, β2) = (0.9, 0.95)

Figure 9: Mini-batch Adam converges to the max ℓ2-margin solution for GR data. We train
on GR dataset x0 = (1, 1, 1, 1), x1 = (2, 2, 2,−2), x2 = (3, 3,−3,−3), and x3 = (4,−4, 4,−4),
varying the momentum hyperparameters. In all tested configurations, the family of mini-batch Adam
algorithms with batch size 1 converge to the ℓ2 max-margin solution, which deviate significantly
from the ℓ∞ bias of full-batch Adam.
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(b) β = 0.9
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(c) β = 0.95
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(d) β = 0.99

Figure 10: Effect of Batch Size on Inc-Signum. We run Inc-Signum on the same Gaussian
data (N = 10, d = 50) as in Figure 1 and plot the cosine similarity of the weight vector with
the ℓ2-max-margin solution (left) and the ℓ∞-max-margin solution (right), varying batch size b ∈
{1, 2, 5, 10} and the momentum hyperparameter β ∈ {0.5, 0.9, 0.95, 0.99}. As the batch size
decreases, we should choose β closer to 1 to maintain the limit direction toward ℓ∞-max-margin
solution.

18



972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025

Under review as a conference paper at ICLR 2026

• Generalized Rademacher (GR) data (Figures 2 and 9): We use x0 = (1, 1, 1, 1), x1 =
(2, 2, 2,−2), x2 = (3, 3,−3,−3), and x3 = (4,−4, 4,−4).

• Shifted-diagonal data (Figure 4): We use x0 = (1, δ, δ, δ), x1 = (δ, 2, δ, δ), x2 = (δ, δ, 4, δ), and
x3 = (δ, δ, δ, 8) with δ = 0.1.

We minimize the exponential loss using various algorithms. Momentum hyperparameters are
(β1, β2) = (0.9, 0.95) for Adam and β = 0.99 for Signum unless specified otherwise. For Adam
and Signum variants, we use a learning rate schedule ηt = η0(t+ 2)−a with η0 = 0.1 and a = 0.8,
following our theoretical analysis. Gradient descent uses a fixed learning rate ηt = η0 = 0.1. Margins
with respect to different norms are computed using CVXPY (Diamond & Boyd, 2016).

The fixed-point solution (Theorem 4.8) is obtained via fixed-point iteration (Algorithm 3) for Figures 3,
7 and 8. We initialize c0 = (1/N, . . . , 1/N) ∈ ∆N−1, set the threshold ϵthr = 10−8, and converge
to the fixed-point solution within 20 iterations in all settings.

D MISSING PROOFS IN SECTION 2

In this section, we provide the omitted proofs in Section 2, which describes asymptotic behaviors of
Det-Adam and Inc-Adam. We first introduce Lemma D.1 originated from Zou et al. (2023, Lemma
A.2), which gives a coordinate-wise upper bound of updates of both Det-Adam and Inc-Adam.
Then, we prove Propositions 2.4 and 2.5 by approximating two momentum terms.

Notation. In this section, we introduce the proxy function G : Rd → R defined as

G(w) := − 1

N

∑
i∈[N ]

ℓ′(w⊤xi).

Lemma D.1 (Lemma A.2 in Zou et al. (2023)). Assume β1 ≤ β2 and let α =
√

β2(1−β1)2

(1−β2)(β2−β2
1)

.

Then, for both Det-Adam and Inc-Adam iterates, mt[k] ≤ α
√
vt[k] for all k ∈ [d].

Proof. Following the proof of Zou et al. (2023, Lemma A.2), we can easily show that the given
upper bound holds for both Det-Adam and Inc-Adam. We prove the case of Inc-Adam, while it
naturally extends to Det-Adam. By Cauchy-Schwartz inequality, we get

|mt[k]| = |
t∑

τ=0

βτ
1 (1− β1)∇Lit−τ (wt−τ )[k]|

≤
t∑

τ=0

βτ
1 (1− β1)|∇Lit−τ

(wt−τ )[k]|

≤

(
t∑

τ=0

βτ
2 (1− β2)|∇Lit−τ

(wt−τ )[k]|2
)1/2( t∑

τ=0

β2τ
1 (1− β1)

2

βτ
2 (1− β2)

)1/2

(CS inequality)

≤ α
√
vt[k].

The last inequality is from
t∑

τ=0

β2τ
1 (1− β1)

2

βτ
2 (1− β2)

≤ (1− β1)
2

1− β2

∞∑
τ=0

(
β2
1

β2

)τ

=
β2(1− β1)

2

(1− β2)(β2 − β2
1)

= α2.

Proposition 2.4. Let {wt}∞t=0 be the iterates of Det-Adam with β1 ≤ β2. Then, under Assump-

tions 2.2 and 2.3, if limt→∞
η
1/2
t L(wt)

|∇L(wt)[k]| = 0, then the update of k-th coordinate wt+1[k] −wt[k]

can be represented by

wt+1[k]−wt[k] = −ηt (sign(∇L(wt)[k]) + ϵt) , (1)

for some limt→∞ ϵt = 0.

19



1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044
1045
1046
1047
1048
1049
1050
1051
1052
1053
1054
1055
1056
1057
1058
1059
1060
1061
1062
1063
1064
1065
1066
1067
1068
1069
1070
1071
1072
1073
1074
1075
1076
1077
1078
1079

Under review as a conference paper at ICLR 2026

Proof. We recall Lemma 6.1 in Zhang et al. (2024a), stating that

∣∣mt[k]− (1− βt+1
1 )∇L(wt)[k]

∣∣ ≤ cmηtG(wt),∣∣∣∣√vt[k]−
√

1− βt+1
2 |∇L(wt)[k]|

∣∣∣∣ ≤ cv
√
ηtG(wt)

for all t > t1 and k ∈ [d]. Based on these results, we can rewrite ms
r[k] and

√
vs
r[k] as

mt[k] = (1− βt+1
1 )∇L(wt)[k] + ϵm(t)G(wt),√

vt[k] =

√
1− βt+1

2 |∇L(wt)[k]|+ ϵv(t)G(wt),

where ϵm(t) = O(ηt), ϵv(t) = O(√ηt). Note that G(wt)
L(wt)

≤ 1 from Lemma I.1 and∣∣∣a+ϵ1
b+ϵ2

− a
b

∣∣∣ ≤ ∣∣∣ ϵ1
b+ϵ2

∣∣∣ + ∣∣∣ab · ϵ2
b+ϵ2

∣∣∣ ≤ ∣∣ ϵ1
b

∣∣ + ∣∣ab · ϵ2b ∣∣ for positive numbers ϵ1, ϵ2, b. Therefore,

if limt→∞
η
1/2
t L(wt)

|∇L(wt)[k]| = 0, then we get

∣∣∣∣∣∣ mt[k]√
vt[k]

− 1− βt+1
1√

1− βt+1
2

sign (∇L(wt)[k])

∣∣∣∣∣∣

≤

∣∣∣∣∣∣ ϵm(t)G(wt)√
1− βt+1

2 |∇L(wt)[k]|

∣∣∣∣∣∣︸ ︷︷ ︸
→0

+

∣∣∣∣∣∣∣∣∣∣∣
1− βt+1

1√
1− βt+1

2

sign (∇L(wt)[k])

︸ ︷︷ ︸
bounded

· ϵv(t)G(wt)√
1− βt+1

2 |∇L(wt)[k]|︸ ︷︷ ︸
→0

∣∣∣∣∣∣∣∣∣∣∣
→ 0.

From βt
1, β

t
2 → 0, we get wt+1[k] −wt[k] = −ηt mt[k]√

vt[k]
= ηt (sign (∇L(wt)[k]) + ϵt) for some

limt→∞ ϵt = 0.

Proposition 2.5. Let {wt}∞t=0 be the iterates of Inc-Adam with β1 ≤ β2. Then, under Assump-
tions 2.2 and 2.3, the epoch-wise update w0

r+1 −w0
r can be represented by

w0
r+1 −w0

r = −ηrN

Cinc(β1, β2)
∑
i∈[N ]

∑
j∈[N ] β

(i,j)
1 ∇Lj(w

0
r)√∑

j∈[N ] β
(i,j)
2 ∇Lj(w0

r)
2
+ ϵr

 , (2)

where β
(i,j)
1 = β

(i−j) mod N
1 , β

(i,j)
2 = β

(i−j) mod N
2 , Cinc(β1, β2) =

1−β1

1−βN
1

√
1−βN

2

1−β2
is a function of

β1, β2, and limr→∞ ϵr = 0. If ηt = (t+ 2)−a for some a ∈ (0, 1], then ∥ϵr∥∞ = O(r−a/2).
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Proof. First, we characterize two momentum terms mt and vt with respect to the current iterate wt.
Consider t = rN + s and the gradient at time t is sampled from data with index s in r-th epoch.

|ms
r[k]−

1− β1

1− βN
1

∑
j∈[N ]

β
(s,j)
1 ∇Lj(w

0
r)[k]|

=|
t∑

τ=0

βτ
1 (1− β1)∇Lit−τ

(wt−τ )[k]−
1− β1

1− βN
1

∑
j∈[N ]

β
(s,j)
1 ∇Lj(w

0
r)[k]|

≤ |
t∑

τ=0

βτ
1 (1− β1)∇Lit−τ

(wt−τ )[k]−
t∑

τ=0

βτ
1 (1− β1)∇Lit−τ

(wt)[k]|︸ ︷︷ ︸
(A): error from movement of weights

+ |
t∑

τ=0

βτ
1 (1− β1)∇Lit−τ

(wt)[k]−
t∑

τ=0

βτ
1 (1− β1)∇Lit−τ

(w0
r)[k]|︸ ︷︷ ︸

(B): error between wt and w0
r

+ |
t∑

τ=0

βτ
1 (1− β1)∇Lit−τ (w

0
r)[k]−

1− β1

1− βN
1

∑
j∈[N ]

β
(s,j)
1 ∇Lj(w

0
r)[k]|︸ ︷︷ ︸

(C): error from infinite-sum approximation

.

Note that

(A) ≤
t∑

τ=0

βτ
1 (1− β1)|ℓ′(w⊤

t−τxit−τ
)− ℓ′(w⊤

t xit−τ
)||xit−τ

[k]|

=

t∑
τ=0

βτ
1 (1− β1)

∣∣∣∣ℓ′(w⊤
t−τxit−τ

)

ℓ′(w⊤
t xit−τ

)
− 1

∣∣∣∣ |ℓ′(w⊤
t xit−τ )||xit−τ [k]|

(∗)
≤ (1− β1) max

j∈[N ]
|∇Lj(wt)[k]|

t∑
τ=0

βτ
1 (e

αB1
∑τ

τ′=1
ηt−τ′ − 1)|

(∗∗)
≤ (1− β1)c2ηt max

j∈[N ]
|∇Lj(wt)[k]|,

(∗∗∗)
≤ (1− β1)e

αNB1ηrN c2ηt max
j∈[N ]

|∇Lj(w
0
r)[k]|

for some c2 > 0 and t > t1. Here, (∗) is from Lemma I.3 and

e|(wt−wt−τ )
⊤xit−τ

| − 1 ≤ e∥wt−wt−τ∥∞∥xit−τ
∥1 − 1 ≤ eαB1

∑τ
τ′=1

ηt−τ′ − 1,

where B1 = maxj∈[N ] ∥xj∥1. Also, (∗∗) is from Assumption 2.3, and (∗∗∗) is from

max
j∈[N ]

|∇Lj(wt)[k]| ≤ max
j∈[N ]

|∇Lj(w
0
r)[k]| · max

j∈[N ]

∣∣∣∣∇Lj(wt)[k]

∇Lj(w0
r)[k]

∣∣∣∣
= max

j∈[N ]
|∇Lj(w

0
r)[k]| · max

j∈[N ]

∣∣∣∣∣ ℓ′(w⊤
t xj)

ℓ′(w0
r
⊤xj)

∣∣∣∣∣
≤ eαNB1ηrN max

j∈[N ]
|∇Lj(w

0
r)[k]|,

where the last inequality is from

max
j∈[N ]

∣∣∣∣∣ ℓ′(w⊤
t xj)

ℓ′(w0
r
⊤xj)

∣∣∣∣∣ ≤ max
j∈[N ]

e|(wt−w0
r)

⊤xj| ≤ eαNBηrN .

21



1134
1135
1136
1137
1138
1139
1140
1141
1142
1143
1144
1145
1146
1147
1148
1149
1150
1151
1152
1153
1154
1155
1156
1157
1158
1159
1160
1161
1162
1163
1164
1165
1166
1167
1168
1169
1170
1171
1172
1173
1174
1175
1176
1177
1178
1179
1180
1181
1182
1183
1184
1185
1186
1187

Under review as a conference paper at ICLR 2026

Also, observe that

(B) ≤
t∑

τ=0

βτ
1 (1− β1)|ℓ′(w⊤

t xit−τ
)− ℓ′(w0

r
⊤
xit−τ

)||xit−τ
[k]|

=

t∑
τ=0

βτ
1 (1− β1)

∣∣∣∣∣ ℓ′(w⊤
t xit−τ

)

ℓ′(w0
r
⊤xit−τ )

− 1

∣∣∣∣∣ |ℓ′(w0
r
⊤
xit−τ

)||xit−τ
[k]|

(∗)
≤ (1− β1) max

j∈[N ]
|∇Lj(w

0
r)[k]|(eαNB1ηrN − 1)

t∑
τ=0

βτ
1

(∗∗)
≤ (eαNB1ηrN − 1) max

j∈[N ]
|∇Lj(w

0
r)[k]|,

where (∗) is from Lemma I.3 and∣∣∣∣∣ ℓ′(w⊤
t xit−τ )

ℓ′(w0
r
⊤xit−τ

)
− 1

∣∣∣∣∣ ≤ e|(wt−w0
r)

⊤xit−τ
| − 1 ≤ e∥wt−w0

r∥∞∥xit−τ
∥1 ≤ eαNB1ηrN − 1,

and (∗∗) is from
∑t

τ=0 β
τ
1 ≤ 1

1−β1
.

Furthermore,

(C) =

∣∣∣∣∣
t∑

τ=0

βτ
1 (1− β1)∇Lit−τ

(w0
r)[k]−

∞∑
τ=0

βτ
1 (1− β1)∇Lit−τ

(w0
r)[k]

∣∣∣∣∣
≤

∞∑
τ=t+1

βτ
1 (1− β1)

∣∣∇Lit−τ (w
0
r)[k]

∣∣
≤ βt+1

1 max
j∈[N ]

|∇Lj(w
0
r)[k]|.

Therefore, we can conclude that

|ms
r[k]−

1− β1

1− βN
1

∑
j∈[N ]

β
(s,j)
1 ∇Lj(w

0
r)[k]|

≤
(
(1− β1)e

αNB1ηrN c2ηt + (eαNB1ηrN − 1) + βt+1
1

)︸ ︷︷ ︸
≜ϵm(t)

max
j∈[N ]

|∇Lj(w
0
r)[k]|,

and ϵm(t)→ 0 as t→∞.

Similarly,

|vs
r[k]−

1− β2

1− βN
2

∑
j∈[N ]

β
(s,j)
2 ∇Lj(w

0
r)[k]

2|

=|
t∑

τ=0

βτ
2 (1− β2)∇Lit−τ

(wt−τ )[k]
2 − 1− β2

1− βN
2

∑
j∈[N ]

β
(s,j)
2 ∇Lj(w

0
r)[k]

2|

≤ |
t∑

τ=0

βτ
2 (1− β2)∇Lit−τ

(wt−τ )[k]
2 −

t∑
τ=0

βτ
2 (1− β2)∇Lit−τ

(wt)[k]
2|︸ ︷︷ ︸

(D): error from movement of weights

+ |
t∑

τ=0

βτ
2 (1− β2)∇Lit−τ

(wt)[k]
2 −

t∑
τ=0

βτ
2 (1− β2)∇Lit−τ

(w0
r)[k]

2|︸ ︷︷ ︸
(E): error between wt and w0

r

+ |
t∑

τ=0

βτ
2 (1− β2)∇Lit−τ

(w0
r)[k]

2 − 1− β2

1− βN
2

∑
j∈[N ]

β
(s,j)
2 ∇Lj(w

0
r)[k]

2|

︸ ︷︷ ︸
(F ): error from infinite-sum approximation

.
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Observe that

(D) ≤
t∑

τ=0

βτ
2 (1− β2)|ℓ′(w⊤

t−τxit−τ
)2 − ℓ′(w⊤

t xit−τ
)2||xit−τ

[k]|2

=

t∑
τ=0

βτ
2 (1− β2)

∣∣∣∣∣
(
ℓ′(w⊤

t−τxit−τ
)

ℓ′(w⊤
t xit−τ

)

)2

− 1

∣∣∣∣∣ |ℓ′(w⊤
t xit−τ )|2|xit−τ [k]|2

(∗)
≤ (1− β2) max

j∈[N ]
|∇Lj(wt)[k]|2

t∑
τ=0

βτ
2 (e

2αB1
∑τ

τ′=1
ηt−τ′ − 1)|

(∗∗)
≤ (1− β2)c

′
2ηt max

j∈[N ]
|∇Lj(wt)[k]|2,

(∗∗∗)
≤ (1− β2)e

2αNB1ηrN c′2ηt max
j∈[N ]

|∇Lj(w
0
r)[k]|2

for some c′2 > 0 and t > t′1, where (∗), (∗∗), (∗∗∗) can be derived similarly. Also, we get

(E) ≤
t∑

τ=0

βτ
2 (1− β2)|ℓ′(w⊤

t xit−τ )
2 − ℓ′(w0

r
⊤
xit−τ )

2||xit−τ [k]|2

≤ (e2αNB1ηrN − 1) max
j∈[N ]

|∇Lj(w
0
r)[k]|2,

(F ) =

∣∣∣∣∣
t∑

τ=0

βτ
2 (1− β2)∇Lit−τ (w

0
r)[k]

2 −
∞∑
τ=0

βτ
2 (1− β2)∇Lit−τ (w

0
r)[k]

2

∣∣∣∣∣
≤

∞∑
τ=t+1

βτ
2 (1− β2)

∣∣∇Lit−τ (w
0
r)[k]

∣∣2
≤ βt+1

2 max
j∈[N ]

|∇Lj(w
0
r)[k]|2,

which can also be derived similarly to the previous part. Therefore, we can conclude that

|vs
r[k]−

1− β2

1− βN
2

∑
j∈[N ]

β
(s,j)
2 ∇Lj(w

0
r)[k]

2|

≤
(
(1− β2)e

2αNB1ηrN c′2ηt + (e2αNB1ηrN − 1) + βt+1
2

)︸ ︷︷ ︸
≜ϵv(t)

max
j∈[N ]

|∇Lj(w
0
r)[k]|2,

and ϵv(t)→ 0 as t→∞. Since both vs
r[k] and 1−β2

1−βN
2

∑
j∈[N ] β

(s,j)
2 ∇Lj(w

0
r)[k]

2 are positive and

|a2 − b2| = |a− b||a+ b| ≥ |a− b|2 holds for two positive numbers a and b, we get∣∣∣∣∣∣√vs
r[k]−

√
1− β2

1− βN
2

√∑
j∈[N ]

β
(s,j)
2 ∇Lj(w0

r)[k]
2

∣∣∣∣∣∣ ≤√ϵv(t) max
j∈[N ]

|∇Lj(w
0
r)[k]|.

Based on these results, we can rewrite ms
r[k] and

√
vs
r[k] as

ms
r[k] =

1− β1

1− βN
1

∑
j∈[N ]

β
(s,j)
1 ∇Lj(w

0
r)[k]︸ ︷︷ ︸

(a)

+ ϵ′m(t) max
j∈[N ]

|∇Lj(w
0
r)[k]|︸ ︷︷ ︸

(ϵ1)

,

√
vs
r[k] =

√
1− β2

1− βN
2

√∑
j∈[N ]

β
(s,j)
2 ∇Lj(w0

r)[k]
2

︸ ︷︷ ︸
(b)

+
√

ϵ′v(t) max
j∈[N ]

|∇Lj(w
0
r)[k]|︸ ︷︷ ︸

(ϵ2)

,
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for some error terms ϵ′m(t), ϵ′v(t) such that |ϵ′m(t)| ≤ ϵm(t), |ϵ′v(t)| ≤ ϵv(t). Note that∣∣∣a+ϵ1
b+ϵ2

− a
b

∣∣∣ ≤ ∣∣∣ ϵ1
b+ϵ2

∣∣∣ + ∣∣∣ab · ϵ2
b+ϵ2

∣∣∣ ≤ ∣∣ ϵ1
b

∣∣ + ∣∣ab · ϵ2b ∣∣ for positive numbers ϵ1, ϵ2, b. Thus, we
can conclude that ∣∣∣∣∣ ms

r[k]√
vs
r[k]
− (a)

(b)

∣∣∣∣∣ ≤
∣∣∣∣ (ϵ1)(b)

∣∣∣∣+ ∣∣∣∣ (a)(b)
· (ϵ2)
(b)

∣∣∣∣→ 0, (9)

since ∣∣∣∣ (ϵ1)(b)

∣∣∣∣ ≤ 1√
1−β2

1−βN
2

√
βN
2

ϵm(t)→ 0,

∣∣∣∣ (a)(b)

∣∣∣∣ ≤ 1−β1

1−βN
1√

1−β2

1−βN
2

√
N,

∣∣∣∣ (ϵ2)(b)

∣∣∣∣ ≤ 1√
1−β2

1−βN
2

√
βN
2

√
ϵv(t)→ 0.

Now consider the epoch-wise update. From above results, we get

w0
r+1[k]−w0

r [k] = −
N−1∑
s=0

ηs
ms

r[k]√
vs
r[k]

= −
N−1∑
s=0

ηrN+s

Cinc(β1, β2)

∑
j∈[N ] β

(s,j)
1 ∇Lj(w

0
r)[k]√∑

j∈[N ] β
(s,j)
2 ∇Lj(w0

r)[k]
2
+ ϵrN+s[k]

 ,

(10)

for some ϵt → 0. Since limt→∞ ηt = 0, the difference between ηrN+s for different s ∈ [N ]
converges to 0, which proves the claim.

Now consider the case ηt = (t+ 2)−a for some a ∈ (0, 1]. Then it is clear that

ϵm(t) = (1− β1)e
αNB1ηrN c2ηt + (eαNB1ηrN − 1) + βt+1

1 = O(t−a),

ϵv(t) = (1− β2)e
2αNB1ηrN c′2ηt + (e2αNB1ηrN − 1) + βt+1

2 = O(t−a).

Therefore, from Equation (9), we get∣∣∣∣∣∣ m
s
r[k]√
vs
r[k]
− Cinc(β1, β2)

∑
j∈[N ] β

(s,j)
1 ∇Lj(w

0
r)[k]√∑

j∈[N ] β
(s,j)
2 ∇Lj(w0

r)[k]
2

∣∣∣∣∣∣ = O(t−a/2),

which implies ϵt[k] = O(t−a/2) in Equation (10). Note that

N−1∑
s=0

ηrN+s

Cinc(β1, β2)

∑
j∈[N ] β

(s,j)
1 ∇Lj(w

0
r)[k]√∑

j∈[N ] β
(s,j)
2 ∇Lj(w0

r)[k]
2︸ ︷︷ ︸

≜p(s)

+ϵrN+s[k]



= ηrN

N−1∑
s=0

p(s) +
ηrN+s − ηrN

ηrN
p(s) +

ηrN+s

ηrN
ϵrN+s[k]︸ ︷︷ ︸

≜ϵ′rN+s[k]

 .
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Furthermore,

ηrN − η(r+1)N

ηrN
= 1−

(
1 +

N

rN + 2

)−a

= O(r−1),

from Bernoulli’s inequality. Since p(s) is upper bounded by CS inequality, we get ϵ′rN+s[k] =

O(r−a/2), which ends the proof.

E MISSING PROOFS IN SECTION 3

In this section, we provide the omitted proofs in Section 3. We first introduce the proof of Corollary 3.2
describing how GR datasets eliminate coordinate-adaptivity of Inc-Adam. In Appendix E.1, we
review previous literature on the limit direction of weighted GD and prove Theorem 3.3.
Corollary 3.2. Consider Inc-Adam iterates {wt}∞t=0 on GR data. Then, under Assumptions 2.2
and 2.3, the epoch-wise update w0

r+1 −w0
r can be approximated by weighted normalized GD, i.e.,

w0
r+1 −w0

r = −ηrN

(∑
i∈[N ] ai(r)∇Li(w

0
r)

∥∇L(w0
r)∥2

+ ϵr

)
, (3)

where limr→∞ ϵr = 0 and c1 ≤ ai(r) ≤ c2 for some positive constants c1, c2 only depending on
β1, β2, {xi}i∈[N ]. If ηt = (t+ 2)−a for some a ∈ (0, 1], then ∥ϵr∥∞ = O(r−a/2).

Proof. Given GR data {xi}i∈[N ], let xi = |xi[0]|. Notice that

∑
i∈[N ]

∑
j∈[N ] β

(i,j)
1 ∇Lj(w

0
r)√∑

j∈[N ] β
(i,j)
2 ∇Lj(w0

r)
2
=
∑
i∈[N ]

∑
j∈[N ] β

(i,j)
1 ∇Lj(w

0
r)√∑

l∈[N ] β
(i,l)
2 |ℓ′(⟨w0

r ,xl⟩)|2x2
l

=
∑
i∈[N ]

∑
j∈[N ]

β
(i,j)
1√∑

l∈[N ] β
(i,l)
2 |ℓ′(⟨w0

r ,xl⟩)|2x2
l

∇Lj(w
0
r)

=
∑
j∈[N ]

∑
i∈[N ]

β
(i,j)
1√∑

l∈[N ] β
(i,l)
2 |ℓ′(⟨w0

r ,xl⟩)|2x2
l

∇Lj(w
0
r)

=
∑
j∈[N ]

∑
i∈[N ]

β
(i,j)
1 ∥∇L(w0

r)∥2√∑
l∈[N ] β

(i,l)
2 |ℓ′(⟨w0

r ,xl⟩)|2x2
l


︸ ︷︷ ︸

aj(r)

∇Lj(w
0
r)

∥∇L(w0
r)∥2

.

Therefore, it is enough to show that aj(r) is bounded. Note that

aj(r) ≤
N√
βN−1
2

∥∇L(w0
r)∥2√∑

l∈[N ] |ℓ′(⟨w0
r ,xl⟩)|2x2

l

=
1√
βN−1
2

∥
∑

l∈[N ] |ℓ′(⟨w0
r ,xl⟩)|xl∥2√∑

l∈[N ] |ℓ′(⟨w0
r ,xl⟩)|2x2

l

≤
√
d√

βN−1
2

∑
l∈[N ] |ℓ′(⟨w0

r ,xl⟩)|xl√∑
l∈[N ] |ℓ′(⟨w0

r ,xl⟩)|2x2
l

≤
√
dN√
βN−1
2

.

To find lower bound of aj(r), we use Assumption 2.1. Take v ∈ Rd such that ∥v∥2 = 1 and
v⊤xi > 0,∀i ∈ [N ]. Let γ ≜ mini∈[N ] v

⊤xi > 0. Note that

(−v)⊤∇L(w0
r) =

1

N

∑
l∈[N ]

(−ℓ′(⟨w0
r ,xl⟩)) · v⊤xi ≥

γ

N

∑
l∈[N ]

|ℓ′(⟨w0
r ,xl⟩)|,

and by CS inequality,

∥∇L(w0
r)∥2 = ∥ − v∥2∥∇L(w0

r)∥2 ≥ ⟨−v,∇L(w0
r)⟩ ≥

γ

N

∑
l∈[N ]

|ℓ′(⟨w0
r ,xl⟩)|. (11)
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Therefore, we can conclude that

aj(r) ≥ NβN−1
1

∥∇L(w0
r)∥2√∑

l∈[N ] |ℓ′(⟨w0
r ,xl⟩)|2x2

l

(∗)
≥ γβN−1

1

∑
l∈[N ] |ℓ′(⟨w0

r ,xl⟩)|√∑
l∈[N ] |ℓ′(⟨w0

r ,xl⟩)|2x2
l

≥ γβN−1
1

maxl∈[N ] xl

where (∗) is from Equation (11). Now we can take c1 =
γβN−1

1

maxl∈[N] xl
and c2 =

√
dN√

βN−1
2

only depending

on β1, β2, {xi}.

E.1 PROOF OF THEOREM 3.3

Related Work. We now turn to the proof of Theorem 3.3, building upon the foundational work of
Ji et al. (2020), who characterized the convergence direction of GD via its regularization path. Sub-
sequent research has extended this characterization to weighted GD, which optimizes the weighted
empirical risk Lq(t)(w) =

∑
i∈[N ] qi(t)ℓ(w

⊤xi). Xu et al. (2021) proved that weighted GD con-
verges to ℓ2-max-margin direction on the same linear classification task when the weights are fixed
during training. This condition was later relaxed by Zhai et al. (2023), who demonstrated that the
same convergence guarantee holds provided the weights converge to a limit, i.e., ∃ limt→∞ q(t) = q̂.

Our setting, however, introduces distinct technical challenges. First, the weights are bounded but not
guaranteed to converge. The most relevant existing result is Theorem 7 in Zhai et al. (2023), which
establishes the same limit direction but requires the stronger combined assumptions of lower-bounded
weights, loss convergence, and directional convergence of the iterates. A further complication in
our analysis is an additional error term, ϵr in Corollary 3.2, which must be carefully controlled.
Our fine-grained analysis overcomes these issues by extending the methodology of Ji et al. (2020),
enabling us to manage the error term under the sole, weaker assumption of loss convergence.

Definition E.1. Given a = (a1, · · · , aN ) ∈ RN , we define a-weighted loss as La(w) ≜∑
i∈[N ] aiLi(w). We denote the regularized solution as w̄a(B) ≜ argmin∥w∥2 ≤B La(w).

By introducing a-weighted loss, we can regard weighted GD as vanilla GD with respect to weighted
loss. To follow the line of Ji et al. (2020), we show that the regularization path converges in direction
to ℓ2-max-margin solution, regardless of the choice of the weight vector a if it is bounded by two
positive constants, and such convergence is uniform; we can take sufficiently large B to be close the
ℓ2 solution for any a ∈ [c1, c2]

N .
Lemma E.2 (Adaptation of Proposition 10 in Ji et al. (2020)). Let û =
argmax∥v∥2≤1 mini∈[N ]⟨v,xi⟩ be the (unique) ℓ2-max-margin solution and c1, c2 be two
positive constants. Then, for any a ∈ [c1, c2]

N ,

lim
B→∞

w̄a(B)

B
= û.

Furthermore, given ϵ > 0, there exists M(c1, c2, ϵ,N) > 0 only depending on c1, c2, ϵ,N such that
B > M implies ∥ w̄

a(B)
B − û∥ < ϵ for any a ∈ [c1, c2]

N .

Proof. We first have to show the uniqueness of ℓ2-max-margin solution. This proof was given by Ji
et al. (2020, Proposition 10), but we provide it for completeness. Suppose that there exist two distinct
unit vectors u1 and u2 such that both of them achieve the max-margin γ̂. Take u3 = u1+u2

2 as a
middle point of u1 and u2. Then we get

u⊤
3 xi =

1

2
(u⊤

1 xi + u⊤
2 xi) ≥ γ̂,

for all i ∈ [N ], which implies that mini∈[N ] u
⊤
3 xi ≥ γ̂. Since u1 ̸= u2, we get ∥u3∥ < 1, implying

that u3

∥u3∥ achieves a larger margin than γ̂. This makes a contradiction.

Now we prove the main claim. Let γ̂ = mini∈[N ]⟨û,xi⟩ be the margin of û. Then, it satisfies

c1ℓ(min
i∈[N ]
⟨w̄a(B),xi⟩) ≤ La(w̄a(B)) ≤ La(Bû) ≤ Nc2ℓ(Bγ̂). (12)
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For ℓ = ℓexp, we get mini∈[N ]⟨w̄a(B),xi⟩ ≥ Bγ̂ − log Nc2
c1

, which implies

min
i∈[N ]
⟨w̄

a(B)

B
,xi⟩ ≥ γ̂ − 1

B
log

Nc2
c1

. (13)

Since ℓ2-max-margin solution is unique, w̄a(B)
B converges to û. Note that the lower bound in

Equation (13) does not depend on a ∈ [c1, c2]
N . Therefore, the choice of M in Lemma E.2 only

depends on c1, c2, ϵ,N .

For ℓ = ℓlog, Equation (12) implies that ℓ(mini∈[N ]⟨w̄a(B),xi⟩) ≤ Nc2
c1

ℓ(Bγ̂). Notice that Nc2
c1

> 1

and mini∈[N ]⟨w̄a(B),xi⟩ > 0, Bγ̂ > 0 hold for sufficiently large B. From Lemma I.4, we get

min
i∈[N ]
⟨w̄

a(B)

B
,xi⟩ ≥ γ̂ − 1

B
log(2

Nc2
c1 − 1).

Following the proof of the previous part, we can easily show that the statement also holds in this
case.

Lemma E.3 (Adaptation of Lemma 9 in Ji et al. (2020)). Let α, c1, c2 > 0 be given. Then, there
exists ρ(α) > 0 such that ∥w∥2 > ρ(α)⇒ La((1 + α)∥w∥2û) ≤ La(w) for any a ∈ [c1, c2]

N .

Proof. Let û be the ℓ2-max-margin solution and γ̂ = maxi∈[N ]⟨û,xi⟩ be its margin. From the
uniform convergence in Lemma E.2, we can choose ρ(α) large enough so that

∥w∥2 > ρ(α)⇒
∥∥∥∥w̄a(∥w∥2)
∥w∥2

− û

∥∥∥∥
2

≤ αγ̂,

for any a ∈ [c1, c2]
N . For 1 ≤ i ≤ n, we get

⟨w̄a(∥w∥2),xi⟩ = ⟨w̄a(∥w∥2)− ∥w∥2û,xi⟩+ ⟨∥w∥2û,xi⟩
≤ αγ̂∥w∥2 + ⟨∥w∥2û,xi⟩
≤ (1 + α)∥w∥2⟨û,xi⟩.

This implies that

La((1 + α)∥w∥2û) ≤ La(w̄a(∥w∥2)) ≤ La(w),

for any a ∈ [c1, c2]
N .

Theorem 3.3. Consider Inc-Adam iterates {wt}∞t=0 with β1 ≤ β2 on GR data under Assump-
tions 2.1 to 2.3. If (a) L(wt) → 0 as t → ∞ and (b) ηt = (t + 2)−a for a ∈ (2/3, 1], then it
satisfies

lim
t→∞

wt

∥wt∥2
= ŵℓ2 ,

where ŵℓ2 denotes the (unique) ℓ2-max-margin solution of GR data {xi}i∈[N ].

Proof. From Corollary 3.2, we can rewrite the update as

w0
r+1 −w0

r = − ηrN
∥∇L(w0

r)∥2

∑
i∈[N ]

ai(r)∇Li(w
0
r)− ηrNϵr

= − ηrN
∥∇L(w0

r)∥2
∇La(r)(w0

r)− ηrNϵr,

where c1 ≤ ai(r) ≤ c2 for some positive constants c1, c2 and limr→∞ ϵr = 0.

First, we show that limr→∞
w0

r

∥w0
r∥2

= ŵℓ2 . Let ϵ > 0 be given. Then, we can take α = ϵ
1−ϵ so

that 1
1+α = 1 − ϵ. Since ∥wt∥2 → ∞, we can choose r0 such that t ≥ r0N =⇒ ∥wt∥2 >

max{ρ(α), 1}, where ρ(α) is given by Lemma E.3. Then for any r ≥ r0, we get

⟨∇La(w0
r),w

0
r − (1 + α)∥w0

r∥2û⟩ ≥ La(w0
r)− La((1 + α)∥w0

r∥2û⟩ ≥ 0,
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which implies

⟨∇La(w0
r),w

0
r⟩ ≥ (1 + α)∥w0

r∥2⟨∇La(w0
r), û⟩.

Therefore, we get

⟨w0
r+1 −w0

r , û⟩

= ⟨− ηrN
∥∇L(w0

r)∥2
∇La(r)(w0

r), û⟩+ ⟨−ηrNϵr, û⟩

≥ 1

(1 + α)∥w0
r∥2
⟨− ηrN
∥∇L(w0

r)∥2
∇La(r)(w0

r),w
0
r⟩+ ⟨−ηrNϵr, û⟩

=
1

(1 + α)∥w0
r∥2
⟨w0

r+1 −w0
r ,w

0
r⟩+

1

(1 + α)∥w0
r∥2
⟨ηrNc,w0

r⟩+ ⟨−ηrNϵr, û⟩

=
1

(1 + α)∥w0
r∥2

(
1

2
∥w0

r+1∥22 −
1

2
∥w0

r∥22 −
1

2
∥w0

r+1 −w0
r∥22
)
+ ⟨−ηrNϵr, û−

w0
r

(1 + α)∥w0
r∥2
⟩

≥ 1

(1 + α)∥w0
r∥2

(
1

2
∥w0

r+1∥22 −
1

2
∥w0

r∥22 −
1

2
∥w0

r+1 −w0
r∥22
)
− 2ηrN∥ϵr∥2,

where the last inequality is from ⟨ηrNϵr, û − w0
r

(1+α)∥w0
r∥2
⟩ ≤ ηrN∥ϵr∥2

∥∥∥û− w0
r

(1+α)∥w0
r∥

∥∥∥
2
≤

2ηrN∥ϵr∥2.

Note that
1
2∥w

0
r+1∥22 − 1

2∥w
0
r∥22

∥w0
r∥2

≥ ∥w0
r+1∥2 − ∥w0

r∥2.

Furthermore,

∥w0
r+1 −w0

r∥22
2(1 + α)∥w0

r∥2
≤
∥w0

r+1 −w0
r∥22

2
≤ 1

2

(
η2rN
∥∇La(r)(w0

r)∥2

∥∇L(w0
r)∥22

+ ηrN∥ϵr∥22
)

≤ c3r
−2a,

for some c3 > 0 and sufficiently large r, since ηrN = O(r−a), ∥ϵr∥ = O(r−a/2), and ∥∇La(r)(w0
r)∥

2

∥∇L(w0
r)∥2

is upper bounded from

∥∇La(r)(w0
r)∥22

∥∇L(w0
r)∥22

(∗)
≤

(
c2
√
dmaxi∈[N ] xi

∑
i∈[N ] |ℓ′(⟨w0

r ,xl⟩)|
)2

(
γ
N

∑
i∈[N ] |ℓ′(⟨w0

r ,xi⟩)|
)2 =

c22dN
2(maxi∈[N ] xi)

2

γ2
,

with γ = mini∈[N ]⟨ŵℓ2 ,xi⟩ > 0. Note that (∗) is from

∥∇L(w0
r)∥22 = ∥ŵℓ2∥22∥∇L(w0

r)∥22 ≥ ⟨ŵℓ2 ,
1

N

∑
i∈[N ]

ℓ′(⟨w0
r ,xi⟩)xi⟩2 ≥

 γ

N

∑
i∈[N ]

|ℓ′(⟨w0
r ,xi⟩)|

2

.

Therefore, we get

⟨w0
r −w0

r0 , û⟩ ≥
∥w0

r∥2 − ∥w0
r0∥2

1 + α
−

r∑
s=r0

c3s
−2a − 2

r∑
s=r0

ηsN∥ϵs∥2

≥ (1− ϵ)(∥w0
r∥2 − ∥w0

r0∥2)−

( ∞∑
s=r0

c3s
−2a +

∞∑
s=r0

c4s
− 3

2a

)
︸ ︷︷ ︸

=c5<∞

,

since ∥ϵr∥ = O(r−a/2) and a ∈ (2/3, 1]. As a result, we can conclude that

⟨ w0
r

∥w0
r∥2

, û⟩ ≥
(1− ϵ)(∥w0

r∥2 − ∥w0
r0∥2) + ⟨w

0
r0 , û⟩+ c5

∥wr∥2
,
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which implies

lim inf
r→∞

⟨ w0
r

∥w0
r∥2

, û⟩ ≥ 1− ϵ.

Since we choose ϵ > 0 arbitrarily, we get limr→∞
w0

r

∥w0
r∥2

= ŵℓ2 .

Second, we claim that limt→∞
wt

∥wt∥2
= ŵℓ2 . It suffices to show that limr→∞

∥∥∥ w0
r

∥w0
r∥2
− ws

r

∥ws
r∥2

∥∥∥
2
=

0 for all s ∈ [N ]. Note that∥∥∥∥ w0
r

∥w0
r∥2
− ws

r

∥ws
r∥2

∥∥∥∥
2

≤
∥∥∥∥ w0

r

∥w0
r∥2
− w0

r

∥ws
r∥2

∥∥∥∥
2

+

∥∥∥∥ w0
r

∥ws
r∥2
− ws

r

∥ws
r∥2

∥∥∥∥
2

≤ ∥w
s
r∥2 − ∥w0

r∥2
∥ws

r∥2
+
∥ws

r −w0
r∥2

∥ws
r∥2

≤ 2
∥ws

r −w0
r∥2

∥ws
r∥2

→ 0,

which ends the proof.

F MISSING PROOFS IN SECTION 4

Proposition 4.1. Let {wt}∞t=0 be the iterates of Inc-Adam with β1 ≤ β2. Then, under Assump-
tions 2.2 and 2.3, the epoch-wise update w0

r+1 −w0
r can be expressed as

w0
r+1 −w0

r = −ηrN

√1− βN
2

1− β2

∇L(w0
r)√∑N

i=1∇Li(w0
r)

2

+ ϵβ2
(r)

 ,

where lim supr→∞ ∥ϵβ2(r)∥∞ ≤ ϵ(β2) and limβ2→1 ϵ(β2) = 0.

Proof. Note that

∑
i∈[N ]

∑
j∈[N ] β

(i,j)
1 ∇Lj(w

0
r)[k]√∑

j∈[N ]∇Lj(w0
r)[k]

2
=

∑
j∈[N ]

(∑
i∈[N ] β

(i,j)
1 ∇Lj(w

0
r)[k]

)
√∑

j∈[N ]∇Lj(w0
r)[k]

2

=
1− βN

1

1− β1

∇L(w0
r)[k]√∑N

i=1∇Li(w0
r)[k]

2

.

Furthermore, ∣∣∣∣∣∣
∑

j∈[N ] β
(i,j)
1 ∇Lj(w

0
r)[k]√∑

j∈[N ] β
(i,j)
2 ∇Lj(w0

r)[k]
2
−
∑

j∈[N ] β
(i,j)
1 ∇Lj(w

0
r)[k]√∑

j∈[N ]∇Lj(w0
r)[k]

2

∣∣∣∣∣∣
≤

∣∣∣∣∣∣
∑

j∈[N ] β
(i,j)
1 ∇Lj(w

0
r)[k]√∑

j∈[N ] β
(i,j)
2 ∇Lj(w0

r)[k]
2

∣∣∣∣∣∣
∣∣∣∣∣∣1−

√∑
j∈[N ] β

(i,j)
2 ∇Lj(w0

r)[k]
2√∑

j∈[N ]∇Lj(w0
r)[k]

2

∣∣∣∣∣∣
≤

√√√√√∑
j∈[N ]

β
(i,j)
1

2

β
(i,j)
2

(
1−

√
βN−1
2

)
≤

√√√√∑
j∈[N ]

1

β
(i,j)
2

(
1−

√
βN−1
2

)
︸ ︷︷ ︸

≜ϵ(β2)

,
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where limβ2→1 ϵ(β2) = 0. Substituting to Equation (2), we get

w0
r+1[k]−w0

r [k] = −ηrN

Cinc(β1, β2)
1− βN

1

1− β1

∇L(w0
r)[k]√∑N

i=1∇Li(w0
r)[k]

2

+ ϵβ2(r)[k]


= −ηrN

Cproxy(β2)
∇L(w0

r)[k]√∑N
i=1∇Li(w0

r)[k]
2

+ ϵβ2(r)[k]

 ,

where Cproxy(β2) =
√

1−βN
2

1−β2
, lim supr→∞ ∥ϵβ2

(r)∥∞ ≤ Nϵ(β2), and limβ2→1 ϵ(β2) = 0.

We now turn to the proof of Proposition 4.3. Note that AdamProxy can be regarded as normal-
ized steepest descent with respect to an energy norm, where the inducing matrix depends on the
current iterate and the dataset. This view takes a crucial role to make the convergence guarantee of
AdamProxy.
Lemma F.1. Consider AdamProxy iterates {wt} under Assumption 2.1. Then, it satisfies

(a) Prx(w) = argmin
∥v∥P(w)=1

⟨∇L(w),v⟩, where P̃(w) = diag
(√∑

i∈[N ]∇Li(w)2
)

and P(w) =

1
∥∇L(w)∥2

P̃−1(w)

P̃(w).

(b) There exist positive constants c1, c2 depending only on the dataset {xi}i∈[N ] such that c1∥v∥2 ≤
∥v∥P(w) ≤ c2∥v∥2 for all v,w ∈ Rd.

Proof. (a) Note that Prx(w) = −P̃(w)−1∇L(w) = argminv⟨∇L(w),v⟩+ 1
2∥v∥

2
P̃(w)

. There-

fore, normalizing by ∥∇L(w)∥2
P̃−1(w)

, we get Prx(w) = argmin
∥v∥P(w)=1

⟨∇L(w),v⟩

(b) It is enough to show that every element of P(w) is bounded for some c1, c2 > 0. For simplicity,
we denote |ℓ′(w⊤xi)| = ri, mini∈[N ],j∈[d] |xi[j]| = B1 > 0 and maxi∈[N ],j∈[d] |xi[j]| =
B2 > 0.

Note that

P(w)[k, k] =

√∑
i∈[N ]

r2i xi[k]2 ×
1∑

j∈[d]
∇L(w)[j]2√∑
i∈[N] r

2
i xi[j]2

≥ B1

√∑
i∈[N ]

r2i ×
1∑

j∈[d]

(
∑

i∈[N] riB2)2√∑
i∈[N] r

2
iB

2
1

=
B2

1

B2
2

· 1
d

∑
i∈[N ] r

2
i

(
∑

i∈[N ] ri)
2
≥ 1

Nd
· B

2
1

B2
2

.

Let v ∈ Rd s.t. ∥v∥2 = 1 and v⊤xi > 0,∀i ∈ [N ] (since {xi} is linearly separable). Let
mini∈[N ] v

⊤xi = γ > 0. Then, we get v⊤∇L(w) =
∑

i∈[N ] riv
⊤xi ≥ γ

∑
i∈[N ] ri, which

implies ∥v∥2
P̃(w)
∥∇L(w)∥2

P̃(w)−1 ≥ ⟨v,∇L(w)⟩2 ≥ γ2
(∑

i∈[N ] ri

)2
Note that ∥v∥2

P̃(w)
=
∑

j∈[d]

(∑
i∈[N ] r

2
i |xi[j]|2 · v[j]2

)
≤ dB2

√∑
i∈[N ] r

2
i . To wrap up, we

get

∥∇L(w)∥2
P̃(w)−1 ≥

γ2

dB2

(
∑

i∈[N ] ri)
2√∑

i∈[N ] r
2
i

,

and therefore,
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P(w)[k, k] =

√∑
i∈[N ] r

2
i xi[k]2

∥∇L(w)∥2
P̃(w)−1

≤
√∑

i∈[N ]

r2i xi[k]2
dB2

γ2

√∑
i∈[N ] r

2
i

(
∑

i∈[N ] ri)
2
≤ dB2

2

γ2
.

As a result, we can conclude that

B2
1

dB2
2N
∥v∥ ≤ ∥v∥P(w) ≤

dB2
2

γ2
∥v∥, ∀v,w ∈ Rd,

and take c1 =
B2

1

dB2
2N

and c2 =
dB2

2

γ2 .

Proposition 4.3 (Loss convergence). Under Assumptions 2.1 and 2.2, there exists a positive constant
η > 0 depending only on the dataset {xi}i∈[N ], such that if the learning rate schedule satisfies
ηt ≤ η and

∑∞
t=0 ηt =∞, then AdamProxy iterates minimize the loss, i.e., limt→∞ L(wt) = 0.

Proof. First, we start with the descent lemma for AdamProxy. We follow the standard techniques
in the analysis of normalized steepest descent.

Let D = supw∈Rd maxi∈[N ] ∥xi∥P−1(w). Notice that D ≤ c2 maxi∈[N ] ∥xi∥2 <∞ by Lemma F.1.
Also, we define

γw = max
∥v∥P(w)≤1

min
i∈[N ]

v⊤xi

be the ∥ · ∥P(w)-max-margin. Also notice that γ̄ ≜ supw∈Rd γw <∞, since

max
∥v∥P(w)≤1

min
i∈[N ]

v⊤xi ≤ max
∥v∥2≤ 1

c1

min
i∈[N ]

v⊤xi

for any w ∈ Rd by Lemma F.1. Then, we get

L(wt+1) = L(wt) + ηt⟨∇L(wt),Prx(wt)⟩+
η2t
2

Prx(wt)
⊤∇2L(wt + β(wt+1 −wt)) Prx(wt)

(∗)
≤ L(wt)− ηt∥∇L(wt)∥P−1(wt) +

η2tD
2

2
sup{G(wt),G(wt+1}

(∗∗)
≤ L(wt)− ηt∥∇L(wt)∥P−1(wt) +

η2tD
2eη0D

2
G(wt)

(∗∗∗)
≤ L(wt)−

(
ηt −

η2tD
2eη0D

2
γwt

)
∥∇L(wt)∥P−1(wt)

≤ L(wt)−
ηt
2
∥∇L(wt)∥P−1(wt),

for ηt ≤ 1
γ̄D2eη0D . Note that (∗) is from

Prx(wt)
⊤∇2L(w) Prx(wt) =

1

N

∑
i∈[N ]

ℓ′′(w)(Prx(wt)
⊤xi)

2

≤ 1

N

∑
i∈[N ]

ℓ′′(w)∥Prx(wt)∥2∞∥xi∥21 ≤ D2G(w),

where the last inequality is from Lemma I.1, and (∗∗), (∗∗∗) are also from Lemma I.1. Telescoping
this inequality, we get

1

2

T∑
t=t0

ηt∥∇L(wt)∥P−1(wt) ≤ L(wt0)− L(wT ) ≤ L(wt0),

which implies
∑∞

t=t0
ηt∥∇L(wt)∥P−1(wt) < ∞. Since

∑T
t=t0

ηt = ∞, we get
∥∇L(wt)∥P−1(wt) → 0. From (b), we get ∇L(wt)→ 0, and consequently, L(wt)→ 0.
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To prove Lemma 4.5, we first establish the following lemma.
Lemma F.2. Let (a(t))t≥0 be a sequence of real vectors in RN

>0 and {xi}i∈S ⊆ Rd be the dataset

with nonzero entries for an index set S ⊆ [N ]. Suppose that bt =
∑

i∈S ai(t)xi√∑
i∈S ai(t)2x2

i

satisfies ∥bt∥2 ≥

C > 0 for all t ≥ 0. Then every limit point of bt

∥bt∥2
is positively proportional to

∑
i∈[N] cixi√∑
i∈[N] c

2
ix

2
i

for

some c ∈ ∆N−1 satisfying ci = 0 for i /∈ S.

Proof. Define a function F : ∆|S|−1 → Rd as

F (d) =

∑
i∈S dixi√∑
i∈S d2ix

2
i

.

Since {xi}i∈S has nonzero entries, F is continuous. Let A = {d ∈ ∆|S|−1 : ∥F (d)∥2 ≥ C}.
Since F is continuous, A is a closed subset of ∆|S|−1. Furthermore, since ∥δt∥2 ≥ C for all t ≥ 0,
{a(t)}t≥0 ⊆ A.

Now let δ̂ be a limit point of δt

∥δt∥2
. Define a function G : A ⊆ ∆|S|−1 → Rd as

G(d) =
1∥∥∥∥ ∑

i∈S dixi√∑
i∈S d2

ix
2
i

∥∥∥∥
2

·
∑

i∈S dixi√∑
i∈S d2ix

2
i

.

Notice that G is continuous on A and δ̂ = limt→∞ G(a(t)). Since A is bounded and closed, Bolzano-
Weierstrass Theorem tells us that there exists a subsequence a(tn) such that ∃ limn→∞ a(tn) = c ∈
A. Therefore, we get

δ̂ = lim
n→∞

G(a(tn)) = G( lim
n→∞

a(tn)) = G(c).

Hence, the limit point δ̂ is proportional to
∑

i∈S cixi√∑
i∈S c2ix

2
i

. Then we regard c ∈ ∆N−1 by taking ci = 0

for i /∈ S.

Lemma 4.5. Under Assumptions 2.1, 2.2 and 4.4, there exists c = (c0, · · · , cN−1) ∈ ∆N−1 such
that the limit direction ŵ of AdamProxy satisfies

ŵ ∝
∑

i∈[N ] cixi√∑
i∈[N ] c

2
ix

2
i

, (5)

and ci = 0 for i /∈ S, where S = argmini∈[N ] ŵ
⊤xi is the index set of support vectors of ŵ.

Proof. We start with the case of ℓ = ℓexp. First step is to characterize δ̂, the limit direction of δt. To
begin with, we introduce some new notations.

· From Assumption 4.4, let wt = g(t)ŵ + ρ(t) where g(t) = ∥wt∥2 → ∞, ρ(t) ∈ Rd, and
1

g(t)ρ(t)→ 0.

· Let γ = mini⟨xi, ŵ⟩, γ̄i = ⟨xi, ŵ⟩, γ̄ = mini/∈S⟨xi, ŵ⟩. Then it satisfies S = {i ∈ [N ] :
⟨xi, ŵ⟩ = γ}. Here, note that γ̄ > γ > 0.

· Let α(t) ∈ RN be αi(t) = exp(−ρ(t)⊤xi).

· Let B = maxi ∥xi∥2 and Ck = mini∈S,|xi[k]|≠0 |xi[k]| > 0.

Since ∥ρ(t)∥/g(t)→ 0 and γ, γ̄ > 0, there exist tϵ1 , tϵ2 > 0 such that

ρ(t)⊤xi ≤ ∥ρ(t)∥2B ≤ ϵ1γg(t), ∀t > tϵ1 ,∀i ∈ [N ],

ρ(t)⊤xi ≥ −∥ρ(t)∥2B ≥ −ϵ2γ̄g(t), ∀t > tϵ2 ,∀i ∈ [N ],
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for all ϵ1, ϵ2 > 0. Then, we can decompose dominant and residual terms in the update rule.

δt =

∑
i∈S exp(−γg(t)) exp(−ρ(t)⊤xi)xi√∑

i∈[N ] exp(−2γ̄ig(t)) exp(−2ρ(t)⊤xi)x2
i

+

∑
i∈S∁ exp(−γ̄ig(t)) exp(−ρ(t)⊤xi)xi√∑
i∈[N ] exp(−2γ̄ig(t)) exp(−2ρ(t)⊤xi)x2

i

≜ d(t) + r(t).

To investigate the limit direction of δt, we first show that d(t) dominates r(t), i.e., limt→∞
∥r(t)∥2

∥d(t)∥2
=

0. To do so, we bound the ratio of each coordinate

|r(t)[k]|
|d(t)[k]|

=

∑
i∈S∁ exp(−γg(t)) exp(−ρ(t)⊤xi)|xi[k]|∑
i∈S exp(−γg(t)) exp(−ρ(t)⊤xi)|xi[k]|

.

Notice that∑
i∈S

exp(−γg(t)) exp(−ρ(t)⊤xi)|xi[k]| ≥
∑
i∈S

Ck exp(−γg(t))αi(t)

≥ Ck exp(−γg(t)) exp(−ϵ1γg(t))
= Ck exp(−(1 + ϵ1)γg(t)),

∑
i∈S∁

exp(−γ̄ig(t)) exp(−ρ(t)⊤xi)|xi[k]| ≤ NB exp(−γ̄g(t)) exp(ϵ2γ̄g(t))

= NB exp(−(1− ϵ2)γ̄g(t)).

Therefore, we conclude that

∥r(t)∥2
∥d(t)∥2

≤
∑
k∈[d]

|r(t)[k]|
∥d(t)∥2

≤
∑
k∈[d]

|r(t)[k]|
|d(t)[k]|

=
∑
k∈[d]

∑
i∈S∁ exp(−γg(t)) exp(−ρ(t)⊤xi)|xi[k]|∑
i∈S exp(−γg(t)) exp(−ρ(t)⊤xi)|xi[k]|

≤
∑
k∈[d]

NB

Ck
exp(−1

2
(γ̄ − γ)g(t))→ 0.

Next, we claim that every limit point of d(t)
∥d(t)∥2

is positively proportional to
∑

i∈[N] cixi√∑
i∈[N] c

2
ix

2
i

for some

c = (c0, · · · , cN−1) ∈ ∆N−1 satisfying ci = 0 for i /∈ S. Notice that

d(t)[k] =

∑
i∈S exp(−γg(t)) exp(−ρ(t)⊤xi)xi[k]√∑

i∈[N ] exp(−2γ̄ig(t)) exp(−2ρ(t)⊤xi)x2
i [k]

=

∑
i∈S exp(−γg(t)) exp(−ρ(t)⊤xi)xi[k]√∑

i∈S exp(−2γg(t)) exp(−2ρ(t)⊤xi)x2
i [k] +

∑
i∈S∁ exp(−2γ̄ig(t)) exp(−2ρ(t)⊤xi)x2

i [k]

=

∑
i∈S exp(−γg(t)) exp(−ρ(t)⊤xi)xi[k]√∑
i∈S exp(−2γg(t)) exp(−2ρ(t)⊤xi)x2

i [k]

1√
1 +

∑
i∈S∁ exp(−2γ̄ig(t)) exp(−2ρ(t)⊤xi)x2

i [k]∑
i∈S exp(−2γg(t)) exp(−2ρ(t)⊤xi)x2

i [k]

.

Let bt =

∑
i∈S exp(−γg(t)) exp(−ρ(t)⊤xi)xi√∑
i∈S exp(−2γg(t)) exp(−2ρ(t)⊤xi)x2

i

=

∑
i∈S exp(−ρ(t)⊤xi)xi√∑
i∈S exp(−2ρ(t)⊤xi)x2

i

. Since

∑
i∈S∁ exp(−2γ̄ig(t)) exp(−2ρ(t)⊤xi)x

2
i [k]∑

i∈S exp(−2γg(t)) exp(−2ρ(t)⊤xi)x2
i [k]

→ 0, every limit point of d(t)
∥d(t)∥2

is represented by a

limit point of bt

∥bt∥2
. Notice that bt is an update of AdamProxy under the dataset {xi}i∈S , which

implies ∥bt∥2 is lower bounded by a positive constant from Lemma F.1. Therefore, Lemma F.2
proves the claim.
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Hence, we can characterize δ̂ as

δ̂ = lim
t→∞

δt
∥δt∥2

= lim
t→∞

d(t) + r(t)

∥d(t) + r(t)∥2

= lim
t→∞

d(t)

∥d(t) + r(t)∥2
+ lim

t→∞

r(t)

∥d(t) + r(t)∥2

= lim
t→∞

d(t)

∥d(t)∥2
∝

∑
i∈[N ] cixi√∑
i∈[N ] c

2
ix

2
i

,

for some c ∈ ∆N−1 satisfying ci = 0 for i /∈ S.

Second step is to connect the limiting behavior of δt to the limit direction ŵ using Stolz-Cesaro
theorem. From the first step, we can represent

δt = h(t)δ̂ + σ(t),

where h(t) = ∥δt∥2 and 1
h(t)σ(t)→ 0. Notice that wt −w0 =

∑t−1
s=0 ηsh(s)(δ̂ + 1

h(s)σ(t)). Since

δ̂ + 1
h(s)σ(t) is bounded, we get

∑t−1
s=0 ηsh(s)→∞. Then we take

at = wt −w0 =

t−1∑
s=0

ηsh(s)(δ̂ +
1

h(s)
σ(t))

bt =

t−1∑
s=0

ηsh(s).

Then, {bt}∞t=1 is strictly monotone and diverging. Also, limt→∞
at+1−at

bt+1−bt
= δ̂. Then, by Stolz-

Cesaro theorem, we get

lim
t→∞

at

bt
= δ̂.

This implies wt = btδ̂ + τ (t) where τ (t)
bt
→ 0. Also notice that wt = g(t)ŵ + ρ(t). Dividing by

g(t), we get

ŵ = lim
t→∞

g(t)ŵ + ρ(t)

g(t)
= lim

t→∞

bt
g(t)

(
δ̂ +

τ (t)

bt

)
.

Since ℓ2 norm is continuous, we get

1 = ∥ŵ∥2 = lim
t→∞

bt
g(t)

∥∥∥∥δ̂ +
τ (t)

bt

∥∥∥∥
2

= lim
t→∞

bt
g(t)

,

which implies ŵ = δ̂.

Then we move on to the case of ℓ = ℓlog. This kind of extension is possible since the logistic loss has
a similar tail behavior of the exponential loss, following the line of Soudry et al. (2018). We adopt
the same notation with previous part, and we decompose dominant and residual terms as follows:

δt =

∑
i∈S |ℓ′(γg(t) + ρ(t)⊤xi)|xi√∑
i∈[N ] |ℓ′(γ̄ig(t) + ρ(t)⊤xi)|2x2

i

+

∑
i∈S∁ |ℓ′(γ̄ig(t) + ρ(t)⊤xi)|xi√∑
i∈[N ] |ℓ′(γ̄ig(t) + ρ(t)⊤xi)|2x2

i

≜ d(t) + r(t).

Notice that limz→∞
|ℓ′log(z)|
ℓexp(z)

= limz→∞
1

1+e−z = 1. Therefore, the limit behavior of d(t) and r(t) is
identical to the previous ℓ = ℓexp case. This implies the same proof also holds for the logistic loss,
which ends the proof.

Theorem 4.8. Under Assumptions 2.1 and 4.7, PAdam(c) admits unique primal and dual solutions,
so that p(c) and d(c) can be regarded as vector-valued functions. Moreover, under Assumptions 2.1,
2.2, 4.4 and 4.7, the following hold:
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(a) p : ∆N−1 → Rd is continuous.

(b) d : ∆N−1 → RN
≥0\{0} is continuous. Consequently, the map T (c) ≜ d(c)

∥d(c)∥1
is continuous.

(c) The map T : ∆N−1 → ∆N−1 admits at least one fixed point.

(d) There exists c∗ ∈ {c ∈ ∆N−1 : T (c) = c} such that the convergence direction ŵ of
AdamProxy is proportional to p(c∗).

Proof. We first show that PAdam(c) has a unique solution and p(c) can be identified as a vector-valued
function. Since M(c) is positive definite for every c ∈ ∆N−1, 1

2∥w∥M(c) is strictly convex. Since
the feasible set is convex, there exists a unique optimal solution of PAdam(c) and we can redefine
p(c) as a vector-valued function.

Since the inequality constraints are linear, PAdam(c) satisfies Slater’s condition, which implies that
there exists a dual solution. From Assumption 4.7, such dual solution is unique.

(a) Let f(w, c) = 1
2∥w∥M(c) be the objective function of PAdam(c) and F = {w ∈ Rd : w⊤xi −

1 ≥ 0,∀i ∈ [N ]} be the feasible set. It is clear that such f is continuous on w and c. Let
c̄ ∈ ∆N−1 and assume p is not continuous on c̄. Then there exists {ck} ⊂ ∆N−1 such that
limk→∞ ck = c̄ but ∥p(ck) − p(c̄)∥2 ≥ ϵ for some ϵ > 0. We denote wk = p(ck) and
w̄ = p(c̄).

First, construct {uk} ⊂ F such that limk→∞ uk = w̄. Then we get a natural relationship
between wk and uk as

1

2
w⊤

k M(ck)wk ≤
1

2
u⊤
k M(ck)uk.

Second, consider the case when {wk} is bounded. Then we can take a subsequence wkn → w0.
Since {wkn} ⊂ F and F is closed, we get w0 ∈ F . Also, since f is continuous, f(wkn , ckn)→
f(w0, c̄). Therefore,

f(wkn
, ckn

) ≤ f(w̄, ckn
) −−−−→

n→∞
f(w0, c̄) ≤ f(w̄, c̄),

which implies w0 = w̄. This makes a contradiction to ∥p(ck)− p(c̄)∥2 = ∥wk − w̄∥2 ≥ ϵ.

Lastly, consider the case when {wk} is not bounded. By taking a subsequence, we can assume
that ∥wk∥2 →∞ without loss of generality. Define vk = wk

∥wk∥2
. Since vk is bounded, we can

take a convergent subsequence and consider limk→∞ vk = v̄ without loss of generality. Then,

1

2
w⊤

k M(ck)wk ≤
1

2
u⊤
k M(ck)uk ⇒

1

2
v⊤
k M(ck)vk ≤

1

2

(
uk

∥wk∥2

)⊤

M(ck)

(
uk

∥wk∥2

)
.

Since f is continuous and {uk} is bounded, we get

1

2
v̄⊤M(c̄)v̄ = f(v̄, c̄) = lim

k→∞
f(vk, ck) = lim

k→∞

1

2
v⊤
k M(ck)vk

≤ lim sup
k→∞

1

2

(
uk

∥wk∥

)⊤

M(ck)

(
uk

∥wk∥

)
= 0.

Note that M(c̄) is positive definite and 1
2 v̄

⊤M(c̄)v̄ = 0 implies v̄ = 0, which makes a
contradiction.

(b) Let c0 ∈ ∆N−1 be given and take w∗ = p(c0). From KKT conditions of PAdam(c0), the dual
solution d(c0) is given by

M(c0)w
∗ =

∑
i∈S(w∗)

di(c0)xi

and such di(c0) ≥ 0 is uniquely determined since {xi}i∈S(w∗) is a set of linearly independent
vectors by Assumption 4.7.
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Now we claim that d(c) is continuous at c = c0. Notice that mini/∈S(w∗) w
∗⊤xi > 1. Since

p is continuous at c0, there exists δ > 0 such that p(c)⊤xi − 1 > 0 for i /∈ S(w∗) and
c ∈ ∆N−1 ∩Bδ(c0). Therefore, S(p(c)) ⊆ S(w∗) on c ∈ ∆N−1 ∩Bδ(c0).

Let X be a matrix whose columns are the support vectors of w∗. On c ∈ ∆N−1 ∩Bδ(c0), KKT
conditions tells us that

M(c)p(c) =
∑

i∈S(p(c))

di(c)xi
(∗)
=

∑
i∈S(w∗)

di(c)xi = Xd(c)

(∗∗)⇔ d(c) = (X⊤|imX⊤)−1M(c)p(c),

where (∗) is from S(p(c)) ⊆ S(w∗) and (∗∗) is from the linear independence of columns of X.
Notice that M(c) and w∗(c) are continuous on c = c0, which implies that d(c) is continuous
on c = c0.

Since at least one of the dual solutions is strictly positive, d is a continuous map from ∆N−1 to
RN

≥0\{0}. This implies that T is continuous, since d 7→ d∑
i∈[N] di

is continuous on RN
≥0\{0}.

(c) Since ∆N−1 is a nonempty convex compact subset of RN , there exists a fixed point of T by
Brouwer fixed-point theorem.

(d) From Lemma 4.5, there exists c∗ ∈ ∆N−1 such that ŵ ∝
∑N

i=1 c∗i xi√∑N
i=1 c∗i

2x2
i

with c∗i = 0 for i /∈ S′

where S′ = argmini∈[N ] ŵ
⊤xi. Then we take ŵ =

∑
i∈S kc∗i xi√∑
i∈S c∗i

2x2
i

for some k > 0. We claim

that such c∗ becomes a fixed point of T and ŵ ∝ p(c∗).

Consider the optimization problem PAdam(c
∗) and its unique primal solution w∗ = p(c∗).

Notice that mini∈[N ] ŵ
⊤xi = γ > 0 since AdamProxy minimizes the loss. Therefore,

w∗ = 1
γ ŵ and di(c

∗) =
kc∗i
γ satisfy the following KKT condition

M(c∗)w∗ =
∑
i∈S∗

dixi, di ≥ 0,

w∗⊤xi − 1 ≥ 0,∀i ∈ [N ],

where S∗ = {i ∈ [N ] : w∗⊤xi − 1 = 0} is the index set of support vectors of w∗. This implies
that T (c∗) = c∗ and ŵ = γw∗ ∝ w∗ = p(c∗), which proves the claim.

Detailed Calculations of Example 4.11. Consider N = d and {xi}i∈[d] ⊆ Rd where xi =
xiei + δ

∑
j ̸=i ej for some 0 < δ and 0 < x0 < · · · < xd−1. ℓ∞-max-margin problem is given by

min ∥w∥∞ subject to w⊤xi ≥ 1,∀i ∈ [N ].

(For the convenience of calculation, we use the objective ∥w∥∞ rather than 1
2∥w∥

2
∞.) Its KKT

conditions are given by

∂∥w∥∞ ∋
∑
i∈[N ]

λixi,

∑
i∈[N ]

λi(w
⊤xi − 1) = 0,

λi ≥ 0, w⊤xi − 1 ≥ 0,∀i ∈ [N ].
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Note that w∗ = ( 1
x0+(d−1)δ , · · · ,

1
x0+(d−1)δ ) ∈ Rd and λ∗ = ( 1

x0+(d−1)δ , 0, · · · , 0) ∈ Rd satisfy
the KKT conditions since

∂∥w∥∞
∣∣∣
w=w∗

= ∆d−1 ∋ 1

x0 + (d− 1)δ
x0 =

∑
i∈[N ]

λ∗
ixi,

∑
i∈[N ]

λ∗
i (w

∗⊤xi − 1) = λ∗
1(
x0 + (d− 1)δ

x0 + (d− 1)δ
− 1) = 0,

λ∗
i ≥ 0,w∗⊤xi − 1 ≥ 0,∀i ∈ [N ].

Now we show that c∗ = (1, 0, · · · , 0) ∈ ∆d−1 is a fixed point of T in Theorem 4.8 and w∗ = p(c∗).
Note that for k = 1

x0+(d−1)δ > 0, it satisfies

M(c∗)w∗ = diag(x0, δ, · · · , δ)w∗ = kx0 = k
∑
i∈[N ]

c∗ixi

∑
i∈[N ]

c∗i (w
∗⊤xi − 1) = 0,

c∗i ≥ 0,w∗⊤xi − 1 ≥ 0,∀i ∈ [N ],

which implies T (c∗) = c∗ and w∗ = p(c∗).

G MISSING PROOFS IN SECTION 5

Algorithm 4 Inc-Signum

Hyperparams: Learning rate schedule {ηt}T−1
t=0 , momentum parameter β ∈ [0, 1), batch size b

Input: Initial weight w0, dataset {xi}i∈[N ]

1: Initialize momentum m−1 = 0
2: for t = 0, 1, 2, . . . , T − 1 do
3: Bt ← {(t · b+ i) (mod N)}b−1

i=0

4: gt ← ∇LBt
(wt) =

1
b

∑
i∈Bt

ℓ′(w⊤
t xi)xi

5: mt ← βmt−1 + (1− β)gt

6: wt+1 ← wt − ηt sign(mt)
7: end for
8: return wT

Related Work. Our proof of Theorem 5.1 builds on standard techniques from the analysis of the
implicit bias of normalized steepest descent on linearly separable data (Gunasekar et al., 2018a;
Zhang et al., 2024a; Fan et al., 2025). The most closely related result is due to Fan et al. (2025),
who showed that full-batch Signum converges in direction to the maximum ℓ∞-margin solution.
Theorem 5.1 extends this result to the mini-batch setting, establishing that the mini-batch variant
of Inc-Signum (Algorithm 4) also converges in direction to the maximum ℓ∞-margin solution,
provided the momentum parameter is chosen sufficiently close to 1.

Technical Contribution. The key technical contribution enabling the mini-batch analysis is
Lemma G.2. Importantly, requiring momentum parameter β close to 1 is not merely a techni-
cal convenience but intrinsic to the mini-batch setting (b < N ), as formalized in Lemma G.2 and
supported empirically in Appendix B.

Implicit Bias of SignSGD. We note that as an extreme case, Inc-Signum with β = 0 and batch
size 1 (i.e., SignSGD) has a simple implicit bias: its iterates converge in direction to

∑
i∈[N ] sign(xi),

which corresponds to neither the ℓ2- nor the ℓ∞-max-margin solution.
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Notation. We introduce additional notation to analyze Inc-Signum (Algorithm 4) with arbitrary
mini-batch size b. Let Bt ⊆ [N ] denote the set of indices in the mini-batch sampled at iteration t.
The corresponding mini-batch loss LBt

(w) is defined as

LBt(w) ≜
1

|Bt|
∑
i∈Bt

ℓ(w⊤xi).

We define the maximum normalized ℓ∞-margin as

γ∞ ≜ max
∥w∥∞≤1

min
i∈[N ]

w⊤xi > 0,

and again introduce the proxy G : Rd → R defined as

G(w) ≜ − 1

N

∑
i∈[N ]

ℓ′(w⊤xi).

As before, we consider ℓ to be either the logistic loss ℓlog(z) = log(1 + exp(−z)) or the exponential
loss ℓexp(z) = exp(−z). Finally, let D be an upper bound on the ℓ1-norm of the data, i.e., ∥xi∥1 ≤ D
for all i ∈ [N ].
Lemma G.1 (Descent inequality). Inc-Signum iterates {wt} satisfy

L(wt+1) ≤ L(wt)− ηt⟨∇L(wt),∆t⟩+ CHη2t G(wt), ∆t := sign(mt),

where CH = 1
2D

2eη0D.

Proof. By Taylor’s theorem,

L(wt+1) = L(wt − ηt∆t) = L(wt)− ηt⟨∇L(wt),∆t⟩+
1

2
η2t∆

⊤
t ∇2L(wt − ζηt∆t)∆t,

for some ζ ∈ (0, 1). Note that for any w ∈ Rd,

∆⊤
t ∇2L(w)∆t =

1

N

∑
i∈[N ]

ℓ′′(w⊤xi)(∆
⊤
t xi)

2 ≤ 1

N

∑
i∈[N ]

ℓ′′(w⊤xi)∥∆t∥2∞∥xi∥21 ≤ D2G(w),

where we used G(w) ≥ 1
N

∑
i∈[N ] ℓ

′′(w⊤xi) from Lemma I.1. Then,

L(wt+1) ≤ L(wt)− ηt⟨∇L(wt),∆t⟩+
1

2
η2t∆

⊤
t ∇2L(wt − ζηt∆t)∆t

≤ L(wt)− ηt⟨∇L(wt),∆t⟩+
1

2
η2tD

2G(wt − ζηt∆t)

≤ L(wt)− ηt⟨∇L(wt),∆t⟩+
1

2
η2tD

2eηtDG(w),

where we used G(w′) ≤ eD∥w′−w∥∞G(w) for all w,w′ from Lemma I.1. Finally, choosing
CH := 1

2D
2eη0D, we obtain the desired inequality.

Lemma G.2 (EMA misalignment). We denote et := mt −∇L(wt). Suppose that β ∈ (N−b
N , 1).

Then, there exists t0 ∈ N such that for all t ≥ t0,

∥et∥1 = ∥mt −∇L(wt)∥1 ≤
[
(1− β)DN

b (
N
b − 1) + C1ηt + C2β

t
]
G(wt)

where C1, C2 > 0 are constants determined by β, N , b, and D.

Proof. The momentum mt can be written as:

mt = (1− β)

t∑
τ=0

βτgt−τ = (1− β)

t∑
τ=0

βτ∇LBt−τ
(wt−τ ),

and the full-batch gradient∇L(wt) can be written as:

∇L(wt) = βt+1∇L(wt) + (1− β)

t∑
τ=0

βτ∇L(wt),
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Consequently, the misalignment et = mt −∇L(wt) can be decomposed as:

et =(1− β)

t∑
τ=0

βτ (∇LBt−τ
(wt−τ )−∇LBt−τ

(wt))

+ (1− β)

t∑
τ=0

βτ (∇LBt−τ (wt)−∇L(wt))

− βt+1∇L(wt),

and thus

∥et∥1 =

∥∥∥∥∥(1− β)

t∑
τ=0

βτ (∇LBt−τ
(wt−τ )−∇LBt−τ

(wt))

∥∥∥∥∥
1︸ ︷︷ ︸

=: (A)

+

∥∥∥∥∥(1− β)

t∑
τ=0

βτ (∇LBt−τ
(wt)−∇L(wt))

∥∥∥∥∥
1︸ ︷︷ ︸

=: (B)

+
∥∥βt+1∇L(wt)

∥∥
1︸ ︷︷ ︸

=: (C)

.

We upper bound each term separately.

First, the term (A) represents the misalignment by the weight movement, which can be bounded as:

(A) =

∥∥∥∥∥(1− β)

t∑
τ=0

βτ (∇LBt−τ (wt−τ )−∇LBt−τ (wt))

∥∥∥∥∥
1

≤ (1− β)

t∑
τ=0

βτ∥∇LBt−τ
(wt−τ )−∇LBt−τ

(wt)∥1

= (1− β)

t∑
τ=0

βτ

∥∥∥∥∥∥1b
∑

i∈Bt−τ

(ℓ′(w⊤
t−τxi)− ℓ′(w⊤

t xi))xi

∥∥∥∥∥∥
1

≤ (1− β)

t∑
τ=0

βτ D

b

∑
i∈Bt−τ

|ℓ′(w⊤
t−τxi)− ℓ′(w⊤

t xi)|

≤ (1− β)D

b

t∑
τ=0

βτ
∑

i∈Bt−τ

|ℓ′(w⊤
t xi)|

∣∣∣∣ℓ′(w⊤
t−τxi)

ℓ′(w⊤
t xi)

− 1

∣∣∣∣
≤ (1− β)DN

b
G(wt)

t∑
τ=0

βτ
∑

i∈Bt−τ

∣∣∣∣ℓ′(w⊤
t−τxi)

ℓ′(w⊤
t xi)

− 1

∣∣∣∣ ,
where we used NG(w) = −

∑
i∈[N ] ℓ

′(w⊤xi) =
∑

i∈[N ] |ℓ′(w⊤xi)| ≥ maxi∈[N ] |ℓ′(w⊤xi)| in
the last inequality. For all i ∈ [N ],∣∣∣∣ℓ′(w⊤

t−τxi)

ℓ′(w⊤
t xi)

− 1

∣∣∣∣ ≤ e|(wt−wt−τ )
⊤xi| − 1 ≤ e∥wt−wt−τ∥∞∥xi∥1 − 1 ≤ eD

∑τ
τ′=1

ηt−τ′ − 1.

By Assumption 2.3, there exists t0 ∈ N and constant c1 > 0 determined by β and D such that∑t
τ=0 β

τ (eD
∑τ

τ′=1
ηt−τ′ − 1) ≤ c1ηt for all t ≥ t0. Then, for all t ≥ t0, we have

(A) ≤ (1− β)DN

b
G(wt)

t∑
τ=0

βτ b(eD
∑τ

τ′=1
ηt−τ′ − 1)

= (1− β)DNG(wt)

t∑
τ=0

βτeD
∑τ

τ′=1
ηt−τ′ − 1

≤ (1− β)DNc1ηtG(wt).

39



2106
2107
2108
2109
2110
2111
2112
2113
2114
2115
2116
2117
2118
2119
2120
2121
2122
2123
2124
2125
2126
2127
2128
2129
2130
2131
2132
2133
2134
2135
2136
2137
2138
2139
2140
2141
2142
2143
2144
2145
2146
2147
2148
2149
2150
2151
2152
2153
2154
2155
2156
2157
2158
2159

Under review as a conference paper at ICLR 2026

Second, the term (B) represents the misalignment by mini-batch updates. Denote the number of
mini-batches in a single epoch as m := N

b . Since Bt = {(t · b+ i) (mod N)}b−1
i=0 , note that Bi = Bj

if and only if i ≡ j (mod m). Now, the term (B) can be upper bounded as

(B) =

∥∥∥∥∥(1− β)

t∑
τ=0

βτ (∇LBt−τ (wt)−∇L(wt))

∥∥∥∥∥
1

=

∥∥∥∥∥∥(1− β)

t∑
τ=0

βτ

∇LBt−τ
(wt)−

1

m

m∑
j=1

∇LBj
(wt)

∥∥∥∥∥∥
1

=

∥∥∥∥∥∥(1− β)

m∑
j=1

 ∑
τ≤t: (t−τ)≡j (mod m)

βτ − 1

m

t∑
τ=0

βτ

∇LBj
(wt)

∥∥∥∥∥∥
1

≤ (1− β)m · max
j∈[m]

∣∣∣∣∣∣
∑

τ≤t: (t−τ)≡j (mod m)

βτ − 1

m

t∑
τ=0

βτ

∣∣∣∣∣∣ · max
j∈[m]

∥∇LBj
(wt)∥1

≤ (1− β)Dm2G(wt) · max
j∈[m]

∣∣∣∣∣∣
∑

τ≤t: (t−τ)≡j (mod m)

βτ − 1

m

t∑
τ=0

βτ

∣∣∣∣∣∣ ,
where the last inequality holds since

max
j∈[m]

∥∇LBj (w)∥1 =
1

b
max
j∈[m]

∥∥∥∥∥∥
∑
i∈Bj

ℓ′(w⊤xi)xi

∥∥∥∥∥∥
1

≤ 1

b

N∑
i=1

|ℓ′(w⊤xi)|·D =
DN

b
G(w) = DmG(w),

for all w ∈ Rd. It remains to upper bound maxj∈[m]

∣∣∣∑τ≤t: (t−τ)≡j (mod m) β
τ − 1

m

∑t
τ=0 β

τ
∣∣∣.

Fix arbitrary j ∈ [m]. Note that

(1− β)

 ∑
τ≤t: (t−τ)≡j (mod m)

βτ − 1

m

t∑
τ=0

βτ


≤ (1− β)

⌊ t
m ⌋∑

k=0

βmk − (1− β)
1

m

t∑
τ=0

βτ

= (1− β)

⌊ t
m ⌋∑

k=0

βmk − (1− β)

⌊ t
m ⌋−1∑
k=0

(
1

m
βmk

m−1∑
τ=0

βτ

)
− (1− β)

1

m

t∑
τ=m(⌊ t

m ⌋−1)+1

βτ

≤ (1− β)βm⌊ t
m ⌋ +

⌊ t
m ⌋−1∑
k=0

βmk

[
(1− β)− 1

m
(1− βm)

]
(∗)
≤ (1− β)βt−m +

⌊ t
m ⌋−1∑
k=0

βmk (m− 1)(1− β)2

2

≤ (1− β)βt−m +
1

1− βm
· (m− 1)(1− β)2

2
(∗∗)
≤ (1− β)βt−m +

2

m(1− β)
· (m− 1)(1− β)2

2

= (1− β)βt−m +
m− 1

m
(1− β),

where the inequalities (∗) and (∗∗) hold since (1 − ϵ)m ≤ 1 −mϵ + m(m−1)
2 ϵ2 ≤ 1 − m

2 ϵ for all
0 ≤ ϵ ≤ 1

m−1 and choose ϵ = 1− β.
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Similarly, we have

(1− β)

 1

m

t∑
τ=0

βτ −
∑

τ≤t: (t−τ)≡j (mod m)

βτ


≤ (1− β)

1

m

t∑
τ=0

βτ − (1− β)

⌊ t+1
m ⌋−1∑
k=0

βm(k+1)−1

= (1− β)

⌊ t+1
m ⌋−1∑
k=0

(
1

m
βmk

m−1∑
τ=0

βτ

)
+ (1− β)

1

m

t∑
τ=m⌊ t+1

m ⌋

βτ − (1− β)

⌊ t+1
m ⌋−1∑
k=0

βm(k+1)−1

≤ (1− β)
1

m

t∑
τ=t−m+2

βτ +

⌊ t+1
m ⌋−1∑
k=0

βmk

[
1

m
(1− βm)− (1− β)βm−1

]

=
1

m
βt−m+2(1− βm−1) +

⌊ t+1
m ⌋−1∑
k=0

βmk

[
1

m
(1− βm)− (1− β)βm−1

]

≤ 1

m
βt−m+2(1− βm−1) +

⌊ t+1
m ⌋−1∑
k=0

βmk (m− 1)(1− β)2

2

≤ 1

m
βt−m+2(1− βm−1) +

1

1− βm
· (m− 1)(1− β)2

2

≤ (1− β)βt−m +
m− 1

m
(1− β).

Combining the bounds, we get

(B) ≤ (1− β)Dm(βt−mm+m− 1)G(wt).

Finally,
(C) = ∥βt+1∇L(wt)∥1 ≤ βt+1DG(wt).

Therefore, we conclude

∥e∥1 ≤
[
(1− β)Dm(m− 1) + C1ηt + C2β

t
]
G(wt)

where C1, C2 > 0 are constants determined by β, m, and D.

Corollary G.3. Suppose that β ∈ (N−b
N , 1). Then, there exists t0 ∈ N such that for all t ≥ t0,

Inc-Signum iterates {wt} satisfy

L(wt+1) ≤ L(wt)− ηt(γ∞ − 2(1− β)DN
b (

N
b − 1)− (2C1 + CH)ηt − 2C2β

t)G(wt),

where CH , C1, C2 > 0 are constants in Lemmas G.1 and G.2.

Proof. By Lemma I.1, we get

⟨∇L(wt),∆t⟩ = ⟨mt,∆t⟩ − ⟨et,∆t⟩
≥ ∥mt∥1 − ∥et∥1∥∆t∥∞
≥ (∥∇L(wt)∥1 − ∥et∥1)− ∥et∥1
= ∥∇L(wt)∥1 − 2∥et∥1
≥ γ∞G(wt)− 2∥et∥1.

Now using Lemma G.1 and Lemma G.2, we conclude

L(wt+1) ≤ L(wt)− ηt⟨∇L(wt),∆t⟩+ CHη2t G(wt)

≤ L(wt)− ηt(γ∞G(wt)− 2∥et∥1) + CHη2t G(wt)

≤ L(wt)− ηt(γ∞ − 2(1− β)DN
b (

N
b − 1)− (2C1 + CH)ηt − 2C2β

t)G(wt),

which ends the proof.
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Proposition G.4 (Loss convergence). Suppose that β ∈ (1 − γ∞
4C0

, 1) if b < N and β ∈ (0, 1) if
b = N , where C0 := DN

b (
N
b − 1). Then, L(wt)→ 0 as t→∞.

Proof. Note that β ∈ (N−b
N , 1) since γ∞ = max∥w∥∞≤1 mini∈[N ] w

⊤xi ≤ D. By Corollary G.3,
there exists t0 ∈ N such that for all t ≥ t0,

ηt(γ∞ − 2C0(1− β)− (2C1 + CH)ηt − 2C2β
t)G(wt) ≤ L(wt)− L(wt+1).

Since ηt, β
t → 0 as t→∞, there exists t1 ≥ t0 such that for all t ≥ t1,

(2C1 + CH)ηt + 2C2β
t <

γ∞
4

.

Then,

γ∞
4

∞∑
t=t1

ηtG(wt) ≤
∞∑

t=t1

ηt(γ∞−2C0(1−β)−(2C1+CH)ηt−2C2β
t)G(wt) ≤

∞∑
t=t1

L(wt)−L(wt+1) <∞.

Thus,
∑∞

t=t0
ηtG(wt) < ∞ and since

∑∞
t=t0

ηt = ∞, this implies G(wt) → 0 and therefore
L(wt)→ 0 as t→∞.

Proposition G.5 (Unnormalized margin lower bound). Suppose that β ∈ (1− γ∞
4C0

, 1) if b < N and
β ∈ (0, 1) if b = N , where C0 := DN

b (
N
b − 1). Then, there exists ts ∈ N such that for all t ≥ ts,

min
i∈[N ]

w⊤xi ≤ (γ∞ − 2C0(1− β))

t−1∑
τ=ts

ητ
G(wτ )

L(wτ )
− (2C1 + CH)

t−1∑
τ=ts

η2τ −
2C2η0
1− β

,

where C0 := DN
b (

N
b − 1) and CH , C1, C2 > 0 are constants in Lemmas G.1 and G.2.

Proof. By Proposition G.4, there exists time step ts ∈ N such that L(wt) ≤ log 2
N for all t ≥ ts.

Then, ℓ(w⊤
t xi) ≤ 1

NL(wt) ≤ log 2 < 1, and thus mini∈[N ] w
⊤
t xi ≥ 0 for all t ≥ ts. Then, for all

t ≥ ts,

exp(− min
i∈[N ]

w⊤
t xi) = max

i∈[N ]
exp(−w⊤

t xi) ≤
1

log 2
max
i∈[N ]

log(1 + exp(−w⊤xi)) ≤
NL(wt)

log 2
,

for logistic loss, and exp(−mini∈[N ] w
⊤
t xi) ≤ NL(wt) ≤ NL(wt)

log 2 for exponential loss.

Using Corollary G.3 and G(w) ≤ L(w) from Lemma I.1, we get

L(wt) ≤ L(wt−1)

(
1− (γ∞ − 2C0(1− β))ηt−1

G(wt−1)

L(wt−1)
+ (2C1 + CH)η2t−1 + 2C2β

t−1ηt−1

)
≤ L(wt−1) exp

(
−(γ∞ − 2C0(1− β))ηt−1

G(wt−1)

L(wt−1)
+ (2C1 + CH)η2t−1 + 2C2β

t−1ηt−1

)
≤ L(wts) exp

(
−(γ∞ − 2C0(1− β))

t−1∑
τ=ts

ητ
G(wτ )

L(wτ )
+ (2C1 + CH)

t−1∑
τ=ts

η2τ + 2C2

t−1∑
τ=ts

βτητ

)

≤ log 2

N
exp

(
−(γ∞ − 2C0(1− β))

t−1∑
τ=ts

ητ
G(wτ )

L(wτ )
+ (2C1 + CH)

t−1∑
τ=ts

η2τ +
2C2η0
1− β

)
.

Thus, we get

exp(− min
i∈[N ]

w⊤
t xi) ≤

NL(wt)

log 2

≤ exp

(
−(γ∞ − 2C0(1− β))

t−1∑
τ=ts

ητ
G(wτ )

L(wτ )
+ (2C1 + CH)

t−1∑
τ=ts

η2τ +
2C2η0
1− β

)
,

which gives the desired inequality.
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Theorem 5.1. Let δ > 0. Then there exists ϵ > 0 such that the iterates {wt}∞t=0 of Inc-Signum
(Algorithm 4) with batch size b and momentum β ∈ (1− ϵ, 1), under Assumptions 2.1 and 2.3, satisfy

lim inf
t→∞

mini∈[N ] x
⊤
i wt

∥wt∥∞
≥ γ∞ − δ, (7)

where
γ∞ ≜ max

∥w∥∞≤1
min
i∈[N ]

w⊤xi, D ≜ max
i∈[N ]

∥xi∥1,

and

ϵ =
1

2D · Nb (
N
b − 1)

min
{
δ, γ∞

2

}
if b < N, ϵ = 1 if b = N.

Proof. Let C0 := DN
b (

N
b − 1) so that ϵ := min{ δ

2C0
, γ∞
4C0
} if b < N and ϵ := 1 if b = N . Note

that C0 = 0 if b = N . Suppose that β ∈ (1− ϵ, 1).

Let t0 be a time step that satisfy Corollary G.3. By Proposition G.4, there exists t⋆ ≥ t0 such that
(2C1 + CH)ηt + 2C2β

t < γ∞
8 and L(wt) ≤ log 2

N for all t ≥ t⋆. Then, for each t ≥ t⋆, we get
G(wt)
L(wt)

≥ 1− NL(wt)
2 ≥ 1

2 . By Corollary G.3, for all t ≥ t⋆,

L(wt) ≤ L(wt−1)

(
1− (γ∞ − 2C0(1− β))ηt−1

G(wt−1)

L(wt−1)
+ (2C1 + CH)η2t−1 + 2C2β

t−1ηt−1

)
≤ L(wt−1)

(
1− 1

4
γ∞ηt−1 +

1

8
γ∞ηt−1

)
≤ L(wt−1) exp

(
−1

8
γ∞ηt−1

)
≤ L(wt⋆) exp

(
−γ∞

8

t−1∑
τ=t⋆

ητ

)

≤ log 2

N
exp

(
−γ∞

8

t−1∑
τ=t⋆

ητ

)
.

Consequently, by Lemma I.1, we have

G(wt)

L(wt)
≥ 1− NL(wt)

2
≥ 1− exp

(
−γ∞

8

t−1∑
τ=t⋆

ητ

)
,

for all t ≥ t⋆.

Finally, using Proposition G.5, we get

γ∞ − 2C0(1− β)−
mini∈[N ] w

⊤
t xi

∥wt∥∞

≤
(γ∞ − 2C0(1− β))

(
∥w0∥+

∑t⋆−1
τ=0 ητ +

∑t
τ=t⋆ ητe

− γ∞
8

∑t−1
τ=t⋆

ητ

)
+ (2C1 + CH)

∑t−1
τ=t⋆ η

2
τ + 2C2η0

1−β

∥w0∥+
∑t−1

τ=0 ητ

= O

(∑t⋆−1
τ=0 ητ +

∑t
τ=t⋆ ητe

− γ∞
8

∑t−1
τ=t⋆

ητ +
∑t−1

τ=t⋆ η
2
τ∑t−1

τ=0 ητ

)
Therefore, we conclude

lim inft→∞
mini∈[N ] w

⊤
t xi

∥wt∥∞
≥ γ∞ − 2C0(1− β) ≥ γ − δ .
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H MISSING PROOFS IN APPENDIX A

Lemma A.1. Suppose that (a) L(wr)→ 0, (b) ∃ limr→∞
wr

∥wr∥2
≜ ŵ, and (c) ∃ limr→∞

δr

∥δr∥2
≜ δ̂.

Then, there exists c = (c0, · · · , cN−1) ∈ ∆N−1 such that the limit direction ŵ of Inc-Adam with
β1 = 0 satisfies

ŵ ∝
∑
i∈[N ]

cixi√∑
j∈[N ] β

(i,j)
2 c2jx

2
j

, (8)

and ci = 0 for i /∈ S, where S = argmini∈[N ] ŵ
⊤xi is the index set of support vectors of ŵ.

Proof. We follow the proof of Lemma 4.5. The only difference is that the update direction δr has an
additional β(i,j)

2 term in the denominator. In case of ℓ = ℓexp, by following the line of Lemma 4.5,
we can easily show that δ̂ can be characterized by

δ̂ ∝
∑
i∈[N ]

cixi√∑
j∈[N ] β

(i,j)
2 c2jx

2
j

for some c ∈ ∆N−1 satisfying ci = 0 for i /∈ S. Using the same technique based on Stolz-Cesaro
theorem, we can also deduce that ŵ = δ̂. Since we can extend this result to ℓ = ℓlog following the
line of Lemma 4.5, the statement is proved.

I TECHNICAL LEMMAS

I.1 PROXY FUNCTION

Lemma I.1 (Proxy function). The proxy function G satisfy the following properties: for any given
weights w,w′ ∈ Rd and any norm ∥ · ∥,

(a) γ∥·∥G(w) ≤ ∥∇L(w)∥∗ ≤ DG(w), where D = maxi∈[N ] ∥xi∥∗ and γ∥·∥ =

max∥w∥≤1 mini∈[N ] w
⊤xi is the ∥ · ∥-normalized max margin,

(b) 1− NL(w)
2 ≤ G(w)

L(w) ≤ 1,

(c) G(w) ≥ 1
N

∑
i∈[N ] ℓ

′′(w⊤xi),

(d) G(w′) ≤ eB∥w′−w∥G(w), where D = maxi∈[N ] ∥xi∥∗.

Proof. This lemma (or a similar variant) is proved in Zhang et al. (2024a) and Fan et al. (2025).
Below, we provide a proof for completeness.

(a) First, by duality we get

∥∇L(w)∥∗ = max
∥g∥≤1

⟨g,−∇L(w)⟩ ≥ max
∥g∥≤1

− 1

N

∑
i∈[N ]

ℓ′(w⊤xi)g
⊤xi

≥ G(w) max
∥g∥≤1

min
i∈[N ]

g⊤xi

= γ∥·∥G(w).

Second, we can obtain the lower bound as

∥∇L(w)∥∗ = ∥ − 1

N

∑
i∈[N ]

ℓ′(w⊤xi)xi∥∗ ≤ −
1

N

∑
i∈[N ]

ℓ′(w⊤xi)∥xi∥∗ ≤ DG(w).

(b) For exponential loss, G(w)
L(w) = 1. For logistic loss, the lower bound G(w)

L(w) ≥ 1− NL(w)
2 follows

from Zhang et al. (2024a, Lemma C.7). The upper bound follows from the elementary inequality
−ℓ′log(z) =

exp(−z)
1+exp(−z) ≤ log(1 + exp(−z)) = ℓlog(z) for all z ∈ R.
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(c) For exponential loss, the equality holds. For logistic loss, the elementary inequality −ℓ′log(z) =
exp(−z)

1+exp(−z) ≥
exp(−z)

(1+exp(−z))2 = ℓ′′log(z) for all z ∈ R, which results in

G(w) = − 1

N

∑
i∈[N ]

ℓ′(w⊤xi) ≥
1

N

∑
i∈[N ]

ℓ′′(w⊤xi).

(d) First, for exponential loss,−ℓ′exp(z′) = − exp(z−z′)ℓ′exp(z) ≤ − exp(|z′−z|)ℓ′exp(z), and for
logistic loss, −ℓ′log(z′) == exp(z)+1

exp(z′)+1ℓ
′
log(z) ≤ − exp(|z′ − z|)ℓ′log(z) hold for any z, z′ ∈ R.

By duality, we get

G(w′) = − 1

N

∑
i∈[N ]

ℓ′(w′⊤xi) = −
1

N

∑
i∈[N ]

ℓ′(w⊤xi + (w′ −w)⊤xi)

≤ − 1

N

∑
i∈[N ]

ℓ′(w⊤xi) exp(|(w′ −w)⊤xi|)

≤ − 1

N

∑
i∈[N ]

ℓ′(w⊤xi) exp(∥w′ −w∥∥xi∥∗)

≤ − 1

N

∑
i∈[N ]

ℓ′(w⊤xi) exp(D∥w′ −w∥)

= eD∥w′−w∥G(w).

I.2 PROPERTIES OF LOSS FUNCTIONS

Lemma I.2 (Lemma C.4 in Zhang et al. (2024a)). For ℓ ∈ {ℓexp, ℓlog}, either G(w) < 1
2n or

L(w) < log 2
n implies w⊤xi > 0 for all i ∈ [N ].

Lemma I.3 (Lemma C.5 in Zhang et al. (2024a)). For ℓ ∈ {ℓexp, ℓlog} and any z1, z2 ∈ R, we have∣∣∣∣ℓ′(z1)ℓ′(z2)
− 1

∣∣∣∣ ≤ e|z1−z2| − 1.

Lemma I.4. For a > 1 and z1, z2 > 0, if ℓlog(z1) ≤ aℓlog(z2), then z1 ≥ z2 − log(2a − 1).

Proof. Note that

log(1 + e−z1) ≤ a log(1 + e−z2) =⇒ e−z1 ≤ (1 + e−z2)a − 1,

and define f(x) = (1+x)a−1
x . Since f is an increasing function on the interval (0, 1), we get

supx∈(0,1) f(x) = f(1) = 2a − 1. This implies (1 + x)a − 1 ≤ (2a − 1)x for x ∈ (0, 1). Since
z1, z2 > 0, it satisfies e−z1 , e−z2 ∈ (0, 1). Therefore, we get

e−z1 ≤ (1 + e−z2)a − 1 ≤ (2a − 1)e−z2 .

By taking the natural logarithm of both sides, we get the desired inequality.

I.3 AUXILIARY RESULTS

Lemma I.5 (Lemma C.1 in Zhang et al. (2024a)). The learning rate ηt = (t+ 2)−a with a ∈ (0, 1]
satisfies Assumption 2.3.

Lemma I.6 (Bernoulli’s Inequality). (a) If r ≥ 1 and x ≥ −1, then (1 + x)r ≥ 1 + rx.

(b) If 0 ≤ r ≤ 1 and x ≥ −1, then (1 + x)r ≤ 1 + rx.
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Lemma I.7 (Stolz-Cesaro Theorem). Let (an)n≥1 and (bn)n≥1 be the two sequences of real numbers.
Assume that (bn)n≥1 is strictly monotone and divergent sequence and the following limit exists:

lim
n→∞

an+1 − an
bn+1 − bn

= l.

Then it satisfies that

lim
n→∞

an
bn

= l.

Lemma I.8 (Brouwer Fixed-point Theorem). Every continuous function from a nonempty convex
compact subset of Rd to itself has a fixed point.
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