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Abstract
Discourse parsing, the task of analyzing the001
internal rhetorical structure of texts, is a chal-002
lenging problem in natural language process-003
ing due to the complex linguistic structure and004
lack of large-scale and high-quality corpora,005
especially at the macro level. Recent studies006
have attempted to overcome this limitation by007
utilizing results from other NLP tasks (source008
task) to distantly supervise the discourse pars-009
ing (target task). However, most of them only010
consider shallow connections across tasks us-011
ing result-converting methods. It brings more012
cascading errors and makes it difficult to con-013
tinue training due to the heterogeneity of the014
source and target task. To address these issues,015
we propose a topic-driven distant supervision016
framework via transferring models. The key017
recipe of this framework is to transfer the topic018
segmentation model into a discourse parser by019
additionally considering the global structural020
correlation instead of a simple converting re-021
sult algorithm for transferring knowledge. The022
experimental results on two RST-style datasets,023
in both Chinese (MCDTB) and English (RST-024
DT), demonstrate that our method outperforms025
strong baselines not only in distant-supervised026
scenarios but also in fully supervised settings.027

1 Introduction028

In coherent documents, every discourse unit, rang-029

ing from clauses and sentences to paragraphs, is030

semantically interconnected. Discourse parsing,031

the process of uncovering the internal rhetorical032

structure formed by these units, plays a pivotal role033

in enhancing numerous Natural Language Process-034

ing (NLP) applications. These include automatic035

summarization (Cohan and Goharian, 2018), read-036

ing comprehension (Mihaylov and Frank, 2019),037

and machine translation (Tan et al., 2022), where038

understanding the document’s discourse structure039

can contribute to performance improvements.040

As one of the most popular theories of discourse041

parsing, Rhetorical Structure Theory (RST) (Mann042
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Figure 1: The example of part macro-level discourse
tree of a document with seven paragraphs (P1-P7) (Jiang
et al., 2021). Seven paragraphs belong to three topics
(T1-T3): the Congress adopted the Arbitration Law and
the Audit Law; the purpose and content of Arbitration
Law; the purpose and content of the Audit Law.

and Thompson, 1987) represents a document as a 043

hierarchical Discourse Tree (DT) that can be split 044

into micro and macro levels (Van Dijk and Kintsch, 045

1983). This paper mainly focuses on the macro- 046

level, analyzing inter-paragraph relationships as 047

shown in Figure 1, because it offers insights into 048

the document’s overall rhetorical organization at a 049

higher level and provides a more comprehensive 050

understanding critical for NLP applications’ effec- 051

tiveness (Kobayashi et al., 2021). 052

Although supervised deep learning meth- 053

ods (Zhang et al., 2021; Jiang et al., 2021; Yu 054

et al., 2022; Kobayashi et al., 2022) have made 055

significant progress in discourse parsing, they are 056

restricted by the limited size of high-quality manu- 057

ally annotated corpora (Carlson et al., 2003; Subba 058

and Di Eugenio, 2009; Zeldes, 2017; Jiang et al., 059

2018; Peng et al., 2022). The intricate granularity 060

required for annotations and the complexity of the 061

annotation process severely limit the expansion of 062

supervised discourse parsing research, particularly 063

at the macro level. 064
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Figure 2: The overview of distant supervision framework for discourse parsing. The left part is the existing works
that use result converting for distant supervision. The right part is our proposed method that uses transferring models
for distant supervision.

Therefore, mainstream research shift to utilizing065

other NLP tasks (source task) (Huber and Carenini,066

2019, 2020; Xiao et al., 2021; Huber et al., 2022)067

to distantly supervise the discourse parsing (target068

task), thereby mitigating the need for target task069

annotation data, as shown in Figure 2. Most of070

them convert the output results from sentiment po-071

larity (Huber and Carenini, 2020), attention head072

matching (Xiao et al., 2021), and topic split proba-073

bility (Huber et al., 2022) into a discourse structure074

tree (named result converting method), utilizing075

the local discourse coherence consistency of two076

discourse units 1.077

However, such distant supervision methods en-078

counter two challenges when applied to cross-task079

scenarios: (1) The additional cascading errors.080

These result-converting methods cannot leverage081

deep, explicit connections between source and tar-082

get tasks, leading to the accumulation of errors that083

stem from the cross-task alignment when convert-084

ing the results from the source task to the target085

task. (2) The difficulty in continuing training. Us-086

ing result converting only gets the target-task re-087

sult and does not transfer the model. It will suffer088

from the mismatch between the learning goal of the089

source-task model and the annotation form of the090

target-task training data, leading to not continuing091

learning from these data.092

To address the challenges mentioned above, we093

introduce a topic-driven distant supervision frame-094

work via transferring models, which operate in095

a basic transfer learning model and a teacher-096

1The example of result converting method (Huber et al.,
2022) can be seen in Appendix A.

student model. The basic transfer learning model 097

transfers the topic segmentation model into a dis- 098

course parser via mapping labels. Besides, in the 099

teacher-student model, we first use the teacher 100

model to generate a silver rhetorical structure cor- 101

pus by oracle annotation. We then let the student 102

model learn from such corpus to become a dis- 103

course parser. This framework not only inherits 104

leveraging the local coherence consistency found in 105

previous works (Huber et al., 2022) but also lever- 106

aging global discourse structure correlation (Jiang 107

et al., 2021) between topic and rhetorical structures 108

to distant supervision, thereby facilitating more 109

accurate and effective discourse parsing. 110

The biggest difference from previous distant su- 111

pervision methods is that our method seeks to con- 112

struct a native target-task model (discourse parser) 113

leveraging the source-task corpus instead of a con- 114

verting algorithm for the source-task model. It has 115

the following advantages achieved by bridging the 116

two tasks through transfer models rather than con- 117

verting prediction results. First, it harnesses the 118

deeper relationships between topic structure and 119

rhetorical structure, thereby reducing cascading er- 120

rors when crossing tasks. Second, the transferred 121

model can effectively utilize the source-task train- 122

ing data in the distant supervision scenario, while 123

also benefiting from the target-task training data 124

for continuing training. 125

We conduct the experiments on two RST-style 126

corpora, the Chinese MCDTB and English RST- 127

DT. The experimental results demonstrate that 128

our method outperforms other strong baselines for 129

macro-level discourse parsing in both distant su- 130
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Distant Supervision Source Task LCC. GSC. Can Continue Training on Target Task?

Result Converting (Huber and Carenini, 2020) Sentiment Analysis Sentiment Polarity - ✗

Result Converting (Xiao et al., 2021) Automatic Summarization Attention Head Matching - ✗

Result Converting (Huber et al., 2022) Topic Segmentation Topic Split Probability - ✗

Transfer Model (our) Topic Segmentation Topic Split Probability Label Mapping ✓

Transfer Model (our) Topic Segmentation Topic Split Probability Oracle Annotation ✓

Table 1: The comparison of our methods and existing distant supervision methods in discourse parsing. LCC is
short for Local Coherence Consistency and GSC is short for Global Structural Correlation.

pervision and supervised scenarios, affirming our131

framework’s effectiveness.132

2 Related Work133

2.1 Topic Segmentation134

Topic segmentation (Hearst, 1997) aims at identi-135

fying topic transitions within a text, distinguishing136

between topic maintenance and shifts. Typically,137

it involves determining whether each part of a text138

sequence represents a topic boundary. With the139

availability of large-scale topic corpora (Koshorek140

et al., 2018), supervised methods based on the pre-141

trained models have gained popularity.142

Li et al. (2018) first proposed the SegBot model,143

which encodes text using a gated recurrent unit144

(GRU) module and employs a pointer network145

to determine topic segmentation points. Lukasik146

et al. (2020); Liu et al. (2023) separately framed147

topic segmentation as a sequential labeling task and148

modeling topic with hierarchical two-layer mod-149

els. Xing et al. (2020); Yu et al. (2023); Gao et al.150

(2023) combined sequential labeling for topic seg-151

mentation enhanced by local coherence modeling.152

Jiang et al. (2021) introduced the TM-BERT model,153

which incorporates a local model with a sliding win-154

dow to predict topic boundaries. Lee et al. (2023)155

further used the local BERT model segmenting156

topic via multi-task learning.157

2.2 Distant Supervision Discourse Parser158

Compared to flat topic structures, hierarchical159

rhetorical structures are more complex. Due to160

large-scale manually annotated corpora scarcity, re-161

cent researchers have turned to distant supervision162

methods for constructing discourse trees.163

Huber and Carenini (2019, 2020) employed dis-164

tant supervision to generate discourse trees based165

on sentiment analysis, utilizing the relationship be-166

tween the sentiment polarity of child and parent167

nodes. Xiao et al. (2021) constructed distant super-168

vision discourse trees using summarization. They169

established associations between Elementary Dis-170

course Units (EDUs) through attention matrices in171

a transformer-based summarization model and then 172

parsed the discourse tree using the CYK and CLE 173

algorithms. Huber et al. (2022) utilized distant su- 174

pervision based on topic segmentation to construct 175

discourse trees. It greedily constructs a discourse 176

tree from top to bottom, following the order of 177

topic segmentation probabilities. The above three 178

methods all convert the output cues for source-task 179

models to the target task results. 180

3 Topic-driven Distant Supervision 181

Framework for Macro-level Discourse 182

Parsing via Transferring Models 183

As mentioned in the Introduction Section, previous 184

work mainly utilized simpler and easier annotated 185

NLP tasks (such as sentiment analysis (Huber and 186

Carenini, 2020), automatic summarization (Xiao 187

et al., 2021), topic segmentation (Huber et al., 188

2022), etc.) for distant supervision of discourse 189

structure analysis, as shown in Table 1. Their ap- 190

proach is to use shallow cross-task connections 191

(i.e., local coherence consistency) to convert the 192

results of other tasks into discourse structure trees 193

by converting algorithms. 194

However, these result-converting methods can- 195

not leverage deep, explicit connections between 196

source and target tasks, leading to the accumulation 197

of errors that stem from two main sources. Except 198

for the internal errors of source-task models that 199

are inherent inaccuracies present in the source-task 200

predictions, alignment issues occur when convert- 201

ing the results from the source task to the target 202

task with local coherence consistency they used, 203

where two discourse units have a rhetorical rela- 204

tion if they are semantically closely related in other 205

tasks. Only considering local coherence consis- 206

tency makes it difficult to fill the gap caused by the 207

heterogeneity between the source task (classifica- 208

tion) and the target task (hierarchical tree construc- 209

tion), leading to additional cascading errors when 210

transferring knowledge. 211

In addition, the above methods still use the 212

source-task model and only design converting al- 213
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gorithms for converting the result across tasks. It214

causes them to be unable to use high-quality data215

from the target task for continuing training due216

to a mismatch between the learning goal of the217

source-task model and the annotation form of the218

target-task training data.219

Therefore, we propose a topic-driven distant220

supervision framework via transferring models,221

which contain two variants: the transfer learning222

model based on label mapping and the teacher-223

student model based on oracle annotation, as shown224

in Figure 2. It reduces cascading errors by addition-225

ally considering the global structural correlation226

of topic and rhetorical structures (Jiang et al., 2021),227

which refers to the topic structure reveals the skele-228

ton of the rhetorical structure tree globally, and229

each topic contains a discourse sub-tree (the build230

discourse tree with the golden topic structure can231

achieve about 83% F1-score), as shown in Figure 1.232

It transfers models into the target task, which can233

leverage the target-task data for continuing train-234

ing.235

3.1 Transfer Learning Model Based on Label236

Mapping237

We first propose a basic transfer learning model238

based on label mapping. Instead of converting239

results directly, it maps the labels of the topic seg-240

mentation model into that of the rhetorical tree241

construction model using the global structure cor-242

relation, as shown in Figure 3.243

Topic Segmentation 

Model

Pn-1 Pn Pn+1

0 1

Transition-based
Discourse Parser

01Combine Split Shift Reduce

Label Mapping

Pn-1 Pn Pn+1

Source-task Model Target-task Model

Figure 3: The architecture of transfer learning model
based on label mapping.

Specifically, we adopt the sequential labeling244

model (Jiang et al., 2021) in the source task245

(topic segmentation), which uses a local TM-BERT246

model to segment topics through sliding windows.247

For each discourse unit (Pn), the model needs to248

predict whether it is the boundary of the topic ac-249

cording to the context, and the predicted results250

are labeled as combine or split. Then we map the251

label of this model based on the global structural252

correlation to make it a transition-based discourse 253

parser (Wang et al., 2017), which views the dis- 254

course tree construction into a sequence of actions 255

containing the shift and reduce. The labels combine 256

and reduce are mapped to 0, and the split and shift 257

are mapped to 1. Different from the Result Convert- 258

ing method (Huber et al., 2022), this label mapping 259

not only uses the local coherence consistency but 260

also uses the global structural correlation because 261

the action label in transition-based discourse parser 262

can further reveal the whole discourse tree from a 263

global view. Additionally, it transfers the model 264

into a native discourse parser which can be trained 265

on the rhetorical structure corpus. 266

3.2 Teacher-Student Model Based on Oracle 267

Annotation 268

Furthermore, we propose a teacher-student model 269

based on oracle annotation, considering the deeper 270

connections between rhetorical structures and topic 271

structures. Leveraging the golden topic structure in- 272

formation from the source-task corpus, the teacher 273

model first constructs a silver rhetorical structure 274

corpus. Then, a student model is trained as a target- 275

task model on this corpus for distant supervision, 276

as shown in Figure 4. 277

Topic Segmentation 

Model

(Teacher model)

Oracle Annotation

Silver Rhetorical 

Structure Corpus

Discourse Parser

(Student model)

Target-task Model

Topic Structure 

Corpus

Source-task Model

Figure 4: The architecture of the teacher-student model
based on oracle annotation.

3.2.1 Teacher Model 278

In the teacher model, we follow the previous suc- 279

cess model (Huber et al., 2022) that offers the possi- 280

bility of using the topic segmentation model to con- 281

struct rhetorical structure trees, but we add global 282

structure correlation into it to build the rhetorical 283

tree more accurately, as shown in Figure 5. In- 284

spired by Jiang et al. (2021) using golden topic 285

structures to assist discourse parsing in the rhetor- 286

ical corpus and achieving much higher accuracy 287

(about 83%), we propose the oracle annotation to 288

build a silver rhetorical structure corpus by fusing 289

these two methods. 290

Specifically, we first use a topic segmentation 291
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Figure 5: The example of creating the silver rhetorical
structure tree by oracle annotation. Discourse units
within the same color indicate belonging to the same
topic, and the red triangle indicates that the discourse
unit is the last one on that topic.

model2 to predict the probability of each topic292

segment point (Seg Prob.), following previous293

work (Huber et al., 2022). Instead of directly us-294

ing Seg Prob., we use the golden topic boundary295

as the constraint condition to build the discourse296

tree (Jiang et al., 2021). It means if the discourse297

unit is the last one in a topic section, it’s Seg Prob.298

will be added 1 to have priority in building the299

discourse tree. Then, we greedily build the silver300

discourse rhetorical structure tree from top to down301

by the final probability (Final Prob.). It can en-302

sure that the constructed discourse rhetorical tree303

is better with the golden topic structure.304

Leveraging this oracle annotation, we conduct305

a ten-fold cross-validation of the source-task topic306

structure corpus to create the silver rhetorical struc-307

ture corpus. In each fold, we use nine parts as308

training sets and the rest one part as the test set3.309

3.2.2 Student Model310

After obtaining the silver rhetorical structure cor-311

pus, we train a target-task student model for distant312

supervision. Since we already oracle annotated313

the source-task topic corpus with the silver rhetor-314

ical structure, we can easily take any supervised315

discourse parser as the student model without any316

2Here, we use TM-BERT (Jiang et al., 2021). Although
we have tried other models (e.g., BERT+Bi LSTM and Hier.
BERT), TM-BERT achieves the highest performance.

3More details about the silver rhetorical corpus are shown
in Appendix B.

changes. Inspired by previous work (Kobayashi 317

et al., 2019; He et al., 2022), we use a simple bi- 318

directional pointer network (BLINK) as the student 319

model 4. The BLINK model consists of two pop- 320

ular pointer networks: a top-down split network 321

(PT (Down)) and a bottom-up merge network (PT 322

(Up)). When building a discourse rhetorical tree, 323

the final operation of each step is determined by 324

the maximum probability of the prediction of two 325

networks, as shown in Figure 6. More details of 326

BLINKs can be seen in Appendix C. 327

Therefore, the teacher-student model transfers 328

the source-task model (teacher model) to the target- 329

task model (student model) for distant supervision. 330

Through the oracle annotation, the teacher model 331

creates a more accurate discourse tree with the 332

golden topic tree for student model learning. It 333

transfers knowledge better than existing works by 334

leveraging both local coherence consistency (Huber 335

et al., 2022) and global structural correlation (Jiang 336

et al., 2021). Since the student model is a native 337

discourse parser, it can also use the target-task data 338

for continuing training. 339基于两阶段学习的远程监督结构解析

BLINK: Bi-dirctionaL poInter NetworK=PT(up+down)

C1 C2 C3 Cn

P1 P2 P3 Pn

S1 S2 S3 Sn

C3

Max_Prob

XLNet

Bi-GRU

GRU

PT (UP)

XLNet

Bi-GRU

GRU

PT (Down)

……

…… ……

Figure 6: The architecture of student model (BLINK)
for rhetorical structure tree construction.

4 Experimentation 340

4.1 Datasets and Evaluation Metrics 341

Source-Task Corpus. As the source corpus of 342

building source-task silver macro rhetorical struc- 343

ture corpus, we select the CPTS (Jiang et al., 2023) 344

and WIKI727 (Koshorek et al., 2018) as the macro 345

topic structure Corpus in Chinese and English. 346

CPTS is a macro-level topic structure corpus an- 347

notated 14393 Xinhua news documents from the 348

4In English, we use one of the latest SOTA models
(Kobayashi et al., 2022) as the student model, which is a
top-down discourse parser based on DeBERTA (He et al.,
2020). All hyperparameters are defaulted in the published
paper.
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Gigaword corpus5. In English, we randomly ex-349

tract 5000 documents from WIKI727 as the English350

macro-level topic structure corpus. Similar to previ-351

ous work (Huber et al., 2022), we use the first- and352

second-level section names as topic boundaries and353

lower-level section names as paragraph boundaries354

for the macro topic structure.355

Target-Task Corpus. We verify the effective-356

ness of our distant supervision framework perfor-357

mance on Chinese MCDTB and English RST-DT.358

The former contains 720 documents annotated with359

macro discourse rhetorical structure where 80%360

of it is the train set and 20% is the testing set,361

following the previous work (Jiang et al., 2021).362

The latter contains 385 documents annotated with363

discourse rhetorical structure. Following previous364

works (Sporleder and Lascarides, 2004; Jiang et al.,365

2021; Huber et al., 2022), we prune and modify366

the original discourse tree in RST-DT to the macro367

level to evaluate discourse parsing performance.368

It is worth noting that in the distant supervision369

scenario, we only use the source-task corpus as the370

training set to train our model and transfer it to the371

target task. In the supervised scenario, we further372

train the transferred model on the training sets of373

MCDTB and RST-DT, aligning with the practices374

of other supervised baselines.375

Evaluation Metrics. The evaluation method is376

consistent with previous work (Morey et al., 2017;377

Jiang et al., 2021), which evaluates the span Micro-378

F1 score, which is equal to span accuracy when the379

discourse tree has already been converted to a com-380

plete binary tree. The details of the experimental381

setup are shown in Appendix E.382

4.2 Baselines383

We select the following models as the baselines,384

and more details can be seen in Appendix D.385

Distant Supervision Method.386

Chinese Baselines. Since there is no distant su-387

pervision method in Chinese, we select the Result388

Converting method (Huber et al., 2022), the SOTA389

English one, as a strong baseline and reproduce it390

with Chinese TM-BERT for a fair comparison.391

English Baselines. Excepted for Result Con-392

verting method (Huber et al., 2022), we also393

add two other task distant supervision methods394

(Parsersenti. (Huber and Carenini, 2020) and395

Parsersumm. (Xiao et al., 2021)) as the baselines.396

Supervised Method.397

5https://catalog.ldc.upenn.edu/LDC2009T2

Chinese Baselines. We select the popular model 398

BERT (Devlin et al., 2019), and the one of SOTA 399

model PDParser (w/o TS) and PDParser (w/ auto 400

TS) (Jiang et al., 2021) as strong baselines. 401

English Baselines. We select the classic mod- 402

els (SL04 (Sporleder and Lascarides, 2004) and 403

WL17 (Wang et al., 2017)) and the SOTA mod- 404

els ( PDParser (w/ auto TS) (Jiang et al., 2021), 405

SpanBERT (Guz and Carenini, 2020), and De- 406

BERTa (Kobayashi et al., 2022)) as the baselines. 407

4.3 Results on MCDTB 408

The experimental results are shown in Table 2. 409

In distant supervision methods, our transfer learn- 410

ing model and the teacher-student model achieve 411

56.41% and 61.51%, which are 1.08% and 6.18% 412

higher than the baseline Result Converting. More- 413

over, by utilizing the consistency of global dis- 414

course structure between topic structure and rhetor- 415

ical structure, the teacher-student model is signifi- 416

cantly improved than Result Converting and even 417

close to the supervised method PDParser (w/ auto 418

TS) (61.51 vs. 63.06), demonstrating that our pro- 419

posed method can reduce cascading errors when 420

crossing tasks.

Scenario Method Span
Distant supervision Result Converting 55.33
Distant supervision Transfer Learning (ours) 56.41
Distant supervision Teacher-Student (ours) 61.51
Supervised BERT 57.19
Supervised PDParser (w/o TS) 63.06
Supervised PDParser (w/ auto TS) 66.31
Supervised Transfer Learning (ours) 66.15
Supervised Teacher-Student (ours) 68.01

Table 2: The performance on MCDTB.

421

Turning to supervised learning methods, our 422

transfer learning model and teacher-student model 423

utilize target-task annotated data for continuing 424

training based on the distant supervision model, 425

achieving 66.15 and 68.01 and improving by 9.74 426

and 6.5, respectively. Our best model (Teacher- 427

Student model) also exceeds the strongest baseline 428

(PDParser (w/ auto TS)) by 1.7%. This proves 429

that our method can simultaneously utilize a large 430

amount of distant supervision silver data in the 431

source-task corpus and high-quality manually an- 432

notated data in the target-task corpus, achieving 433

better performance. 434
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4.4 Results on RST-DT435

Table 3 shows the performance of our proposed436

methods and baselines on English RST-DT. Sim-437

ilar to that in Chinese MCDTB, our proposed438

teacher-student model achieves the best perfor-439

mance (44.42%) among a variety of distant supervi-440

sion models. Moreover, the teacher-student model441

with oracle annotation also achieves the best per-442

formance among supervised models in English, es-443

pecially 3.37% higher than the latest SOTA model444

(DeBERTa). It demonstrates the generalization of445

our proposed method in English.446

Scenario Method Span
Distant supervision Parsersenti. 31.62
Distant supervision Parsersumm. 32.09
Distant supervision Result Converting 41.90
Distant supervision Teacher-Student (ours) 44.42
Supervised SL04 34.29
Supervised WL17 37.40
Supervised PDParser (w/ auto TS) 40.52
Supervised SpanBERT 52.75
Supervised DeBERTa 54.81
Supervised Teacher-Student (ours) 58.18

Table 3: The performance on RST-DT.

5 Analysis447

In this paper, we take the Chinese experiments as448

an example for analysis since there are few works449

focused on non-English languages.450

5.1 Ablation Study of Transferring Models451

We first perform an ablation study of our transfer-452

model-based framework to demonstrate its effec-453

tiveness, as shown in Table 4. All three distant su-454

pervision models utilize identical source-task data455

(ST Data) and models (ST Models). PT(down)456

and PT(up) represent two components of BLINK,457

each operating as a unidirectional model to con-458

struct a discourse tree. It is evident that the target-459

task model and data significantly boost the overall460

performance of our framework. Transfer Learn-461

ing outperforms the Result-converting model due462

to the introduction of the TT Model. Moreover,463

PT(up) and PT(down) achieve superior outcomes464

compared to Transfer Learning, attributed to its465

training on the external TT Data via oracle anno-466

tation. BLINK, a bidirectional discourse parser,467

further contributes to performance enhancements,468

achieving improvements of 2.62 and 3.55 over the469

unidirectional PT(down) and PT(up) models.470

Similar to the distant supervision scenario, our 471

models maintain competitiveness when further 472

trained on manually annotated target-task data 473

(MCDTB). It is noteworthy that our best model, 474

the Teacher-Student model integrated with BLINK, 475

not only achieves a 6.5 improvement over the 476

distant supervision counterpart but also surpasses 477

the supervised BLINK model that was trained on 478

MCDTB (68.01 vs. 63.37). It shows the efficacy 479

of our method in leveraging both the additional sil- 480

ver data we newly generated and the high-quality 481

gold data that already exists, by continuing training 482

through a transferred model across different tasks. 483

Model ST Data ST Model TT Data TT Model Span
Result Converting CPTS TM-BERT - - 55.33
Transfer Learning CPTS TM-BERT - TM-BERT (Map.) 56.41
Teacher-Student CPTS TM-BERT CPTS_Dist PT(up) 57.96
Teacher-Student CPTS TM-BERT CPTS_Dist PT(down) 58.89
Teacher-Student CPTS TM-BERT CPTS_Dist BLINK 61.51
PDParser(w/o TS) - - MCDTB TM-BERT 63.06
Base Model - - MCDTB BLINK 63.37

Teacher-Student CPTS TM-BERT
CPTS_Dist
+MCDTB

PT(down) 64.14

Teacher-Student CPTS TM-BERT
CPTS_Dist
+MCDTB

PT(up) 66.00

Teacher-Student CPTS TM-BERT
CPTS_Dist
+MCDTB

BLINK 68.01

Table 4: The ablation study of our framework.

5.2 The Effect of Transferring Models in 484

Different Layers of the Discourse Tree 485

Since our method transfers the model from differ- 486

ent tasks, it cannot only work on distant supervi- 487

sion scenarios when lacking manually annotated 488

data but also further leverage them via continuing 489

training when we provide them. Therefore, we 490

analyze the effect of transferring models from the 491

performance of the model in different layers of the 492

discourse tree, as shown in Figure 7. 493

20 40 80 10060

bottom two 

others

top two

F1 score

52.76

28.57

76.57

56.03

41.43

80.42

52.76

28.57

69.23

60.8

42.86

82.87

55.53

42.86

75.52

63.32

50.0

81.12

BERT
PDPa
Tran
Tra2
Teac
Tea2

Figure 7: The performance of various models in differ-
ent layers.

First of all, the distant supervision models based 494
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on Transfer Learning (Tran) and Teacher-Student495

(Teac) are comparable to the two supervised learn-496

ing models (BERT and PDParser (w/o TS) (PDPa))497

on the bottom two layers and the middle layers,498

while it is slightly weaker than the supervised learn-499

ing model on the top two layers. The main reason500

is that these transfer models are only trained on501

the topic structure corpus, which only guarantees502

the correctness of middle-level boundaries of dis-503

course rhetorical structure according to the global504

structural correlation.505

Secondly, after continuing training, these two506

transferred models (Tra2 and Tea2) can fully use507

high-quality manual annotation information to508

make up for this defect, achieving better perfor-509

mance. Specifically, the transfer learning model510

(Tra2) based on label mapping makes further im-511

provement in the middle layer and the top two lay-512

ers, with an increase of 13.64% and 14.29%, re-513

spectively, while the teacher-student model (Tea2)514

makes further improvement in the middle layer and515

the bottom two layers, with an increase of 7.14%516

and 7.79% respectively.517

5.3 The Effect of Source-task Corpus in518

Different Lengths of the Document519

Since our proposed methods also gain a significant520

improvement after continuing training under the su-521

pervised scenario, we further analyze the effect of522

source-task corpus on different length documents523

in the supervised scenario, as shown in Figure 8.524

The transfer learning model only directly takes the525

source-task topic structure corpus (CPTS) as the526

additional training data. Meanwhile, the teacher-527

student model enhances the source-task topic struc-528

ture corpus (CPTS) with oracle annotation to create529

the silver rhetorical structure corpus (CPTS_dist)530

as the additional training data.531

It can be seen that the transfer learning model532

achieves 81.38%, 67.99%, and 56.08% in docu-533

ments with 2-10 paragraphs. Compared with the534

supervised baseline model (PDParser (w/o TS)), it535

has improved significantly in shorter documents536

with 2-4 paragraphs, reaching 5.52%. We believe537

that the transfer learning model learns the topic538

structure better through label mapping due to the539

short documents usually have a clearer topic struc-540

ture, outperforming the baseline model on these541

documents.542

In addition, the teacher-student model reaches543

69.67%, 68.09%, and 52.99%, respectively, in doc-544

uments with more than five paragraphs and in-545

2-4 5-7 8-10 >=11
Number of PDU

50

55

60

65

70

75

80

85

F1
 sc

or
e

75.86

64.39

53.79
52.17

81.38

67.99

56.08

51.09

74.51

69.67
68.09

52.99

PDParser (w/o TS)
Transfer
Teacher-Student

Figure 8: The performance of our models on different
length documents in the supervised scenario.

creases significantly in 5-10 paragraph documents 546

by 5.28% and 14.30% than the baseline model. One 547

reason for this significant improvement is the large- 548

scale silver rhetorical structure corpus (CPTS_dist) 549

oracle annotated by golden topic structure can bet- 550

ter cover complex discourse rhetorical structures. 551

In the MCDTB corpus, there are 27-37 types of 552

discourse rhetorical trees annotated in paragraphs 553

6-10, which do not increase with the number of 554

paragraphs. However, in the CPTS_dist corpus, the 555

types of discourse rhetorical structure trees in 6-10 556

paragraphs have increased from 35 to 437, covering 557

complex discourse rhetorical structure trees better. 558

More details are shown in Appendix F. 559

6 Conclusion 560

In this paper, we propose a topic-driven distant 561

supervision framework for macro-level discourse 562

parsing via transferring models instead of result 563

converting. The experiments in Chinese MCDTB 564

and English RST-DT corpora have shown that our 565

framework, through transferring models, can bet- 566

ter utilize the deep connection between rhetorical 567

structures and topic structures (global structural cor- 568

relation) compared to the result-converting method, 569

reducing cascading errors across tasks in distant 570

supervision. Moreover, since our method involves 571

transferring the model to the target task, we can 572

further utilize the target-task corpus for further con- 573

tinuing training, which previous distant supervision 574

methods are unable to do. We have also demon- 575

strated the effectiveness of each part of the frame- 576

work through analysis and ablation studies. In the 577

future, we will jointly learn the rhetorical and topic 578

structure and analyze the discourse structure more 579

comprehensively. 580
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Limitations581

In this paper, we are mainly concerned about the582

completeness of the silver rhetorical structure cor-583

pus we constructed. Despite being annotated with584

both topic and rhetorical structure, the CPTS_dist585

and WIKI_dist corpus is not entirely correct, as its586

rhetorical structure was constructed through ora-587

cle annotation. We aim to improve its quality and588

incorporate human input in future work. Further-589

more, we plan to expand its unannotated attributes,590

such as nuclearity and the rhetorical relationship591

between discourse units, to better represent the dis-592

course structure of the text.593

Another concern we think is that this framework594

can also be adapted to the micro-level, even full-595

level discourse parsing. However, this paper fo-596

cuses on the macro-level which is more important597

and the performance of the model is still much598

lower. Also, since there are many successes at the599

micro-level, we are working on a better combina-600

tion between the micro-level and macro-level.601

Ethics Statement602

We acknowledge that all of the co-authors of this603

work are aware of the provided ACL Code of Ethics604

and honor the code of conduct. Discourse parsing605

is a fundamental aspect of natural language process-606

ing that has many downstream benefits. It enables607

an understanding of the internal rhetorical structure608

of the text and does not generate any harmful or609

biased content. Additionally, the data we collect610

comes from open sources and is freely accessible611

to anyone. We will provide all details of the dataset612

and models to ensure reproducibility.613
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A The Process of the Topic-driven Distant840

Supervision by Result Converting841

By calculating the probability of topic segmen-842

tation points of two discourse units, Huber et al.843

(2022) design a converting algorithm (if a topic844

segment point between two discourse units has845

a higher likelihood, they are likely not to have a846

rhetorical relationship. ) to convert the outputs847

from the source-task model into whether there is a848

relationship between the two discourse units and849

then use a top-down greedy algorithm to construct850

a discourse structure tree.851

Figure 9 shows an example of topic-driven dis-852

tant supervision by result converting. The topic853

segmentation model could predict the sequence854

of EDU to get the segmentation probability (Seg 855

Prob.). Then, the result-converting method will 856

split the sequence according to the order of the 857

probability of segment points. For example, sen- 858

tence 2 (Sent2) is the highest probability (0.7) that 859

is split first. Then is sentence 4 (Sent4) and sen- 860

tence 3 (Sent3). Therefore, it uses the top-down 861

parsing method to convert the topic segmentation 862

result into a rhetorical structure tree. 863

B The Details of Silver Rhetorical 864

Structure Corpus 865

We select the CPTS (Jiang et al., 2023) and 866

WIKI727K (Koshorek et al., 2018) corpora as our 867

source-task data. In Chinese, we use all 14,393 868

news documents with annotated macro topic struc- 869

tures from CPTS. In English, we use 5,000 wiki 870

documents with section names, following previous 871

work (Huber et al., 2022), and use the first- and 872

second-level section names as topic boundaries and 873

lower-level section names as paragraph boundaries. 874

In our transfer learning method, we train a 875

source-task topic segmentation model using the 876

topic structure corpus and then map the labels to 877

convert it into a rhetorical tree construction model. 878

In the teacher-student model, we use a ten-fold 879

cross-validation method to oracle annotate the topic 880

structure corpus into a silver rhetorical structure 881

corpus (CPTS_dist and WIKI_dist). It means that 882

we split the dataset into 10 folds, and the silver 883

rhetoric structure on each fold is obtained by the 884

topic segmentation model trained by the remaining 885

nine datasets through the oracle annotation method. 886

C The Details of BLINK Model 887

PT (Down) and PT (Up) have the same architec- 888

ture. In the encoder, we first use the pre-trained 889

model XLNet to encode all paragraphs of the 890

document. Then, we use XLNet to obtain the 891

vector representation of each word in the input 892

W = {w1, w2, ..., wm}, where m represents the 893

number of words input in the document. After 894

that, we use the Bi-GRU module to encode W to 895

obtain the overall semantic representation of the 896

document E = {e1, e2, ..., em}, as shown in Eq. 1. 897

Then, at each step t, we obtain the vector of each 898

<SEP> token as the representation of paragraphs 899

P = {p<t,1>, p<t,2>, ..., p<t,n>}, where n is the 900

number of paragraphs included in a document. 901

E, hf = fBi−GRU (W,h0) (1) 902
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Figure 9: An example of the topic-driven distant supervision by result converting.

At the decoding step t, we feed the vector of903

the last paragraph (p<t,l>) and the hidden layer904

vector ht−1 of the decoder in the previous time905

step into the decoder (GRU) to obtain the decoding906

representation (dt) of the current discourse units907

sequence, as shown in Eq. 2.908

dt, ht = fGRU (p<t,l>, ht−1) (2)909

Finally, we calculate the attention score (score)910

between dt and each paragraph through dot product911

(δ) to obtain the probability distribution of the split912

point or merge point at the current time step (t), as913

shown in Eqs. 3, 4 and 5.914

scorem<t,i> = δ(dmt , pm<t,i>) m ∈ c, s (3)915

916
Cp = argmaxp(Softmax(scorect)) (4)917

918
Sp = argmaxp(Softmax(scorest )) (5)919

where Cp = {c1, c2, ..., cn} represents the proba-920

bility distribution of each paragraph as the com-921

bination point, Sp = {s1, s2, ..., sn} indicates the922

probability distribution of each paragraph as the923

split point. We select the highest probability value924

from Cp and Sp as the final action. For example, as925

shown in Figure 6, at this step, the BLINK model926

finally selects the maximum probability value (C3),927

which means that paragraph 3 (P3) and paragraph928

4 (P4) should be combined.929

D The Details of Baselines930

D.1 Supervision model in Chinese931

BERT (Devlin et al., 2019) is a popular model in932

various NLP tasks, and we take it as the simple933

classification local model in the parser. PDParser934

(w/o TS) model and PDParser (w/ auto TS)935

model (Jiang et al., 2021). They are two SOTA936

models in Chinese discourse parsing, which are 937

based on a triple semantic matching BERT model 938

(TM-BERT). Their difference is that PDParser (w/ 939

auto TS) model has the predicted topic boundaries 940

to help build discourse trees while PDParser (w/o 941

TS) did not have that. 942

D.2 Supervision model in English 943

SL04 (Sporleder and Lascarides, 2004) is the first 944

greedy bottom-up method to build macro-level dis- 945

course trees on the RST-DT. WL17 (Wang et al., 946

2017) is a discourse parser based on the traditional 947

SVM model and builds the discourse tree with 948

the shift-reduce algorithm. PDParser (w/ auto 949

TS) (Jiang et al., 2021) is a discourse parser us- 950

ing the synthetic topic structure to build the dis- 951

course tree. SpanBERT (Guz and Carenini, 2020) 952

is one SOTA method based on the pre-trained lan- 953

guage model (SpanBERT). It also uses the shift- 954

reduce algorithm to build the discourse tree. De- 955

BERTa (Kobayashi et al., 2022) is the latest SOTA 956

model, which uses the DeBERTa as the local model 957

to build the discourse tree from top to down. 958

E The Details of Experimental Settings 959

E.1 MCDTB 960

The hyper-parameters of the topic segmentation 961

model used are following the previous work (Jiang 962

et al., 2021): batch-size=2, epoch=10, max- 963

length=512, and learning rate=1e-5. The pre- 964

trained language model is the bert-base model 965

(https://huggingface.co/bert-base-chinese). 966

In the teacher-student model we proposed, 967

the main hyper-parameters of the student 968

model (BLINK) are the following: the batch- 969

size=2, epoch=50, the hidden size of GRU 970
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Figure 10: The main distribution of discourse tree types in CPTS_dist and MCDTB.

is 64, the layer number of GRU is 4, and971

the learning rate=1e-6. The pre-trained lan-972

guage model is the chinese-xlnet-mid model973

(https://huggingface.co/hfl/chinese-xlnet-mid).974

We use an NVIDIA Tesla V100 GPU with 32GB975

to conduct the experiment.976

E.2 RST-DT977

The hyper-parameter of the topic segmenta-978

tion model used is the same as the model in979

MCDTB, except that the pre-trained language980

model is an English bert-base-uncased model981

(https://huggingface.co/bert-base-uncased).982

In the teacher-student model we proposed, the983

main hyper-parameters of the student model (De-984

berta) are the same as previous work (Kobayashi985

et al., 2022).986

We use an NVIDIA RTX 3090 GPU with 24GB987

to conduct the experiment.988

F The Main Distribution of Discourse989

Tree Types in CPTS_dist and MCDTB990

Figure 10 shows the main distribution of dis-991

course tree types in CPTS_dist and MCDTB. In992

CPTS_dist corpus, the discourse tree types increase993

with the number of paragraphs when the document994

has less than 13 paragraphs. Utilizing various types995

of discourse rhetorical structure trees can lead to996

a more robust structure tree construction model997

and improved performance. Additionally, even998

though there may be a decline in diversity in longer999

documents (#paragraphs > 13), it is still signifi-1000

cantly more than the types in manually annotated1001

MCDTB. For instance, documents with 25 para-1002

graphs still contain over 200 different types of dis-1003

course structure trees in CPTS_dist, while MCDTB 1004

is basically not cover that. 1005
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