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Abstract

Existing works on outline-conditioned text001
generation typically aim to generate text002
using provided outlines as rough sketches,003
such as keywords and phrases. However,004
these approaches make it challenging to005
control the quality of text generation and006
assess consistency between outlines and gen-007
erated texts due to lack of clarity and ra-008
tionality of the rough outlines. In this pa-009
per, we introduce a novel text generation010
task called Precise Outline-conditioned011
Generation, which requires generating sto-012
ries based on specific, sentence-level out-013
lines. To facilitate research on this task,014
we construct two new datasets, WPOG015
and CDM. We provide strong baselines016
based on fine-tuning models such as BART017
and GPT-2, and evaluating zero-shot per-018
formance of models such as ChatGPT and019
Vicuna. Furthermore, we identify an issue020
of imbalanced utilization of the out-021
line information in the precise outline-022
conditioned generation, which is ubiqui-023
tously observed across fine-tuned models024
and zero-shot inference models. To address025
this issue, we propose an explicit out-026
line utilization control approach and a027
novel framework that leverages the task028
duality between summarization and029
generation. Experimental results show030
that the proposed approaches effectively031
alleviate the issue of imbalanced outline032
utilization and enhance the quality of pre-033
cise outline-conditioned text generation for034
both fine-tuning and zero-shot settings.1035

1 Introduction036

Outline-conditioned text generation is a chal-037

lenging but important task, which provides038

1We will release the source code and datasets to
facilitate future research.

- neighbors had been in need

- entire village 

- rectangular piece of glass 

- another woman's portrait

- …

1. Vivek, a beloved figure in his village, finds a 

mystical portrait of his deceased father on the road, 

which seems to interact with him emotionally.

2. He hides the portrait under a loose brick, 

frequently leaving his work to spend time looking 

at it, drawing comfort and guidance from the image.

3. His wife, Padma, believes Vivek is unfaithful. 

She smashes the portrait in anger, severely injuring 

her hand in the process…

Vivek's father had been a kind man.

Prompt

Keywords & Phrases

Sentence-level outline

Figure 1: The comparison between different forms
of outlines. Given the prompt (e.g., title), the
outline could be formulated as a) rough outlines: a
list of keywords or phrases, and b) precise outlines:
salient sentence-level statements.

structured conditions (outlines) that aim to en- 039

hance content quality, customization, and gen- 040

eration efficiency for a variety of downstream 041

text generation applications, e.g., story-telling 042

and long-form question-answering. It requires 043

the model to not only generate fluent and coher- 044

ent text but also ensure that the generated text 045

aligns with the content, structure, and proper- 046

ties (e.g., style) specified in the outline. Exist- 047

ing works (Fan et al., 2018; Rashkin et al., 2020; 048

Fang et al., 2021) mainly regard a set of key- 049

words or phrases as the “rough outline”. The 050

rough outline is usually extracted via heuris- 051

tic methods (Rose et al., 2010; Campos et al., 052

2018) and is overly abstractive, making it diffi- 053

cult to guarantee either quality or rationality 054
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of the rough outline, which in turn hampers055

quality of the generated text conditioned on056

the outline. Moreover, the ambiguity and poor057

readability of the rough outline also complicate058

the evaluation of consistency between the out-059

lines and generated text (e.g., simply asking060

the evaluator “Which text is better at utilizing061

the keywords?” as in (Rashkin et al., 2020)062

could be quite challenging to answer).063

To address these limitations of text genera-064

tion conditioned on rough outlines, we intro-065

duce a novel task called Precise Outline-066

conditioned Generation. As shown in Fig-067

ure 1, this task takes the specific, sentence-068

level outline rather than keywords and phrases,069

which could improve the readability, clarity,070

and rationality of outlines and hence the qual-071

ity of generated text and could better facili-072

tate assessing consistency between the outline073

and generated text. Compared to text gener-074

ation conditioned on rough outlines, our pro-075

posed task poses greater challenges in three076

aspects: a) Controllability: Precise outlines077

inherently encode properties (e.g., style and078

attributes) that vary drastically with scenarios079

(e.g., stories, news reports). Models need to080

grasp the properties and treat them as pre-081

given constraints to control text generation. b)082

Faithfulness: The generated text needs to083

be faithful to the outline in terms of not only084

content but also relations among content in085

the outline. c) Structure: The generated text086

needs to maintain a reasonable structure so087

that the key points in the generated text are088

well organized.089

To facilitate research on this new task, we090

provide two datasets WPOG and CDM from091

storytelling and news report scenarios, respec-092

tively. We study how competitive models ad-093

dress these challenges by fine-tuning widely094

used pre-trained language models (LMs) such095

as BART (Lewis et al., 2020) and GPT-2 (Rad-096

ford et al., 2019) for inference and also zero-shot097

inference with top-performing large language098

models (LLMs) such as ChatGPT (Ouyang099

et al., 2022) and Vicuna (Chiang et al., 2023)2.100

The two datasets exhibit two drastically dif-101

ferent styles, so we could evaluate how well102

2For LLMs with strong zero-shot inference abil-
ity (Kojima et al., 2023), in this work, we only focus on
in-context learning without further instruction tuning
or other fine-tuning.

models understand the inherent style and con- 103

trol generation conditioned on the style, i.e., 104

handling the controllability challenge. We 105

observe a common issue of imbalanced utiliza- 106

tion of the outline across fine-tuning and zero- 107

shot settings, which affects the structure of 108

the generated text. Specifically, the outline 109

information is mostly used at the beginning of 110

text generation and does not effectively guide 111

the rest of the generation process. This issue 112

indicates that the models struggle with the chal- 113

lenges of maintaining faithfulness and struc- 114

ture. We hypothesize that the imbalanced 115

outline utilization issue may be caused by a 116

combination of exposure bias due to teacher 117

forcing (the model relies too heavily on previ- 118

ously predicted words) and decoding strategies 119

(the model assigns the highest probabilities 120

to the correct outline information), leading to 121

early depletion of the outline. In order to 122

accurately assess the faithfulness and structure 123

quality of the generated text, we propose three 124

metrics: distribution variation, peak-value 125

distance, and consistency degree. 126

We propose two general approaches to mit- 127

igate this imbalance issue. The first method 128

explicitly controls the usage of the given outline 129

throughout the generation process. The second 130

method exploits the task duality between pre- 131

cise outline-conditioned generation and summa- 132

rization and implements a dual learning strat- 133

egy. Experimental results on the two datasets 134

with automatic and human evaluations show 135

that both approaches alleviate the imbalance 136

issue and improve generation quality. 137

Our contributions can be summarized as 138

follows: (1) We introduce a novel Precise 139

Outline-conditioned Generation task. (2) 140

We provide two datasets WPOG and CDM to 141

support research on this task. (3) We identify 142

the imbalanced outline utilization issue 143

and propose three evaluation metrics to gauge 144

outline utilization. (4) To alleviate this imbal- 145

anced outline utilization issue, we propose two 146

general approaches, explicit outline utiliza- 147

tion control and unified dual-task learn- 148

ing. (5) Experimental results demonstrate that 149

our approaches effectively mitigate the imbal- 150

anced outline utilization issue and improve the 151

generation quality for both fine-tuning and 152

zero-shot settings. 153
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2 Related Work154

Controllable Text Generation Control-155

lable text generation is a core issue in text gen-156

eration, which is also a requirement in virtually157

every context involving text generation (Zhang158

et al., 2022). Previous works proposed a lot159

of related tasks to evaluate the controllability160

from coarse to fine-grained. Attribute-based161

generation requires the attributes-specific sen-162

tence with given topics (Dathathri et al., 2019;163

Wang et al., 2019), keywords (Zhang et al.,164

2020; Carlsson et al., 2022) or sentiments (He165

et al., 2020; Zhang and Song, 2022). However,166

the sentence-level target has less requirement167

for coherence or structure. For longer text gen-168

eration, storytelling, and data-to-text aim to169

generate paragraphs or passages based on given170

topics and endings (Fan et al., 2018; Goldfarb-171

Tarrant et al., 2020; Tambwekar et al., 2018), or172

tables and graph (Su et al., 2021; Ribeiro et al.,173

2020). The closest task to ours is planning-174

based generation, which we call rough outline-175

conditioned generation. The main difference176

is that they primarily use keywords or phrases177

as conditions, which limits the requirements178

for generating results and assessing accuracy179

due to the vagueness of the conditions them-180

selves. On the other hand, the rough outline181

is usually extracted by heuristic methods (e.g.,182

RAKE (Rose et al., 2010) and YAKE (Campos183

et al., 2018)) to select keywords from ground184

truth text by word frequency and graph met-185

rics, which also limits the quality of data.186

Outline-conditioned Generation There187

are a variety of works that take outline-188

conditioned generation as the critical step to189

long text generation. Xu et al. (2018); Yao190

et al. (2019); Shao et al. (2019) adopt the191

Bi-LSTM as the backbone with reinforcement192

learning and variational inference techniques193

to optimize with keywords/phrases skeleton,194

respectively. Fan et al. (2019) modeling the195

semantic role labels (SRL) as outlines by the196

self-attention mechanism and pointer mecha-197

nism (Vinyals et al., 2015). Tan et al. (2020);198

Chen et al. (2021); Wang et al. (2022) use pre-199

trained language models to tackle with outlines200

in the form of keywords, event-graph, and la-201

tent variables, respectively. Sun et al. (2022)202

propose a method to learn outline generation203

by reconstructing the summary, followed by204

generating segment-level text and concatenat- 205

ing them to obtain the full text. For zero- 206

shot inference with LLMs, Yang et al. (2022) 207

applies the recursive prompting and revision 208

to enhance GPT-3’s zero-shot performance on 209

long-form storytelling. Yang et al. (2023) make 210

a detailed outliner and a controller based on 211

FUDGE (Yang and Klein, 2021) to improve 212

long-range plot coherence. In this paper, we 213

consider both fine-tuning and zero-shot settings 214

and propose unified strategies that could work 215

for both scenarios. 216

3 Methods 217

3.1 Precise Outline-conditioned 218

Generation 219

Baseline Approach Our proposed precise 220

outline-conditioned generation task takes spe- 221

cific sentence-level outlines and prompts as in- 222

put, and requires generating long texts that are 223

fluent, coherent, and match the input informa- 224

tion. Specifically, the writing prompt (e.g., title 225

or opening) is denoted by x = {x1, x2, ..., xl}, 226

where xi denotes the i-th token in the writing 227

prompt. The outline o is a set of sentences 228

o = {o1, o2, ..., om}, where oj is the j-th sen- 229

tence and ot is the t-th token in o. Given 230

(x, o) as input, a model is expected to output 231

y = {y1, y2, ..., yn}, where yk denotes the k-th 232

sentence and yt is the t-th token in y. 233

We study two distinct approaches for im- 234

plementing (x, o) → y: fine-tuning pre- 235

trained LMs and zero-shot inference by 236

LLMs. For fine-tuning pre-trained encoder- 237

decoder and decoder-only pre-trained LMs and 238

then inference, the output is generated by the 239

model θ as follows: 240

P (y | o, x; θ) =
n∏

t=1
P

(
yt | y<t, o, x; θ

)
(1) 241

An encoder-decoder model (e.g., BART) en- 242

codes the outline o by its encoder and treats 243

the prompt x as the prefix for its decoder; 244

whereas, a decoder-only model (e.g., GPT-2) 245

treats both the outline and the prompt as the 246

prefix for its decoder. 247

For LLM zero-shot inference, we adopt 248

prompt learning to infer with the concatena- 249

tion of the outline and the prompt. Details of 250

prompt designing are in Appendix A.1. 251
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Imbalanced outline utilization We identify252

a common issue of imbalanced outline utiliza-253

tion in fine-tuning both encoder-decoder and254

decoder-only models as well as zero-shot in-255

ference. We conduct case studies in Table 5256

(Appendix E) and a similarity visualization in257

Figure 5 (Appendix C) to further illustrate the258

problem. Specifically, the models tend to re-259

peat all the outlines at the head of the output260

and then continue writing while only treating261

the output prefix as context. This issue indi-262

cates weaknesses of the models for handling263

Faithfulness and Structure challenges (Sec-264

tion 1). Lack of constant guidance from the265

outline to regulate the remaining writing may266

cause deviations from the outline and unfaith-267

ful content, resulting in poor faithfulness. Also,268

with the skewed distribution of repeating all the269

outlines at its head, the generated text could270

be ill-structured. We propose three metrics to271

evaluate outline utilization in Section 5.1. To272

address this issue, we propose an explicit out-273

line utilization control method and a unified274

dual learning strategy.275

3.2 Explicit Outline Utilization276

Control277

As Figure 2 illustrates, we propose an approach278

that explicitly controls the utilization of the279

outline during generation by segmenting the280

outline into points (taking one outline sentence281

as one point in this work), generating text cor-282

responding to each point, and aggregating and283

refining the outputs to obtain the final result.284

We denote this new method as explicit out-285

line utilization control (OC). OC can be286

used in both fine-tuning and zero-shot inference287

settings.288

Base Explicit Outline Control

Figure 2: The proposed Explicit Outline Uti-
lization Control method versus the baseline ap-
proach. We omit the prompt x for simplicity.

Fine-tuning We apply OC during both fine-289

tuning and inference. For each story y and290

its corresponding outline o = {o1, o2, ..., om} in291

the training set, we partition y into m snippets 292

s = {s1, s2, ..., sm} and establish a mapping 293

between each point oi in o and each snippet 294

in s in order since the outline contains sequen- 295

tial information. In the fine-tuning stage, 296

we only calculate the loss from the current 297

paired outline point and story snippet, while 298

masking the other pairs. Hence, story partition- 299

ing may significantly impact the effectiveness 300

of OC. We investigate two methods: 1) Av- 301

erage partition, which divides stories by a 302

constant number of sentences, and 2) Greedy 303

Search, which partitions stories by minimiz- 304

ing the distances between outline points and 305

story snippets as well as the variance of the 306

lengths of snippets. The objective function is 307

as follows: 308

Lgs = α
m∑

i=1

∑
j∈si

dist(oi, yj) + β
m∑

i=1
(|si| − µs)2

(2) 309

where dist(·) is the distance function, |si| and 310

µs denote the number of sentences in the story 311

snippet si and the mean of |si|mi=1. α and β 312

are weighting parameters. The second term of 313

Eq. 2 is added to regularize the length distri- 314

bution of story snippets. In the inference 315

stage, we first use the prompt and o1 to gener- 316

ate the first part. Then we iteratively generate 317

each part based on the next outline sentence 318

and the generated context. Specifically, for 319

encoder-decoder models, we adjust the outline 320

for the encoder input and the decoder prefix 321

with context; whereas for decoder-only models, 322

we concatenate each outline sentence and al- 323

ready generated parts as input. All generated 324

parts are aggregated as the final result. 325

Zero-shot inference Similarly, we first use 326

the prompt and o1 with constraints including 327

the expected length of the final story and the 328

type (e.g., news article, story) to generate the 329

first part. Then we iteratively generate each 330

part based on the next outline sentence and 331

the generated context. Finally, we aggregate 332

all multi-round outputs. Since LLMs forget 333

the previous settings in the multi-round inter- 334

actions, we refine the aggregated output by 335

reminding LLMs of the constraints and gener- 336

ation goal to obtain the final story. Details of 337

prompts and examples are in Appendix A.2. 338
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3.3 Unified Dual-task Learning339

Summarization can be regarded as the inverse340

process of precise outline-conditioned genera-341

tion. We propose a unified approach leverag-342

ing this task duality (denoted Dual) for both343

fine-tuning and zero-shot inference settings for344

precise outline-conditioned generation, to alle-345

viate the imbalanced outline utilization issue346

and in turn improve generation quality.347

Fine-tuning We introduce a dual task in348

the fine-tuning stage for the generation model349

θg, which summarizes the generated story with350

a model θs. We consider both generation by351

the summarization model, P (o | y; θs), and352

generation by the outline-conditioned genera-353

tion model, P (y | o; θg), generally satisfy Eq.3354

based on Bayes’ rule. We omit the prompt x355

for simplicity.356

P (o)P (y | o) = P (o, y) = P (y)P (o | y) (3)357

Inspired by Wei et al. (2019), we establish the358

bridge between the two tasks by adding a dual359

Lagrange regularizer term as Eq.4 to the stan-360

dard fine-tuning loss. It aims to utilize the361

shared knowledge between the dual tasks to362

strengthen their connection by minimizing the363

difference between the model output and their364

approximate probability constraints.365

Ldual =
[
log P̂ (o) + log P (y | o; θg)

− log P̂ (y) − log P (o | y; θs)
]2 (4)366

where P̂ (o), P̂ (y) denote the marginal distri-367

butions of outlines and stories, respectively.368

Zero-shot inference We propose to lever-369

age the task duality to refine LLM zero-shot370

inference via in-context learning. Specifically,371

an LLM first generates a draft story based on372

the given outline. Then the model is required373

to summarize the generated draft. Based on374

the property of duality, the given outline and375

the generated summary should cover equiva-376

lent information. Therefore, the model is asked377

to compare the outline and the summary to378

reflect and further refine the generated text379

based on the discovered discrepancy. Impor-380

tantly, we also investigate combining Dual with381

OC (denoted by OC+Dual) by conducting382

the summarization step in Dual on the story383

parts generated under OC. The details of the384

prompt and examples of OC+Dual are shown 385

in Appendix A.3 and A.4. 386

4 Dataset Creation 387

To facilitate the study on the precise outline- 388

conditioned generation task, we introduce 389

two datasets, namely, WritingPrompt for 390

Outline-conditioned Generation (WPOG) and 391

CNN/DailyMail (CDM) (Hermann et al., 392

2015), from two distinct storytelling and news 393

report scenarios, respectively. 394

WPOG is constructed based on the English 395

WritingPrompt (WP) dataset (Fan et al., 2018), 396

which includes human-written stories paired 397

with writing prompts from an online forum. 398

Since the original WP does not provide out- 399

lines, we randomly select 5% of the samples 400

and use GPT-43 to generate the outlines for 401

original stories. Moreover, we conduct the 402

human evaluation to verify the reliability of 403

generated outlines (the details and results are 404

shown in Appendix D). The WPOG dataset 405

is then built by pairing the generated outlines 406

and the original writing prompts as input and 407

the human-written stories as target references. 408

To ensure fair comparisons between fine-tuning 409

and zero-shot inference settings, we consider 410

the limitations on the number of tokens out- 411

put by BART and GPT-2 and exclude samples 412

longer than 1024 tokens. We partition WPOG 413

into 80% for training, 10% for validation, and 414

10% for testing. 415

CDM is an English dataset containing unique 416

news stories (written by journalists with CNN 417

and the Daily Mail) and the corresponding 418

human-written highlights. For our task, the 419

highlights are taken as outlines to represent 420

the key plots of the news reports. We keep 421

the original partition of training and validation 422

sets as Nallapati et al. (2016), while sampling 423

10% from the original test set as our test set 424

for reasonable turnaround time for zero-shot 425

evaluations of LLMs. We follow the previous 426

work (Fang et al., 2021) to obtain prompts and 427

combine the prompt and outlines as input. 428

5 Experiments 429

The details of dataset preprocessing, dataset 430

statistics, experimental setup, and implemen- 431

tations are presented in Appendix B. 432

3https://openai.com/research/gpt-4
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5.1 Evaluation Metrics433

For evaluations, we adopt three metrics that434

are commonly used for text generation tasks.435

Rouge (R-n) evaluates the n-gram recall be-436

tween generated texts and human-written texts,437

where n can be 1, 2, or L (longest common sub-438

sequence) (Lin and Hovy, 2003). BERTScore439

computes the F1-score between generated texts440

and human-written texts, using BERT (Devlin441

et al., 2019) as a similarity measure (Zhang442

et al., 2019). Distinct-4 (D-4) measures the443

generation diversity (informativeness), based444

on the ratio of distinct 4-grams to all the gen-445

erated 4-grams (Li et al., 2015).446

We also propose three new metrics that mea-447

sure how imbalanced the outline utilization448

is for precise outline-conditioned generation.449

Distribution Variation (DV) measures the450

difference between the distribution (Dj) of sim-451

ilarity between every outline sentence oj and452

generated text y, which is calculated as Eq. 5,453

where dKL denotes KL-divergence between two454

distributions.455

DV = 1
|o| · (|o| − 1)

∑
a,b∈o,a ̸=b

dKL(Da, Db)

(5)456

Peak-value Distance (PD) indicates the457

distance of the most matched sentences (Pj ∈458

1, 2, . . . , k) among the generated text y for ev-459

ery outline sentence oj , respectively. It is de-460

fined as Eq.6.461

PD = 1
|o| · (|o| − 1)

∑
a,b∈o,a̸=b

|Pa − Pb| (6)462

Consistency Degree (CD) is proposed to463

assess outline utilization, motivated by the464

duality of summarization and precise outline-465

conditioned generation. Specifically, we use466

ChatGPT to summarize the generated text467

and contrast the summary with the original468

outline by computing Rouge-L of it against469

the outline as Consistency Degree (CD). The470

prompt used for CD is shown in Appendix A.5.471

DV and PD could be considered as intrin-472

sic metrics for outline utilization while CD is473

extrinsic. All of them are assessed from both474

faithfulness and structure perspectives (Sec-475

tion 1); and for each of them, a higher value476

suggests a more even outline utilization.477

5.2 Automatic Evaluation 478

5.2.1 Main Results 479

Table 1 shows the main results of precise 480

outline-conditioned generation on the two 481

datasets CDM and WPOG under both fine- 482

tuning and zero-shot inference settings. We re- 483

port results based on the automatic evaluation 484

metrics described in Section 5.1. For a fine- 485

tuning baseline, we use the encoder-decoder 486

BART-base4; for zero-shot inference baseline, 487

we use ChatGPT-3.5-turbo5. For each base- 488

line, we apply our proposed methods, explicit 489

outline utilization control (OC), unified 490

dual-task learning (Dual), and their combi- 491

nation (OC+Dual). 492

In the fine-tuning setting, we find both OC 493

and Dual improve the baseline across 494

all metrics on both datasets, confirming 495

the effectiveness of our methods. Notably, OC 496

achieves a larger gain than Dual on CDM, es- 497

pecially on the diversity metric D-4, because 498

the CDM outline reveals less information about 499

the order and correspondence between points 500

and news content. Since OC helps convey this 501

information, it achieves larger gains than Dual 502

on CDM. In contrast, OC has a smaller impact 503

on WPOG than on CDM, because WPOG out- 504

lines are more explicit about the key plots and 505

story elements. There is a clearer correspon- 506

dence between paragraphs in the story and key 507

points in the outline in WPOG, which likely re- 508

duces the benefit of OC. Notably, OC achieves 509

substantial improvements on DV, PD, and CD 510

on both CDM and WPOG, demonstrating the 511

remarkable effectiveness of OC in facilitating 512

more even outline utilization. 513

Combining OC and Dual (OC+Dual) im- 514

proves the baseline, but it does not achieve the 515

best results on most of the metrics compared 516

to each individual approach. We think this is 517

probably because of the conflict between the 518

two methods when they are combined. To en- 519

sure that the dual loss from the summarization 520

task can pass the relevant parts to the sepa- 521

rate section in the generation under OC, we 522

applied the same partitioning method to the 523

summarization task, transforming it from a 524

full-passage summarization to a partial point- 525

wise summarization task, which may hurt the 526

4https://huggingface.co/facebook/bart-base
5https://chat.openai.com
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Method R-1 R-2 R-L D-4 BERTScore DV PD CD
CDM

BART-base 38.79 10.86 16.26 79.47 84.62 2.21 1.09 14.74
w/ OC 40.92 11.82 17.48 87.94 86.76 2.94 4.06 21.62
w/ Dual 39.66 11.21 16.67 82.73 85.17 2.43 2.37 15.20
w/ OC + Dual 40.47 12.04 17.30 89.26 87.21 2.66 2.93 17.39
ChatGPT-3.5-turbo 41.17 12.17 17.62 97.46 84.97 2.63 3.44 18.96
w/ OC 41.69 12.78 18.67 99.47 85.48 2.75 4.46 23.88
w/ Dual 42.46 13.10 19.06 98.82 84.30 2.49 3.62 18.54
w/ OC + Dual 42.90 12.82 18.89 97.83 87.29 2.85 4.76 19.40
Ground Truth - - - 89.24 - 3.16 8.67 29.62

WPOG
BART-base 39.20 14.19 22.08 92.89 83.05 1.97 1.42 10.94
w/ OC 43.71 15.36 24.21 96.30 83.82 2.76 3.94 19.63
w/ Dual 44.96 15.92 24.97 93.24 86.12 2.61 2.85 15.97
w/ OC + Dual 42.77 14.89 23.74 95.71 86.59 2.49 3.29 17.68
ChatGPT-3.5-turbo 46.36 16.47 26.13 98.64 84.34 2.37 2.01 16.93
w/ OC 46.74 16.70 26.58 99.17 85.70 2.86 4.64 20.11
w/ Dual 47.42 17.12 27.30 99.25 86.34 2.71 3.85 19.07
w/ OC + Dual 47.61 17.15 27.48 99.31 86.22 2.85 4.76 19.40
Ground Truth - - - 95.69 - 2.89 6.73 22.63

Table 1: Precise outline-conditioned generation performance of the base models and after applying our
proposed explicit outline utilization control (OC), unified dual-task learning (Dual), and their
combination (OC+Dual). The best results for each metric in each group are in bold.

completeness of the summarization task.527

In the zero-shot inference setting, both OC528

and Dual substantially improve the base-529

line performance on both datasets, with530

Dual outperforming OC. Compared with531

the baseline used in fine-tuning, LLMs have532

stronger power in contextual understanding.533

We believe this makes LLMs benefit more from534

restructuring and revising, rather than teach-535

ing them to generate segment by segment di-536

rectly. The combination of OC+Dual further537

improves R-1 and PD metrics on both datasets538

and achieves comparable results on the other539

metrics, compared to using OC and Dual indi-540

vidually.541

5.2.2 Analysis542

Impact of model size and architecture543

for fine-tuning scenario. We compare the544

performance of encoder-decoder models BART-545

base (139M parameters) and BART-large546

(406M parameters) with decoder-only models547

GPT-2-base (124M parameters) and GPT-2-548

large (774M parameters) for fine-tuning under549

outline-conditioned generation, as shown in550

Table 3 (Appendix C). Both OC and Dual im-551

prove all the baseline models regardless of their552

model size and architecture. When comparing553

OC and Dual, we observe that BART-base and554

GPT-2-base with OC achieve better results555

than Dual on all metrics except CD. This ob-556

servation highlights that both encoder-decoder 557

and decoder-only models exhibit an imbalanced 558

outline utilization issue, and it underscores the 559

effectiveness of OC in mitigating this concern. 560

Impact of different LLMs for zero-shot 561

inference scenario. We compare the perfor- 562

mance of Vicuna-13B and ChatGPT for zero- 563

shot inference under precise outline-conditional 564

generation, as shown in Table 4 (Appendix C). 565

The results show that both OC and Dual im- 566

prove the performance of both baseline models 567

on all metrics and datasets. This indicates that 568

our methods are effective for different kinds 569

of LLMs under zero-shot inference scenarios. 570

Unlike ChatGPT, Vicuna-13B benefits more 571

from OC on R-1 and R-L, which suggests that 572

OC works better on smaller models. 573

Impact of partition methods for outline 574

control in fine-tuning scenario. We pro- 575

pose two ways (average partition and greedy 576

search) to make partitions for stories, as men- 577

tioned in section 3. We compare the perfor- 578

mance of these two ways on BART-base and 579

GPT-2-base for fine-tuning scenarios. The re- 580

sults are shown in Figure 4 (Appendix C). The 581

performance of greedy search significantly 582

outperforms the average partition, which in- 583

dicates that the suitable partition contributes 584

to the generation performance by establish- 585

ing the mapping between outlines and parts 586
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of stories. However, the different partition-587

ing methods show consistent improvements in588

outline-related metrics (i.e., DV, PD, and CD)589

compared to the baseline model. This demon-590

strates the effectiveness of outline control in591

mitigating the problem of imbalanced utiliza-592

tion of the outline information.593

5.3 Human Evaluation594

Besides the validation of the WPOG dataset,595

we conduct another two human evaluation ex-596

periments to answer the following research597

questions:598

RQ1: How is the text generation quality of the599

models evaluated in this task in two different600

scenarios?601

RQ2: Can the new metric proposed in this602

paper correctly reflect the usage of outlines?603

In this task, we sample 20 outlines and com-604

pare corresponding stories generated by the605

base and OC+Dual variants in both fine-tuning606

and zero-shot inference. We ask ten evaluators607

to rate the quality of stories in different cate-608

gories: fluency, coherence and flow, complete-609

ness, relevance, beginning, closure, and outline610

ordering. The details about criteria and ques-611

tions are shown in Figure 9 (Appendix F).612

In Figure 7 (Appendix C), we show the over-613

all score and detailed performance of the four614

methods. It is observed that variants employ-615

ing OC+Dual strategies have shown improve-616

ments compared to the base model, which is617

consistent with the trend reflected by auto-618

matic evaluation results. It is notable that, for619

fine-tuning inference, the variant gets strong620

improvement on two structure metrics, i.e., clo-621

sure and outline ordering. It demonstrates that622

the strategies we proposed can alleviate the is-623

sue that the outline information is overused at624

the beginning. In terms of faithfulness, the vari-625

ants achieve 0.5 and 0.18 points higher than the626

base model in the combination of completeness627

and relevance over fine-tuning and zero-shot628

inference, respectively.629

For RQ2, we compare the results of our pro-630

posed outline usage automatic metrics: Peak-631

value Distance (PD), Distribution Variation632

(DV), and Consistency Degree (CD), and633

four outline-relevant human evaluation met-634

rics: completeness, relevance, closure, and out-635

line ordering as shown in Figure 3. In overall636

comparison, they show similar trends in distin-637
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Figure 3: Comparison among human evaluation
and automatic metrics.

guishing the base model and their correspond- 638

ing variants. The result on extrinsic metric 639

CD is close to outline ordering, which demon- 640

strates the way to reconstruct the outline could 641

reflect the structure character of generated text. 642

When it comes to intrinsic metrics, the vari- 643

ation in the distribution of outline similarity 644

demonstrates greater robustness in compari- 645

son to the distance between sentences that are 646

most similar to the outline. This robustness 647

aligns better with human evaluation metrics. 648

6 Conclusion 649

In this paper, we introduce a novel text genera- 650

tion task called precise outline-conditioned gen- 651

eration, which generates stories based on spe- 652

cific, sentence-level outlines. We construct two 653

new benchmark datasets, WPOG and CDM, 654

for this task. We provide strong baselines 655

based on fine-tuning models such as BART and 656

GPT-2, and evaluating zero-shot performance 657

of models such as ChatGPT and Vicuna. We 658

identify an issue related to the imbalanced uti- 659

lization of the outline information in the precise 660

outline-conditioned generation, which affects 661

both fine-tuning and zero-shot models. To ad- 662

dress this issue, we have proposed a unified ex- 663

plicit outline utilization control approach and a 664

novel framework that leverages the task duality 665

between summarization and generation. We 666

have shown that our proposed approaches effec- 667

tively alleviate the issue of imbalanced outline 668

utilization and enhance the quality of precise 669

outline-conditioned text generation for both 670

fine-tuning and zero-shot settings. We hope 671

that our work will inspire more research on this 672

challenging and interesting task. 673
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7 Limitations674

As discussed in this paper, the proposed task675

of precise outline-conditioned generation could676

be regarded as a key subtask in conditional677

or open-ended long-text generation. However,678

we only evaluate our methods on texts with a679

length limitation of one thousand tokens (ap-680

proximately 750 words). We do not assess the681

performance of our strategies on longer texts682

(thousands of words or even longer) since the683

quality of long text generation heavily depends684

on human evaluation, which is time-consuming685

and expensive.686

8 Ethical Considerations687

Our work focuses on advancing outline-688

conditioned text generation technology. We689

acknowledge that similar technology can be690

utilized to generate deceptive or manipulative691

content such as fake news. Our research pro-692

vides unified strategies that are utilized by base693

language models, compatible with their de-694

tection and restriction of harmful information695

and false information. Additionally, the result696

demonstrates our method could improve the697

faithfulness of generated text to the given out-698

line, making it easy for further detection and699

control over the input outline rather than whole700

articles. The zero-shot inference prompts are701

currently tailored exclusively for the English702

language, and extending them to other lan-703

guages would necessitate further adjustments.704

The effectiveness of our methods could poten-705

tially be compromised in languages with fewer706

resources, as we rely extensively on pre-trained707

language models that may exhibit diminished708

performance in such linguistic contexts.709
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A Prompt Design899

Here we list the prompt we used under the zero-900

shot scenario for reproducing our experiment901

results and the one we used in evaluating consis-902

tent degree (CD). Here we take the prompt on903

CDM as example, while WPOG only replaces904

the “news report” by “story”. It is noticeable905

that both ChatGPT and Vicuna are sharing906

these prompts.907

A.1 Prompt - Baseline908

User: Please generate a [XXX] words news909

report with given first sentence and outlines.910

The first sentence is: [XXX]. And the outline911

of this news report is [XXX].912

Agent: [XXX].913

A.2 Prompt - Explicit Outline914

Utilization Control (OC)915

User: Your final goal is to generate a [XXX]916

words news report based on given first sen-917

tence and outlines. The first sentence is:918

[XXX] And the outline of this news report is:919

[XXX]. Firstly, you could generate a part of the920

news report corresponding to following plot921

[XXX].922

Agent: [XXX].923

User: Continue to generate a part of the news924

report followed by your previous output while925

the plot is corresponding to the following plot926

[XXX].927

Agent & User: ... repeat m-1 times928

User: Now connect all the paragraphs you’ve929

written and polish them to a [XXX] tokens es-930

say to achieve the final goal to generate an931

around [XXX] tokens news report with given 932

first sentence and outlines. First sentence: 933

[XXX] Outline: [XXX]. 934

Agent: [XXX]. 935

A.3 Prompt - Unified Dual-task 936

Learning (Dual) 937

User: Please generate a [XXX] words news 938

report with given first sentence and outlines. 939

The first sentence is: [XXX]. And the outline 940

of this news report is [XXX]. 941

Agent: [XXX]. 942

User: Please summarize it into [XXX] one- 943

sentence points. 944

Agent: [XXX]. 945

User: Please compare with the following 946

true outline and rethinking how to improve 947

the quality of outline-conditioned news report 948

generation: [XXX]. 949

Agent: [XXX]. 950

User: Based on the knowledge you just 951

learned, regenerate a [XXX] words news re- 952

port with given first sentence and outlines. 953

The first sentence is: [XXX]. And the outline 954

of this news report is [XXX]. 955

A.4 Prompt - Combo: OC + Dual 956

*** Repeat all steps in OC mode *** 957

User: Please generate a [xxx] tokens story 958

with the given first sentence and outlines. The 959

first sentence is: [XXX]. And the outline of this 960

story is [XXX] 961

Agent: [XXX]. 962

User: Please summarize it into an outline that 963

has [XXX] one-sentence points. 964

Agent: [XXX]. 965

User: Please compare with the following 966

true outline and rethinking how to improve 967

the quality of outline-conditioned news report 968

generation. True outline: [XXX]. 969

Agent: [XXX]. 970

User: Based on the knowledge you just 971

learned, regenerate a [XXX] words news re- 972

port with given first sentence and outlines. 973
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The first sentence is: [XXX]. And the outline974

of this news is [XXX].975

User: Refine your output to a [XXX] words976

news report.977

A.5 Prompt - Consistency Degree978

(CD)979

User: Please generate an outline for the given980

news report. The news report: [XXX]981

Agent: [XXX].982

B Experimental Setup983

Dataset Preprocessing In the data pre-984

processing, we use the first sentence as input.985

While CNN/DailyMail usually includes some986

meaningless openings for news reports (e.g.,987

reporter’s name), we made an additional filter988

for this issue, which only accepts openings with989

more than 7 words. Moreover, we aim to gen-990

erate long text involving abundant semantic991

and structural information. Here we filter out992

all cases with less than 64 words. We cut off993

40 sentences to test model performance.994

Dataset Statistics Table 2 provides the995

statistics of CDM and WPOG. Notably,996

WPOG has much longer outlines than CDM997

while CDM comprises substantially more train-998

ing samples than WPOG.999

Table 2: Statistics of the CDM and WPOG datasets.
Avg. length denotes the number of tokens from the
BART tokenizer (Lewis et al., 2020).

Dataset CDM WPOG

# Train 287,113 6,982
# Valid 13,378 866
# Test 1,149 866
Avg. length of story 780.62 542.57
Avg. length of outline 56.20 165.12

Implementation Details Our code imple-1000

mentations are mainly based on Pytorch 2.01001

and the Huggingface library. All experiments1002

including model finetuning (e.g., BART, GPT-1003

2) and zero-shot inference (e.g., Vicuna) are1004

running on 8 NVIDIA V100 32G GPUs. The1005

total computation cost is about 1500 GPU1006

hours. For fine-tuning BART and GPT-2, we1007

set the batch size as 4, and training epochs1008

as 3 on CDM, and 20 on WPOG since they1009

have different scales of training set. The 1010

hyperparameters α, β in outline control are 1011

set to 0.8, and 0.05, which are obtained by 1012

grid search from {0.5, 0.6, 0.7, 0.8, 0.9} and 1013

{0.005, 0.01, 0.05, 0.1}. We report the mean 1014

value for all results after running the experi- 1015

ments 3 times. It is noticeable that the struc- 1016

ture of GPT-2 is different from BART, we con- 1017

catenate both the opening and outline together 1018

through prompts as input. For zero-shot sce- 1019

narios, we use OpenAI’s 3.5-turbo API and the 1020

Vicuna-13B 6 model to achieve it. For dataset 1021

creation, we use GPT-47 API to generate the 1022

outlines. According to the official price and 1023

our usage, we spend around $700 on ChatGPT 1024

API costs. 1025

For human evaluation, we recruited 10 grad- 1026

uate students from the university as volunteers. 1027

They are from the United States, China, and 1028

India. We provide them with $5 for dataset 1029

verification and $15 for outline-conditioned gen- 1030

eration evaluation. 1031

C More Analysis Results 1032

Table 3 demonstrates the impact of model 1033

sizes and architectures for fine-tuning LMs for 1034

precise outline-conditioned generation on the 1035

CDM dataset. Table 4 shows the impact of 1036

using different LLMs under zero-shot inference 1037

setting for precise outline-conditioned genera- 1038

tion on the CDM dataset. Figure 4 illustrates 1039

the impact of different partition methods on the 1040

performance of our proposed explicit outline 1041

utilization control (OC) on CDM. Figure 7 1042

shows the overall score and detailed perfor- 1043

mance of human evaluation for the four meth- 1044

ods (i.e., ChatGPT, ChatGPT with OC+Dual, 1045

BART, BART with OC+Dual). 1046

Case study about imbalanced outline in- 1047

formation usage The similarity measure- 1048

ment between the outline and the entirety of 1049

the generated text provides a clear illustration 1050

of this issue, as the case study depicted in Fig- 1051

ure 5. In the text generated by BART (Figure 1052

5(b)), the utilization of information is primar- 1053

ily focused at the beginning, contrasting with 1054

the distribution observed in the ground truth 1055

(Figure 5(a)). Furthermore, a parallel trend 1056

is observed in large language models (LLMs), 1057

6https://huggingface.co/lmsys/vicuna-13b-v1.5
7https://openai.com/gpt-4
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Method R-1 R-2 R-L DV PD CD

BART-base 38.79 10.86 16.26 2.21 1.09 14.74
w/ OC 40.92 11.82 17.48 2.94 4.06 21.62
w/ Dual 39.66 11.21 16.67 2.43 2.37 15.20

BART-large 40.26 10.75 17.05 2.51 2.78 16.28
w/ OC 41.39 12.06 18.43 2.46 3.02 23.81
w/ Dual 40.41 11.69 17.74 2.36 2.96 19.46

GPT-2-base 34.63 8.29 13.48 1.92 1.21 9.76
w/ OC 36.92 10.22 15.53 2.64 3.39 15.94
w/ Dual 36.48 10.19 15.19 2.30 2.90 16.24

GPT-2-large 37.95 9.30 15.86 2.35 1.74 12.57
w/ OC 38.20 10.25 16.14 2.76 3.42 14.09
w/ Dual 38.87 10.69 16.49 2.49 2.19 15.78

Table 3: Impact of model sizes and architectures of
fine-tuning LMs for precise outline-conditioned gen-
eration on CDM. The best results for each metric
in each group are in bold.

Method R-1 R-2 R-L DV PD CD

ChatGPT 41.17 12.17 17.62 2.63 3.44 18.96
w/ OC 41.69 12.78 18.67 2.75 4.46 23.88
w/ Dual 42.46 13.10 19.06 2.49 3.62 18.54

Vicuna-13B 39.43 11.28 17.92 2.14 2.90 16.83
w/ OC 41.26 11.74 18.20 2.36 3.17 19.07
w/ Dual 40.90 12.42 18.07 2.42 3.29 18.29

Table 4: Impact of using different LLMs under zero-
shot inference setting for precise outline-conditioned
generation on CDM. The best results for each met-
ric in each group are in bold.

such as ChatGPT (Figure 5(c)), signifying that1058

the imbalanced utilization of outlines is a perva-1059

sive issue in text generation. The experimental1060

results, depicted in Figure 5(d), validate the1061

efficacy of this approach.1062

D Dataset Quality Validation1063

We evaluate the quality of AI-annotated out-1064

lines by accuracy, completeness, and clarity.1065

The definition and criteria are shown in Fig-1066

ure 8 (Appendix F). Specifically, we randomly1067

select 20 pairs of <story, outline> from WPOG1068

and another 20 pairs from CDM. Each evalu-1069

ator is asked to rate from 1 to 5 for a sample1070

of 5 stories from each of the two datasets. To1071

avoid bias, we ensure that each sample is rated1072

by two different evaluators.1073

As Figure 6 illustrates, the WPOG’s outline1074

achieves higher scores in both completeness1075

and clarity. while it slightly lags behind CDM1076

in terms of accuracy. We believe this is due to1077

the fact that the model adds some details to1078

maintain the structural integrity of the outlines,1079

thus sacrificing some accuracy. Taking these1080
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Figure 4: The impact of different partition methods
on the performance of explicit outline utiliza-
tion control (OC) on CDM.

three metrics into account, the quality of the 1081

WPOG dataset is compelling. 1082

E Examples of Precise 1083

Outline-conditioned Generation 1084

Table 5 shows an example of how the base- 1085

line models of BART and ChatGPT generate 1086

stories based on prompts and outlines. 1087

F Questionnaire for Human 1088

Evaluation 1089

The questionnaire for dataset validation and 1090

quality of generated stories consists of explana- 1091

tions and questions, as shown in Figure 8 and 1092

Figure 9, respectively. 1093

13



Examples of precise outline-conditioned generation:

Outline Tourists and locals queue for several hours to get their hands on Jenny’s butter cookies .
People are even hired to stand in line to buy the cookies, which are later sold at an up-to-70% mark-up
Food frenzies have also taken place in other parts of the world .

Prompt There’s a booming black market in Hong Kong, but it’s not for fake Apple Watches, or the iPhone.

Output
(BART)

There’s a booming black market in Hong Kong, but it’s not for fake Apple Watches or iPhones.
Tourists and locals queue for hours to buy Jenny’s butter cookies. People are even hired to stand in line and later
sell the cookies at a hefty markup, sometimes as much as 70%. These food frenzies aren’t limited to Hong Kong;
they’re happening worldwide. From limited-edition Kit Kats in Japan to bagel crazes in New York, food tourism
is influencing travel. This trend raises questions about what drives such desires for specific foods and what it
means for the culinary and tourism industries. Jenny’s butter cookies remain a testament to the power of taste and
the lengths people go for a delicious treat.

Jenny’s butter cookies, with their irresistible allure, serve as a sweet testament to the lengths people will go to
for a bite of something truly special. These worldwide culinary obsessions beg the question: What fuels

these fervent desires for specific foods? The answer may lie in the power of taste and the universal appeal
of exceptional culinary experiences. Once secured, these cookies are later resold at an astonishing markup,
sometimes reaching up to 70% above the original price. It’s a business strategy that has tapped into the
undeniable allure of Jenny’s cookies and the willingness of customers to pay a premium for them. Queueing for
hours has become a common sight as both locals and tourists are eager to savor these delectable treats. But this
craze doesn’t stop at the cookie shop’s door.

Output
(Chat-
GPT):

There’s a booming black market in Hong Kong, but it’s not for fake Apple Watches or iPhones.The
latest craze sweeping the vibrant city isn’t about tech gadgets; it’s about butter cookies.
Jenny’s butter cookies, to be precise, have become a culinary sensation, with both locals and tourists eagerly
joining long queues for a taste of these delectable treats. The scene is surreal. People stand in line for several
hours , determined to get their hands on Jenny’s butter cookies. The allure of these sweets is irresistible, with
their reputation for unmatched flavor and melt-in-your-mouth goodness. Tourists visiting Hong Kong are often
captivated by the buzz surrounding these cookies, making them an essential item on their travel itineraries.
But Hong Kong isn’t the only place where food frenzies have taken hold.

However, what’s intriguing is how this intense demand has given birth to a clandestine world of commerce.
To meet the soaring demand for these cookies, some individuals are hired to stand in line and purchase the
coveted treats, which are later sold at a staggering markup. Reports suggest that these cookies, originally priced
reasonably, are now reselling for up to a 70% increase in value. It’s a clear reflection of the extent to which
people are willing to go for a taste of this newfound delicacy.

Across the globe, similar phenomena have unfolded. From Taiwan’s famous pineapple cakes to Parisian macarons,
food enthusiasts are demonstrating an insatiable appetite for unique and sought-after culinary experiences,
prompting culinary tourism to flourish.

As the butter cookie craze continues to captivate hearts and taste buds, it raises questions about the nature of
trends in the modern world. What drives the fervent desire for specific foods, and what do these food frenzies mean
for the culinary industry and global tourism? In the midst of it all, Jenny’s butter cookies remain a sweet testament
to the power of taste, the lengths people will go for a delicious bite, and the intriguing world of culinary commerce.

Table 5: Examples of precise outline-conditioned generation over CDM. The highlights reflect the usage of
corresponding outline information

14



(a) (b)

(c) (d)

Figure 5: The case study of outline similarity within the entire story in CDM. (a) Ground truth text, (b)
Generated text from BART-base without outline control, (c) Generated text from ChatGPT (gpt-3.5-
turbo) without outline control, (d) Generated text from BART-base with outline control. The Y-axis
represents the outline bullet points, while the X-axis represents the sentences in the generated text. The
values indicate the corresponding similarity between the outline bullet point and the generated sentences.
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Figure 6: The human evaluation on dataset quality
validation.
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Figure 7: The human evaluation on overall score
and detailed performance of the four methods.
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(a)

(b)

Figure 8: An example about explanation (a) and
questions (b) in the questionnaire of dataset vali-
dation from human evaluation.

(a)

(b)

Figure 9: An example about explanation (a) and
questions (b) in the questionnaire of the quality of
generated stories from human evaluation.
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