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#### Abstract

We study the multiple-policy evaluation problem where we are given a set of $K$ policies and the goal is to evaluate their performance (expected total reward over a fixed horizon) to an accuracy $\epsilon$ with probability at least $1-\delta$. We propose an algorithm named CAESAR for this problem. Our approach is based on computing an approximate optimal offline sampling distribution and using the data sampled from it to perform the simultaneous estimation of the policy values. CAESAR has two phases. In the first we produce coarse estimates of the visitation distributions of the target policies at a low order sample complexity rate that scales with $\tilde{O}\left(\frac{1}{\epsilon}\right)$. In the second phase, we approximate the optimal offline sampling distribution and compute the importance weighting ratios for all target policies by minimizing a step-wise quadratic loss function inspired by the DualDICE [21] objective. Up to low order and logarithmic terms CAESAR achieves a sample complexity $\tilde{O}\left(\frac{H^{4}}{\epsilon^{2}} \sum_{h=1}^{H} \max _{k \in[K]} \sum_{s, a} \frac{\left(d_{h}^{\pi^{k}}(s, a)\right)^{2}}{\mu_{\hbar}^{*}(s, a)}\right)$, where $d^{\pi}$ is the visitation distribution of policy $\pi, \mu^{*}$ is the optimal sampling distribution, and $H$ is the horizon.


## 1 Introduction

Policy evaluation is a fundamental problem in Reinforcement Learning (RL) [23] of which the goal is to estimate the expected total rewards of a given policy. This process serves as an integral component in various RL methodologies, such as policy iteration and policy gradient approaches [24], wherein the current policy undergoes evaluation followed by potential updates. Policy evaluation is also paramount in scenarios where prior to deploying a trained policy, thorough evaluation is imperative to ensure its safety and efficacy.
Broadly speaking there exist two scenarios where the problem of policy evaluation has been considered, known as online and offline data regimes. In online scenarios a learner is interacting sequentially with the environment and is tasked with using its online deployments to collect helpful data for policy evaluation. The simplest method for online policy evaluation is Monte-Carlo estimation [11]. One can collect multiple trajectories by following the target policy, and use the empirical mean of the rewards as the estimator. These on-policy methods typically require executing the policy we want to estimate which may be unpractical or dangerous in many cases. For example, in the medical treatment scenario, implementing an untrustworthy policy can cause unfortunate consequences [25]. In these cases, offline policy evaluation may be preferable. In the offline case, the learner has access to a batch of data and is tasked to use this in the best way possible to estimate the value of a target policy. There are many works focus on this field based on different techniques such as importance-sampling, model-based estimation and doubly-robust estimators [16, 18, 27, 29, 30].

Motivated by the applications where people often have multiple policies that they would like to evaluate, e.g. multiple policies trained using different hyperparameters, Dann et al. [5] considered multiple-policy evaluation which aims to estimate the performance of a set of $K$ target policies
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instead of a single policy. From the simplest perspective, multiple-policy evaluation does not pose challenges beyond single-policy evaluation since one can always use single-policy evaluation methods by $K$ times to solve the multiple-policy evaluation problem. However, this can be extremely sampleinefficient as it neglects potential similarities among the $K$ target policies. Consequently, its sample complexity invariably escalates linearly as a function of $K$.
Dann et al. [5] proposed an on-policy algorithm that leverages the similarity among target policies based on an idea related to trajectory synthesis [26]. The basic technique is that if more than one policy take the same action at a certain state, then only one sample is needed at that state which can be reused to synthesize trajectories for these policies. Their algorithm achieves an instance-dependent sample complexity which gives much better results when target policies have many overlaps.

In the context of single policy off-policy evaluation, the theoretical guarantees depend on the overlap between the offline data distribution and the visitations of the evaluated policy [8, 27, 29]. These coverage conditions which ensure that the data logging distribution [28] adequately covers the state space are typically captured by the ratio between the densities corresponding to the offline data distribution and the policy to evaluate, also known as importance ratios.
A single offline dataset can be used to evaluate multiple policies simultaneously. The policy evaluation guarantees will be different for each of the policies in the set depending on how much overlap the offline distribution has with the policy visitation distributions. These observations inform an approach to the multiple policy evaluation problem different from [5] that can also leverage the policy visitation overlap in a meaningful way. Our algorithm is based on the idea of designing a behavior distribution with enough coverage of the target policy set. Once this distribution is computed, i.i.d. samples from the behavior distribution can be used to estimate the value of the target policies using ideas inspired in the offline policy optimization literature. Our algorithms consist of two phases:

1. Build coarse estimators of the policy visitation distributions and use them to compute a mixture policy that achieves a low visitation ratio with respect to all $K$ policies to evaluate.
2. Sample from this approximately optimal mixture policy and use these to construct mean reward estimators for all $K$ policies.

Coarse estimation of the visitation distributions up to constant multiplicative accuracy can be achieved at a cost that scales linearly, instead of quadratically with the inverse of the accuracy parameter (see Section 4.1 and polynomially in parameters such as the size of the state and action spaces, and the logarithm of the policy evaluation set. We propose the MARCH or Multi-policy Approximation via Ratio-based Coarse Handling Algorithm (see Algorithm 3) for coarse estimation of the visitation distributions. Estimating the policy visitation distributions up to multiplicative accuracy is enough to find an approximately optimal behavior distribution that minimizes the maximum visitation ratio among all policies to estimate (see Section 4.2). The samples generated from this behavior distribution are used to estimate the target policy values via importance weighting. Since the importance weights are not known to sufficient accuracy, we propose the IDES or Importance Density Estimation Algorithm (see Algorithm 2) for estimating these distribution ratios by minimizing a series of loss functions inspired by the DualDICE [21] method (see Section 4.3). Combining these steps we arrive at our main algorithm (CAESAR ) or Coarse and Adaptive Estimation with Approximate Reweighing for Multi-Policy Evaluation (see Algorithm 1) that achieves a high probability finite sample complexity for the problem of multi-policy evaluation.

## 2 Related Work

There is a rich family of off-policy estimators for policy evaluation [4, 10, 15, 16, 19]. But none of them is effective in our setting. Importance-sampling is a simple and popular method for off-policy evaluation but suffers exponential variance in horizon [19]. Marginalized importance-sampling has been proposed to get rid of the exponential variance. However, existing works all focus on function approximations which only produce approximately correct estimators [4] or are designed for the infinite-horizon case [10]. Doubly robust estimator [9, 13, 16] also solves the exponential variance problem, but no finite sample result is available. Our algorithm is based on marginalized importance-sampling and addresses the above limitations in the sense that our algorithm provides non-asymptotic sample complexity results and works for finite-horizon Markov Decision Processes.

Another popular estimator is called model-based estimator which evaluates the policy by estimating the transition function of the environment [6, 31]. Yin and Wang [29] provides a similar sample complexity to our results. However, there are some significant differences between their result and ours. First, our sampling distribution; calculated based on the coarse distribution estimator, is optimal. Second, our sample complexity is non-asymptotic while their result is asymptotic. Third, the true distributions appearing in our sample complexity can be replaced by known distribution estimators without inducing additional costs which means we can provide a known sample complexity while their result is always unknown since we do not know the true visitation distributions of target policies.
The work that most aligns with ours is [5] which proposed an on-policy algorithm based on the idea of trajectory synthesis. The authors propose the first instance-dependent sample complexity analysis of the multiple-policy evaluation problem. Different from their work, our algorithm uses off-policy evaluation based on importance-weighting and achieves a better sample complexity with simpler techniques and analysis.
In concurrent work, Amortila et al. [2] propose an exploration objective for downstream reward maximization, similar to our goal of computing an optimal sampling distribution. However, our approximate objective, based on coarse estimation is easier to solve, which is a significant contribution while they need layer-by-layer induction. They also introduced a loss function to estimate ratios, similar to how we estimate the importance densities. However, our ratios are defined differently from theirs which require distinct techniques.
Our algorithm also uses some techniques modified from other works which we summarize here. DualDICE is a technique for estimating distribution ratios by minimizing some loss functions proposed by [21]. We build on this idea and make some modifications to meet the need in our setting. Besides, we utilize stochastic gradient descent algorithms and their convergence rate for strongly-convex and smooth functions in the optimization literature [14]. Finally, we adopt the Median of Means estimator [20] to convert in-expectation results to high-probability results.

## 3 Preliminaries

Notations We denote the set $\{1,2, \ldots, N\}$ by $[N] .\left\{X_{n}\right\}_{n=1}^{N}$ represents the set $\left\{X_{1}, X_{2}, \ldots, X_{N}\right\}$. $\mathbb{E}_{\pi}$ denotes the expectation over the trajectories produced by following policy $\pi . \tilde{O}$ hides constants, logarithmic and lower-order terms. And we use $\mathbb{V}[X]$ to represent the variance of random variable $X$. $\Pi_{\text {det }}$ is the set of all deterministic policies. And $\operatorname{conv}(\mathcal{X})$ represents the convex hull of set $\mathcal{X}$.

Reinforcement learning framework We consider episodic tabular Markov Decision Processes (MDPs) defined by a tuple $\left\{\mathcal{S}, \mathcal{A}, H,\left\{P_{h}\right\}_{h=1}^{H},\left\{r_{h}\right\}_{h=1}^{H}, \nu\right\}$ where $\mathcal{S}$ and $\mathcal{A}$ represents the state and action space respectively with $S$ the cardinality of the state space $\mathcal{S}$ and $A$ the cardinality of the action space $\mathcal{A} . H$ is the horizon which defines the number of steps the agent can take before the end of an episode. $P_{h}(\cdot \mid s, a) \in \Delta \mathcal{S}$ is the transition function which represents the probability of transitioning to the next state if the agent takes action $a$ at state $s$. And $r_{h}(s, a)$ is the reward function denotes the reward the agent can get if the agent takes action $a$ at state $s$. In this work, we assume that the reward is deterministic and bounded $r_{h}(s, a) \in[0,1]$ which is consistent with prior work [5]. We denote the initial state distribution by $\nu \in \Delta \mathcal{S}$.
A policy $\pi=\left\{\pi_{h}\right\}_{h=1}^{H}$ is a mapping from the state space to the probability distribution space over the action space. $\pi_{h}(a \mid s)$ denotes the probability of taking action $a$ at state $s$ and step $h$. The value function $V_{h}^{\pi}(s)$ of a policy $\pi$ is the expected total rewards the agent can receive by starting from step $h$, state $s$ and following the policy $\pi$, i.e., $V_{h}^{\pi}(s)=\mathbb{E}_{\pi}\left[\sum_{l=h}^{H} r_{l} \mid s\right]$. The performance $J(\pi)$ of a policy $\pi$ is defined as the expected total rewards the agent can get. By the definition of the value function, there is the relationship $J(\pi)=V_{1}^{\pi}(s \mid s \sim \nu)$. For simplicity, in the following context, we use $V_{1}^{\pi}$ to denote $V_{1}^{\pi}(s \mid s \sim \nu)$.
The state visitation distribution $d_{h}^{\pi}(s)$ of a policy $\pi$ represents the probability of reaching state $s$ at step $h$ if the agent starts from a state sampled from the initial state distribution $\nu$ at step $l=1$ and following policy $\pi$ subsequently, i.e. $d_{h}^{\pi}(s)=\mathbb{P}\left[s_{h}=s \mid s_{1} \sim \nu, \pi\right]$. Similarly, the state-action visitation distribution $d_{h}^{\pi}(s, a)$ is defined as $d_{h}^{\pi}(s, a)=d_{h}^{\pi}(s) \pi(a \mid s)$. Based on the definition of the visitation distribution, the performance of policy $\pi$ can also be expressed as $J(\pi)=V_{1}^{\pi}=$ $\sum_{h=1}^{H} \sum_{s, a} d_{h}^{\pi}(s, a) r_{h}(s, a)$.

Multiple-policy evaluation problem setup In multiple-policy evaluation, we are given a set of known policies $\left\{\pi^{k}\right\}_{k=1}^{K}$ and a pair of factors $\{\epsilon, \delta\}$. The objective is to evaluate the performance of these given policies such that with probability at least $1-\delta, \forall \pi \in\left\{\pi^{k}\right\}_{k=1}^{K},\left|\hat{V}_{1}^{\pi}-V_{1}^{\pi}\right| \leq \epsilon$ where $\hat{V}_{1}^{\pi}$ is the performance estimator.
Dann et al. [5] proposed an algorithm based on the idea of trajectory stitching and achieved an instance-dependent sample complexity,

$$
\begin{equation*}
\tilde{O}\left(\frac{H^{2}}{\epsilon^{2}} \mathbb{E}\left[\sum_{(s, a) \in \mathcal{K}^{1: H}} \frac{1}{d^{\max }(s)}\right]+\frac{S H^{2} K}{\epsilon}\right) \tag{1}
\end{equation*}
$$

where $d^{\max }(s)=\max _{k \in[K]} d^{\pi^{k}}(s)$ and $\mathcal{K}^{h} \subseteq \mathcal{S} \times \mathcal{A}$ keeps track of which state-action pairs at step $h$ are visited by target policies in their trajectories.
Another way to reuse samples for evaluating different policies is to estimate the model. Based on the model-based estimator proposed by Yin and Wang [29], an asymptotic convergence rate can be derived,

$$
\begin{equation*}
\sqrt{\frac{H}{n}} \cdot \sqrt{\sum_{h=1}^{H} \mathbb{E}_{\pi^{k}}\left[\frac{d^{\pi^{k}}\left(s_{h}, a_{h}\right)}{\mu\left(s_{h}, a_{h}\right)}\right]}+o\left(\frac{1}{\sqrt{n}}\right) \tag{2}
\end{equation*}
$$

where $\mu$ is the distribution of the offline dataset and $n$ is the number of trajectories in this dataset. Though, it looks similar to our results, we have claimed in the Section 2 that there are significant differences.

### 3.1 Contributions

Our main contribution is that we proposed an algorithm named CAESAR for multiple-policy evaluation with two phases. In the first phase, we coarsely estimate the visitation distributions of all deterministic policies at the cost of a lower-order sample complexity. In the second phase, with the coarse distribution estimators, we can solve a convex optimization problem to build an approximately optimal sampling distribution $\tilde{\mu}^{*}$ with which we estimate the performance of target policies using marginal importance weighting. CAESAR finally achieves that with number of trajectories $n=\tilde{O}\left(\frac{H^{4}}{\epsilon^{2}} \sum_{h=1}^{H} \max _{k \in[K]} \sum_{s, a} \frac{\left(d_{h}^{\pi^{k}}(s, a)\right)^{2}}{\mu_{h}^{*}(s, a)}\right)$ and probability at least $1-\delta$, we can evaluate the performance of all target policies up to $\epsilon$ error. CAESAR is consistently better than the naive uniform sampling strategy over target policies as described in (2). CAESAR also improves upon the result (1) by Dann et al. [5] in some cases where their results have a dependency on $K$ while ours do not (see Section 5 ).

In addition to our main contribution, we proposed two sub-algorithms that may spark interest beyond the specific multi-policy evaluation problem we addressed in this work. First, we proposed MARCH which achieves coarse estimation of all deterministic policies with sample complexity $\tilde{O}\left(\frac{\text { poly }(H, S, A)}{\epsilon}\right)$ even though the number of all deterministic policies is exponential. Second, we proposed ${ }^{\epsilon}$ IDES to accurately estimate the marginal importance ratio by minimizing a carefully designed step-wise loss function using stochastic gradient descent which is modified from the idea of DualDICE [21]. Besides, we also utilize a Median-of-Means estimator [20] to convert the in-expectation result to the high-probability result which can be of interest.

## 4 Main Results and Algorithm

In this section, we introduce CAESAR which is sketched out in Algorithm 1 and present the main results. Different from on-policy evaluation, we try to build a single sampling distribution with which we can estimate the performance of all target policies using importance weighting. We achieve it by the following procedures. We first coarsely estimate the visitation distributions of all deterministic policies at the cost of a lower-order sample complexity. Based on these coarse distribution estimators, we can build an optimal sampling distribution by solving a convex optimization problem. Finally, we utilize the idea of DualDICE [21] with some modifications to estimate the importance-weighting ratio. In the following sections, we explain the steps of CAESAR in detail.

### 4.1 Coarse estimation of visitation distributions

We first introduce a proposition that shows how we can coarsely estimate the visitation distributions of target policies with lower-order sample complexity $\tilde{O}\left(\frac{1}{\epsilon}\right)$. Although this estimator is coarse and cannot be used to directly evaluate the performance of policies which is our ultimate goal, it possesses nice properties that enable us to construct the optimal sampling distribution and estimate the importance weighting ratio in the following sections.

The idea behind this estimator is based on the following lemma that shows estimating the mean value of a Bernoulli random variable up to constant multiplicative accuracy only requires $\tilde{O}\left(\frac{1}{\epsilon}\right)$ samples.
Lemma 4.1. Let $Z_{\ell}$ be i.i.d. samples $Z_{\ell} \stackrel{i . i . d .}{\sim} \operatorname{Ber}(p)$, for some known constant $C>0$, setting $t \geq \frac{C \log (C / \epsilon \delta)}{\epsilon}$, we have that with probability at least $1-\delta$, the empirical mean estimator $\hat{p}_{t}=$ $\frac{1}{t} \sum_{\ell=1}^{t} Z_{\ell}$ satisfies, $\left|\hat{p}_{t}-p\right| \leq \max \left\{\epsilon, \frac{p}{4}\right\}$.

Lemma 4.1 can be used to derive coarse estimators $\hat{d}^{\pi^{k}}=\left\{\hat{d}_{h}^{\pi^{k}}\right\}_{h=1}^{H}$ with constant multiplicative accuracy with respect to the true visitation probabilities $d^{\pi^{k}}=\left\{d_{h}^{\pi^{k}}\right\}_{h=1}^{H}$.
Proposition 4.2. With number of trajectories $n \geq \frac{C K \log (C K / \epsilon \delta)}{\epsilon}=\tilde{O}\left(\frac{1}{\epsilon}\right)$, we can estimate $\hat{d}^{\pi^{k}}=$ $\left\{\hat{d}_{h}^{\pi^{k}}\right\}_{h=1}^{H}$ such that with probability at least $1-\delta,\left|\hat{d}_{h}^{\pi^{k}}(s, a)-d_{h}^{\pi^{k}}(s, a)\right| \leq \max \left\{\epsilon, \frac{d_{h}^{\pi^{k}}(s, a)}{4}\right\}, \forall s \in$ $\mathcal{S}, a \in \mathcal{A}, h \in[H], k \in[K]$.

Proposition 4.2 is achieved by running each policy independently and applying Lemma 4.1. However, this would induce an exponential dependency on $S, A$ if we aim to coarsely estimate all deterministic policies. We propose an algorithm named MARCH (see Appendix C). Through a novel analysis, we show that MARCH achieves coarse estimation of all deterministic policies with sample complexity $\tilde{O}\left(\frac{p o l y(H, S, A)}{\epsilon}\right)$.
We next show that based on these coarse visitation estimators, we can ignore those states and actions with low estimated visitation probability without inducing significant errors.
Lemma 4.3. Suppose we have an estimator $\hat{d}(s, a)$ of $d(s, a)$ such that $|\hat{d}(s, a)-d(s, a)| \leq$ $\max \left\{\epsilon^{\prime}, \frac{d(s, a)}{4}\right\}$. If $\hat{d}(s, a) \geq 5 \epsilon^{\prime}$, then $\max \left\{\epsilon^{\prime}, \frac{d(s, a)}{4}\right\}=\frac{d(s, a)}{4}$, and if $\hat{d}(s, a) \leq 5 \epsilon^{\prime}$, then $d(s, a) \leq 7 \epsilon^{\prime}$.

Based on Lemma 4.3, we can ignore the state-action pairs satisfying $\hat{d}(s, a) \leq 5 \epsilon^{\prime}$. Since if we replace $\epsilon^{\prime}$ by $\frac{\epsilon}{14 S A}$, the error of performance estimation induced by ignoring these state-action pair is at most $\frac{\epsilon}{2}$. For simplicity of presentation, we can set $\hat{d}^{\pi}(s, a)=d^{\pi}(s, a)=0$ if $\hat{d}^{\pi}(s, a)<\frac{5 \epsilon}{14 S A}$. Hence, we have that,

$$
\begin{equation*}
\left|\hat{d}_{h}^{\pi^{k}}(s, a)-d_{h}^{\pi^{k}}(s, a)\right| \leq \frac{d_{h}^{\pi^{k}}(s, a)}{4}, \forall s \in \mathcal{S}, a \in \mathcal{A}, h \in[H], k \in[K] . \tag{3}
\end{equation*}
$$

### 4.2 Optimal sampling distribution

We evaluate the expected total rewards of target policies by importance weighting, using samples $\left\{s_{1}^{i}, a_{1}^{i}, s_{2}^{i}, a_{2}^{i}, \ldots, s_{H}^{i}, a_{H}^{i}\right\}_{i=1}^{n}$ drawn from a sampling distribution $\left\{\mu_{h}\right\}_{h=1}^{H}$. Specifically, $\hat{V}_{1}^{\pi^{k}}=\frac{1}{n} \sum_{i=1}^{n} \sum_{h=1}^{H} \frac{d_{h}^{\pi^{k}}\left(s_{h}^{i}, a_{h}^{i}\right)}{\mu_{h}\left(s_{h}^{i}, a_{h}^{i}\right)} r_{h}\left(s_{h}^{i}, a_{h}^{i}\right), k \in[K]$. To minimize the variance of our estimator (see Appendix B.2], we find the optimal sampling distribution by solving the following convex optimization problem,

$$
\begin{equation*}
\mu_{h}^{*}=\underset{\mu}{\arg \min } \max _{k \in[K]} \sum_{s, a} \frac{\left(d_{h}^{\pi^{k}}(s, a)\right)^{2}}{\mu(s, a)}, h \in[H] . \tag{4}
\end{equation*}
$$

However, in some cases, the optimal $\mu^{*}$ may not be realized by any policy (see Appendix B.3). Therefore, to facilitate the construction of the sampling distribution $\mu^{*}$, we constrain $\mu_{h}$ to lie within the convex hull of $\mathcal{D}=\left\{d_{h}^{\pi}: \pi \in \Pi_{d e t}\right\}$ which formulates the constrained optimization problem,

$$
\begin{equation*}
\mu_{h}^{*}=\underset{\mu \in \operatorname{conv}(\mathcal{D})}{\arg \min } \max _{k \in[K]} \sum_{s, a} \frac{\left(d_{h}^{\pi^{k}}(s, a)\right)^{2}}{\mu(s, a)}, h \in[H] . \tag{5}
\end{equation*}
$$

We denote the optimal solution to $\sqrt{5}$ as $\mu_{h}^{*}=\sum_{\pi \in \Pi_{\text {det }}} \alpha_{\pi}^{*} d_{h}^{\pi}$. Since $d_{h}^{\pi^{k}}$ is unknown, we can only solve the approximate optimization problem,

$$
\begin{equation*}
\hat{\mu}_{h}^{*}=\underset{\mu \in \operatorname{conv}(\hat{\mathcal{D}})}{\arg \min } \max _{k \in[K]} \sum_{s, a} \frac{\left(\hat{d}_{h}^{\pi^{k}}(s, a)\right)^{2}}{\mu(s, a)}, h \in[H], \tag{6}
\end{equation*}
$$

where $\hat{\mathcal{D}}=\left\{\hat{d}_{h}^{\pi}: \pi \in \Pi_{d e t}\right\}$. We denote the optimal solution to by $\hat{\mu}_{h}^{*}=\sum_{\pi \in \Pi_{\text {det }}} \hat{\alpha}_{\pi}^{*} \hat{d}_{h}^{\pi}$. Correspondingly, our real sampling distribution would be $\tilde{\mu}_{h}^{*}=\sum_{\pi \in \Pi_{\text {det }}} \hat{\alpha}_{\pi}^{*} d_{h}^{\pi}$.
The next lemma tells us that the optimal sampling distribution also has the same property as the coarse distribution estimators.
Lemma 4.4. If property 3) holds: $\left|\hat{d}_{h}^{\pi^{k}}(s, a)-d_{h}^{\pi^{k}}(s, a)\right| \leq \frac{d_{h}^{\pi^{k}}(s, a)}{4}, \forall s \in \mathcal{S}, a \in \mathcal{A}, h \in[H], k \in$ $[K]$, then $\left|\tilde{\mu}_{h}^{*}(s, a)-\hat{\mu}_{h}^{*}(s, a)\right| \leq \frac{\tilde{\mu}_{h}^{*}(s, a)}{4}$.

### 4.3 Estimation of the importance density

In this section, we introduce our algorithm named IDES for estimating the importance weighting ratios which is sketched out in Algorithm 2 IDES is based on the idea of DualDICE [21]. In DualDICE, they propose the following loss function

$$
\begin{equation*}
\ell^{\pi}(w)=\frac{1}{2} \mathbb{E}_{s, a \sim \mu}\left[w^{2}(s, a)\right]-\mathbb{E}_{s, a \sim d^{\pi}}[w(s, a)] \tag{7}
\end{equation*}
$$

the optimal minimum is achieved at $w^{\pi, *}(s, a)=\frac{d^{\pi}(s, a)}{\mu(s, a)}$ which is the distribution ratio. They tackle the on-policy limitation of the second term in (7) by transforming the variable based on Bellman's equation. However, their method only works for infinite horizon MDPs and it becomes unclear how to optimize the loss function after the variable change. We propose a new step-wise loss function which works for finite horizon MDPs. More importantly, the loss function is strongly-convex and smooth, enabling optimization through stochastic gradient descent and yielding non-asymptotic sample complexity results.
Specifically, we define the step-wise loss function of policy $\pi$ at each step $h$ as,

$$
\ell_{h}^{\pi}(w)=\frac{1}{2} \mathbb{E}_{s, a \sim \tilde{\mu}_{h}}\left[\frac{w^{2}(s, a)}{\hat{\mu}_{h}(s, a)}\right]-\mathbb{E}_{s^{\prime}, a^{\prime} \sim \tilde{\mu}_{h-1}, s \sim P_{h-1}\left(\cdot \mid s^{\prime}, a^{\prime}\right)}\left[\sum_{a} \frac{\hat{w}_{h-1}\left(s^{\prime}, a^{\prime}\right)}{\hat{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right)} w(s, a) \pi(a \mid s)\right]
$$

where $\tilde{\mu}_{h}=\sum_{\pi \in \Pi_{\text {det }}} \hat{\alpha}_{\pi}^{*} d_{h}^{\pi}$ is the sampling distribution, and $\hat{\mu}_{h}=\sum_{\pi \in \Pi_{\text {det }}} \hat{\alpha}_{\pi}^{*} \hat{d}_{h}^{\pi}$ is the optimal solution to the approximate optimization problem (6), and we set $\tilde{\mu}_{0}\left(s_{0}, a_{0}\right)=1, P_{0}\left(s \mid s_{0}, a_{0}\right)=$ $\nu(s), \hat{w}_{0}=\hat{\mu}_{0}=1$ for notational simplicity.
This loss function possesses two nice properties. First, it is $\gamma$-strongly convex and $\xi$-smooth where $\gamma=\min _{s, a} \frac{\tilde{\mu}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}, \xi=\max _{s, a} \frac{\tilde{\mu}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}$. Based on the property of our coarse distribution estimator, i.e. $\frac{4}{5} \leq \frac{\tilde{\mu}_{h}(s, a)}{\hat{\mu}_{h}(s, a)} \leq \frac{4}{3}$ which is a trivial corollary from Lemma 4.4, $\gamma$ and $\xi$ are bounded as well as their ratio, i.e. $\frac{\xi}{\gamma} \leq \frac{5}{3}$. This property actually plays an important role in deriving the final sample complexity which we will discuss in Appendix due to space constraints.
In the following lemma, we show that our step-wise loss function has another nice property on step-to-step error propagation.
Lemma 4.5. Suppose we have an estimator $\hat{w}_{h-1}$ at step $h-1$ such that, $\sum_{s, a}\left|\tilde{\mu}_{h-1}(s, a) \frac{\hat{w}_{h-1}(s, a)}{\hat{\mu}_{h-1}(s, a)}-d_{h-1}^{\pi}(s, a)\right| \leq \epsilon$, then by minimizing the loss function $\ell_{h}^{\pi}(w)$ at step $h$ to $\left\|\nabla \ell_{h}^{\pi}\left(\hat{w}_{h}(s, a)\right)\right\|_{1} \leq \epsilon$, we have $\sum_{s, a}\left|\tilde{\mu}_{h}(s, a) \frac{\hat{w}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}-d_{h}^{\pi}(s, a)\right| \leq 2 \epsilon$.

Lemma 4.5 indicates that using the distribution ratio estimator from the previous step allows us to estimate the ratio at the current step, introducing only an additive error. Consequently, by optimizing step-by-step, we can achieve an accurate estimation of the distribution ratios at all steps, as formalized in the following lemma.

Lemma 4.6. Implement Algorithm 2. we have the importance density estimator $\frac{\hat{w}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}$ such that,

$$
\begin{equation*}
\mathbb{E}\left[\sum_{s, a}\left|\tilde{\mu}_{h}(s, a) \frac{\hat{w}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}-d_{h}^{\pi^{k}}(s, a)\right|\right] \leq \frac{\epsilon}{4 H}, h \in[H] . \tag{8}
\end{equation*}
$$

### 4.4 Main results

We are now ready to present our main sample complexity result for multiple-policy evaluation, building on the results from previous sections. First, we introduce a Median-of-Means (MoM) estimator [20], formalized in the following lemma, and a data splitting technique that together convert (8) into a high-probability result (see Appendix B.7).

Lemma 4.7. For a one-dimension value $\mu$, suppose we have a stochastic estimator $\hat{\mu}$ such that $\mathbb{E}[|\hat{\mu}-\mu|] \leq \frac{\epsilon}{4}$, then if we generate $N=O(\log (1 / \delta))$ i.i.d. estimators $\left\{\hat{\mu}_{1}, \hat{\mu}_{2}, \ldots, \hat{\mu}_{N}\right\}$ and choose $\hat{\mu}_{M o M}=\operatorname{Median}\left(\hat{\mu}_{1}, \hat{\mu}_{2}, \ldots, \hat{\mu}_{N}\right)$, we have with probability at least $1-\delta,\left|\hat{\mu}_{M o M}-\mu\right| \leq \epsilon$.

With the importance density estimator $\frac{\hat{w}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}$, we can estimate the performance of policy $\pi^{k}$,

$$
\begin{equation*}
\hat{V}_{1}^{\pi^{k}}=\frac{1}{n} \sum_{i=1}^{n} \sum_{h=1}^{H} \frac{\hat{w}_{h}^{\pi^{k}}\left(s_{h}^{i}, a_{h}^{i}\right)}{\hat{\mu}_{h}\left(s_{h}^{i}, a_{h}^{i}\right)} r_{h}\left(s_{h}^{i}, a_{h}^{i}\right) \tag{9}
\end{equation*}
$$

where $\left\{s_{h}^{i}, a_{h}^{i}\right\}_{i=1}^{n}$ is sampled from $\tilde{\mu}_{h}$.
We present our main result in the following theorem and leave the detailed derivation to Appendix B. 7 Theorem 4.8. Implement Algorithm 1 , then with probability at least $1-\delta$, for all target policies, we have that $\left|\hat{V}_{1}^{\pi^{k}}-V_{1}^{\pi^{k}}\right| \leq \epsilon$. And the total number of trajectories sampled is,

$$
\begin{equation*}
n=\tilde{O}\left(\frac{H^{4}}{\epsilon^{2}} \sum_{h=1}^{H} \max _{k \in[K]} \sum_{s, a} \frac{\left(d_{h}^{\pi^{k}}(s, a)\right)^{2}}{\mu_{h}^{*}(s, a)}\right) . \tag{10}
\end{equation*}
$$

Besides, the unknown true visitation distributions can be replaced by the coarse estimator to provide a concrete sample complexity.

## 5 Discussion

In this section, we analyze our sample complexity, comparing it with existing results and offering several noteworthy findings.

### 5.1 Lower bound and some special cases

For off-policy evaluation, the CR-lower bound proposed by [16] (Theorem 3) demonstrates that there exists an MDP such that the variance of any unbiased estimator is lower bounded by $\sum_{h=1}^{H} \mathbb{E}_{\mu}\left[\left(\frac{d_{h}^{\pi}\left(s_{h}, a_{h}\right)}{\mu_{h}\left(s_{h}, a_{h}\right)}\right)^{2} \mathbb{V}\left[V_{h}^{\pi}\left(s_{h}\right)\right]\right]$, where $\pi$ is the policy to evaluate and $\mu$ is the sampling distribution. Applying this result to multiple-policy evaluation problem gives us the lower bound $\min _{\mu} \max _{k \in[K]} \sum_{h=1}^{H} \mathbb{E}_{\mu}\left[\left(\frac{d_{h}^{\pi^{k}}\left(s_{h}, a_{h}\right)}{\mu_{h}\left(s_{h}, a_{h}\right)}\right)^{2} \mathbb{V}\left[V_{h}^{\pi^{k}}\left(s_{h}\right)\right]\right]$. From the variance-unaware perspective where the variance of the value function is simply bounded by $H^{2}$, our sample complexity matches this lower bound since our sampling distribution is optimal (up to the dependency on $H$ ). We believe that a more refined variance-dependent result is achievable and leave it to future works.
Next, we analyse our sample complexity based on some special cases which offers us some interesting results. First, in the scenario where all target policies are identical, i.e. $d^{\pi^{1}}=d^{\pi^{2}}=\cdots=d^{\pi^{K}}=d$. The optimal sampling distribution is $\mu^{*}=d$, hence, our sample complexity becomes $\tilde{O}\left(\frac{H^{5}}{\epsilon^{2}}\right)$ which has no dependency on $S$ or $A$.

We can derive an instance-independent sample complexity based on our results. Let the sampling distribution $\mu_{h}^{\prime}$ be $\frac{1}{S A} \sum_{s, a} d_{h}^{\pi_{s, a}}$, where $\pi_{s, a}=\arg \max _{k \in[K]} d_{h}^{\pi^{k}}(s, a)$. Since $\mu_{h}^{*}$ is the optimal solution and $\mu_{h}^{\prime}$ is a feasible solution, we have our sample complexity 10 is bounded by $\tilde{O}\left(\frac{H^{5} S A}{\epsilon^{2}}\right)$.

### 5.2 Comparison with existing results

First, compared to the naive uniform sampling strategy over target policies as described in (2), our method has a clear advantage. Our sampling distribution is optimal among all possible combinations of the target policies, including the naive uniform strategy.
Next, we compare our result with the one achieved by Dann et al. [5] as described in (1). A significant issue with the result by Dann et al. [5] is the presence of the unfavorable $\frac{1}{d^{\max }(s)}$, which can induce an undesirable dependency on $K$ in some cases while our results do not (see Appendix E. 1 for an illustrating example). However, it remains unclear whether our result is universally better in all cases (omit the dependency on $H$ ).

### 5.3 Policy identification

Besides policy evaluation, CAESAR can also be applied to identify a near-optimal policy. Fixing the high-probability factor, we denote the sample complexity of CAESAR by $\tilde{O}\left(\frac{\Theta(\Pi)}{\gamma^{2}}\right)$, where $\Pi$ is the set of policies to be evaluated and $\gamma$ is the estimation error. We provide a simple algorithm based on CAESAR in Appendix E. 2 that achieves an instance-dependent sample complexity $\tilde{O}\left(\max _{\gamma \geq \epsilon} \frac{\Theta\left(\Pi_{\gamma}\right)}{\gamma^{2}}\right)$ to identify a $\epsilon$-optimal policy, where $\Pi_{\gamma}=\left\{\pi: V_{1}^{*}-V_{1}^{\pi} \leq 8 \gamma\right\}$. This result is interesting as it offers a different perspective beyond the existing gap-dependent results [7, 22]. Furthermore, this result can be easily extended to the multi-reward setting. Due to space constraints, we leave the detailed discussion to Appendix E. 2 .

## 6 Conclusion and Future Work

In this work, we consider the problem of multi-policy evaluation. And we propose an algorithm CAESAR based on computing an approximate optimal offline sampling distribution and using the data sampled from it to perform the simultaneous estimation of the policy values. CAESAR achieves that with number of trajectories $n=\tilde{O}\left(\frac{H^{4}}{\epsilon^{2}} \sum_{h=1}^{H} \max _{k \in[K]} \sum_{s, a} \frac{\left(d_{h}^{\pi^{k}}(s, a)\right)^{2}}{\mu_{h}^{*}(s, a)}\right)$ and probability at least $1-\delta$, we can evaluate the performance of all target policies up to $\epsilon$ error. The algorithm consists of three techniques. First, we obtain a coarse distribution estimator at the cost of lower-order sample complexity. Second, based on the coarse distribution estimator, we show an achievable optimal sampling distribution by solving an convex optimization problem. Last, we propose a novel step-wise loss function for finite-horizon MDPs. By minimizing the loss function step to step, we are able to get the importance weighting ratio and a non-asymptotic sample complexity is available due to the smoothness and strongly-convexity of the loss function.
Beyond the results of this work, there are still some open questions of interest. First, our sample complexity has a dependency on $H^{4}$ which is induced by the error propagation in the estimation of the importance weighting ratios. Specifically, the error of minimizing the loss function at early steps, e.g $h=1$ will propagate to later steps e.g $h=H$. We conjecture a dependency on $H^{2}$ is possible by considering a comprehensive loss function includes the whole horizon instead of step-wise loss functions which require step by step optimization. Second, as discussed before, we believe that a variance-aware sample complexity is possible through a more careful analysis. Besides, considering a reward-dependent sample complexity is also an interesting direction. For example, consider a MDP with sparse rewards where only one state-action has non-zero reward, then a better sample complexity may be possible by just focusing on state-action pairs with non-zero rewards. Another future direction is to apply the coarse distribution estimator on more scenarios. In our work, the coarse distribution estimator plays an important role throughout the algorithm. And we believe this type of estimator has potentiality in other different settings and tasks.
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## A Algorithms

In this section, we provide the scheme of three algorithms we proposed in this work ${ }^{1}$

1. CAESAR : Main algorithm for multiple-policy evaluation.
2. IDES : Algorithm for estimating the importance ratio.
3. MARCH : Algorithm for coarse estimation of all deterministic policies.
```
Algorithm 1 Coarse and Adaptive Estimation with Approximate Reweighing for Multi-Policy
Evaluation (CAESAR )
    Input: Accuracy \(\epsilon\), confidence \(\delta\), target policies \(\left\{\pi^{k}\right\}_{k=1}^{K}\)
    Coarsely estimate visitation distributions of all deterministic policies and get \(\left\{\hat{d}^{\pi}: \pi \in \Pi_{d e t}\right\}\).
    Solve the approximate optimization problem (6) and get \(\left\{\hat{\alpha}_{\pi}^{*}: \pi \in \Pi_{d e t}\right\}\).
    Implement Algorithm 2 with data splitting and get MoM estimators \(\left\{\hat{w}^{\pi^{k}}\right\}_{k=1}^{K}\).
    Build the final performance estimator \(\left\{\hat{V}_{1}^{\pi^{k}}\right\}_{k=1}^{K}\) by 9 .
    Output: \(\left\{\hat{V}_{1}^{\pi^{k}}\right\}_{k=1}^{K}\).
```

```
Algorithm 2 Importance Density Estimation (IDES )
    Input: Horizon \(H\), accuracy \(\epsilon\), target policy \(\pi\), coarse estimator \(\left\{\hat{d}_{h}^{\pi}\right\}_{h=1}^{H},\left\{\hat{\mu}_{h}\right\}_{h=1}^{H}\) and feasible
    sets \(\left\{D_{h}\right\}_{h=1}^{H}\) where \(D_{h}(s, a)=\left[0,2 \hat{d}_{h}^{\pi}(s, a)\right]\).
    Initialize \(w_{h}^{0}=0, h=1, \ldots, H\) and assume \(\mu_{0}=\) Empty for simple presentation.
    for \(h=1\) to \(H\) do
        Set the iteration number of optimization, \(n_{h}=C_{h}\left(\frac{H^{4}}{\epsilon^{2}} \sum_{s, a} \frac{\left(\hat{d}_{h}^{\pi}(s, a)\right)^{2}}{\hat{\mu}_{h}(s, a)}+\frac{\left(\hat{d}_{h-1}^{\pi}(s, a)\right)^{2}}{\hat{\mu}_{h-1}(s, a)}\right)\), where
        \(C_{h}\) is a known constant.
        for \(i=1\) to \(n_{h}\) do
            Sample \(\left\{s_{h}^{i}, a_{h}^{i}\right\}\) from \(\mu_{h}\) and \(\left\{s_{h-1}^{i}, a_{h-1}^{i}, s_{h}^{i^{\prime}}\right\}\) from \(\mu_{h-1}\).
            Calculate gradient \(g\left(w_{h}^{i-1}\right)\),
                \(g\left(w_{h}^{i-1}\right)(s, a)=\frac{w_{h}^{i-1}(s, a)}{\hat{\mu}_{h}(s, a)} \mathbb{I}\left(s_{h}^{i}=s, a_{h}^{i}=a\right)-\frac{\hat{w}_{h-1}\left(s_{h-1}^{i}, a_{h-1}^{i}\right)}{\hat{\mu}_{h-1}\left(s_{h-1}^{i}, a_{h-1}^{i}\right)} \pi(a \mid s) \mathbb{I}\left(s_{h}^{i^{\prime}}=s\right)\)
            Update \(w_{h}^{i}=\operatorname{Proj}_{w \in D_{h}}\left\{w_{h}^{i-1}-\eta_{h}^{i} g\left(w_{h}^{i-1}\right)\right\}\).
        end for
        Output the estimator \(\hat{w}_{h}=\frac{1}{\sum_{i=1}^{n_{h} i}} \sum_{i=1}^{n_{h}} w_{h}^{i}\).
    end for
```

```
Algorithm 3 Multi-policy Approximation via Ratio-based Coarse Handling (MARCH)
    Input: Horizon \(H\), accuracy \(\epsilon\), policy \(\pi\).
    Coarsely estimate \(d_{1}\) such that \(\operatorname{dist}^{\beta}\left(\hat{d}_{1}, d_{1}\right) \leq \epsilon\), where \(\beta=\frac{1}{H}\).
    for \(h=1\) to \(H-1\) do
        1. Coarsely estimate \(\mu_{h}\) such that \(\left|\hat{\mu}_{h}(s, a)-\mu_{h}(s, a)\right| \leq \max \left\{\epsilon^{\prime}, c \cdot \mu_{h}(s, a)\right\}\), where \(\epsilon^{\prime}=\)
        \(\frac{\epsilon}{2 H^{2} S^{2} A^{2}}\) and \(c=\frac{\beta}{2}\).
        2. Sample \(\left\{s_{h}^{i}, a_{h}^{i}, s_{h+1}^{i}\right\}_{i=1}^{n}\) from \(\mu_{h}\).
        3. Estimate \(d_{h+1}(s, a)\) by \(\hat{d}_{h+1}(s, a)=\frac{1}{n} \sum_{i=1}^{n} \mathbb{I}\left(s_{h+1}^{i}=s\right) \hat{w}_{h}\left(s_{h}^{i}, a_{h}^{i}\right)\).
    end for
    Output: \(\left\{\hat{d}_{h}\right\}_{h=1}^{H}\).
```

[^0]
## B Proof of theorems and lemmas in Section 4

## B. 1 Proof of Lemma 4.1

Our results relies on the following variant of Bernstein inequality for martingales, or Freedman's inequality [12], as stated in e.g., [1, 3].
Lemma B. 1 (Simplified Freedman's inequality). Let $X_{1}, \ldots, X_{T}$ be a bounded martingale difference sequence with $\left|X_{\ell}\right| \leq R$. For any $\delta^{\prime} \in(0,1)$, and $\eta \in(0,1 / R)$, with probability at least $1-\delta^{\prime}$,

$$
\begin{equation*}
\sum_{\ell=1}^{T} X_{\ell} \leq \eta \sum_{\ell=1}^{T} \mathbb{E}_{\ell}\left[X_{\ell}^{2}\right]+\frac{\log \left(1 / \delta^{\prime}\right)}{\eta} \tag{11}
\end{equation*}
$$

where $\mathbb{E}_{\ell}[\cdot]$ is the conditional expectation ${ }^{2}$ induced by conditioning on $X_{1}, \cdots, X_{\ell-1}$.
Lemma B. 2 (Anytime Freedman). Let $\left\{X_{t}\right\}_{t=1}^{\infty}$ be a bounded martingale difference sequence with $\left|X_{t}\right| \leq R$ for all $t \in \mathbb{N}$. For any $\delta^{\prime} \in(0,1)$, and $\eta \in(0,1 / R)$, there exists a universal constant $C>0$ such that for all $t \in \mathbb{N}$ simultaneously with probability at least $1-\delta^{\prime}$,

$$
\begin{equation*}
\sum_{\ell=1}^{t} X_{\ell} \leq \eta \sum_{\ell=1}^{t} \mathbb{E}_{\ell}\left[X_{\ell}^{2}\right]+\frac{C \log \left(t / \delta^{\prime}\right)}{\eta} \tag{12}
\end{equation*}
$$

where $\mathbb{E}_{\ell}[\cdot]$ is the conditional expectation induced by conditioning on $X_{1}, \cdots, X_{\ell-1}$.

Proof. This result follows from Lemma B. 1 . Fix a time-index $t$ and define $\delta_{t}=\frac{\delta^{\prime}}{12 t^{2}}$. Lemma B. 1 implies that with probability at least $1-\delta_{t}$,

$$
\sum_{\ell=1}^{t} X_{\ell} \leq \eta \sum_{\ell=1}^{t} \mathbb{E}_{\ell}\left[X_{\ell}^{2}\right]+\frac{\log \left(1 / \delta_{t}\right)}{\eta}
$$

A union bound implies that with probability at least $1-\sum_{\ell=1}^{t} \delta_{t} \geq 1-\delta^{\prime}$,

$$
\begin{aligned}
\sum_{\ell=1}^{t} X_{\ell} & \leq \eta \sum_{\ell=1}^{t} \mathbb{E}_{\ell}\left[X_{\ell}^{2}\right]+\frac{\log \left(12 t^{2} / \delta^{\prime}\right)}{\eta} \\
& \stackrel{(i)}{\leq} \eta \sum_{\ell=1}^{t} \mathbb{E}_{\ell}\left[X_{\ell}^{2}\right]+\frac{C \log \left(t / \delta^{\prime}\right)}{\eta}
\end{aligned}
$$

holds for all $t \in \mathbb{N}$. Inequality $(i)$ holds because $\log \left(12 t^{2} / \delta^{\prime}\right)=\mathcal{O}\left(\log \left(t \delta^{\prime}\right)\right)$.

Proposition B.3. Let $\delta^{\prime} \in(0,1), \beta \in(0,1]$ and $Z_{1}, \cdots, Z_{T}$ be an adapted sequence satisfying $0 \leq Z_{\ell} \leq \tilde{B}$ for all $\ell \in \mathbb{N}$. There is a universal constant $C^{\prime}>0$ such that,

$$
(1-\beta) \sum_{t=1}^{T} \mathbb{E}_{t}\left[Z_{t}\right]-\frac{2 \tilde{B} C^{\prime} \log \left(T / \delta^{\prime}\right)}{\beta} \leq \sum_{\ell=1}^{T} Z_{\ell} \leq(1+\beta) \sum_{t=1}^{T} \mathbb{E}_{t}\left[Z_{t}\right]+\frac{2 \tilde{B} C^{\prime} \log \left(T / \delta^{\prime}\right)}{\beta}
$$

with probability at least $1-2 \delta^{\prime}$ simultaneously for all $T \in \mathbb{N}$.
Proof. Consider the martingale difference sequence $X_{t}=Z_{t}-\mathbb{E}_{t}\left[Z_{t}\right]$. Notice that $\left|X_{t}\right| \leq \tilde{B}$. Using the inequality of Lemma B. 2 we obtain for all $\eta \in\left(0,1 / B^{2}\right)$.

$$
\begin{aligned}
\sum_{\ell=1}^{t} X_{\ell} & \leq \eta \sum_{\ell=1}^{t} \mathbb{E}_{\ell}\left[X_{\ell}^{2}\right]+\frac{C \log \left(t / \delta^{\prime}\right)}{\eta} \\
& \stackrel{(i)}{\leq} 2 \eta B^{2} \sum_{\ell=1}^{t} \mathbb{E}_{\ell}\left[Z_{\ell}\right]+\frac{C \log \left(t / \delta^{\prime}\right)}{\eta}
\end{aligned}
$$

[^1]for all $t \in \mathbb{N}$ with probability at least $1-\delta^{\prime}$. Inequality $(i)$ holds because $\mathbb{E}_{t}\left[X_{t}^{2}\right] \leq B^{2} \mathbb{E}\left[\left|X_{t}\right|\right] \leq$ $2 B^{2} \mathbb{E}_{t}\left[Z_{t}\right]$ for all $t \in \mathbb{N}$. Setting $\eta=\frac{\beta}{2 B^{2}}$ and substituting $\sum_{\ell=1}^{t} X_{\ell}=\sum_{\ell=1}^{t} Z_{\ell}-\mathbb{E}_{\ell}\left[Z_{\ell}\right]$,
\[

$$
\begin{equation*}
\sum_{\ell=1}^{t} Z_{\ell} \leq(1+\beta) \sum_{\ell=1}^{t} \mathbb{E}_{\ell}\left[Z_{\ell}\right]+\frac{2 B^{2} C \log \left(t / \delta^{\prime}\right)}{\beta} \tag{13}
\end{equation*}
$$

\]

with probability at least $1-\delta^{\prime}$. Now consider the martingale difference sequence $X_{t}^{\prime}=\mathbb{E}\left[Z_{t}\right]-Z_{t}$ and notice that $\left|X_{t}^{\prime}\right| \leq B^{2}$. Using the inequality of Lemma B. 2 we obtain for all $\eta \in\left(0,1 / B^{2}\right)$,

$$
\begin{aligned}
\sum_{\ell=1}^{t} X_{\ell}^{\prime} & \leq \eta \sum_{\ell=1}^{t} \mathbb{E}_{\ell}\left[\left(X_{\ell}^{\prime}\right)^{2}\right]+\frac{C \log \left(t / \delta^{\prime}\right)}{\eta} \\
& \leq 2 \eta B^{2} \sum_{\ell=1}^{t} \mathbb{E}_{\ell}\left[Z_{\ell}\right]+\frac{C \log \left(t / \delta^{\prime}\right)}{\eta}
\end{aligned}
$$

Setting $\eta=\frac{\beta}{2 B^{2}}$ and substituting $\sum_{\ell=1}^{t} X_{\ell}^{\prime}=\sum_{\ell=1}^{t} \mathbb{E}\left[Z_{\ell}\right]-Z_{\ell}$ we have,

$$
\begin{equation*}
(1-\beta) \sum_{\ell=1}^{t} \mathbb{E}\left[Z_{\ell}\right] \leq \sum_{\ell=1}^{t} Z_{\ell}+\frac{2 B^{2} C \log \left(t / \delta^{\prime}\right)}{\beta} \tag{14}
\end{equation*}
$$

with probability at least $1-\delta^{\prime}$. Combining Equations 13 and 14 and using a union bound yields the desired result.

Proposition B. 3 can be used to show,
Let the $Z_{\ell}$ be i.i.d. samples $Z_{\ell} \stackrel{i . i . d .}{\sim} \operatorname{Ber}(p)$. The empirical mean estimator, $\widehat{p}_{t}=\frac{1}{t} \sum_{\ell=1}^{t} Z_{\ell}$ satisfies,

$$
(1-\beta) p-\frac{2 C^{\prime} \log \left(t / \delta^{\prime}\right)}{\beta t} \leq \widehat{p}_{t} \leq(1+\beta) p+\frac{2 C^{\prime} \log \left(t / \delta^{\prime}\right)}{\beta t}
$$

with probability at least $1-2 \delta^{\prime}$ for all $t \in \mathbb{N}$ where $C^{\prime}>0$ is a (known) universal constant. Given $\epsilon>0$ set $t \geq \frac{8 C^{\prime} \log \left(t / \delta^{\prime}\right)}{\beta \epsilon}$ (notice the dependence of $t$ on the RHS - this can be achieved by setting $t \geq \frac{C \log \left(C / \beta \epsilon \delta^{\prime}\right)}{\beta \epsilon}$ for some (known) universal constant $C>0$ ).

In this case observe that,

$$
(1-\beta) p-\epsilon / 8 \leq \widehat{p}_{t} \leq(1+\beta) p+\epsilon / 8
$$

Setting $\beta=1 / 8$,

$$
7 p / 8-\epsilon / 8 \leq \widehat{p}_{t} \leq 9 p / 8+\epsilon / 8
$$

so that,

$$
p-\widehat{p}_{t} \leq p / 8+\epsilon / 8
$$

and

$$
\widehat{p}_{t}-p \leq p / 8+\epsilon / 8
$$

and therefore $\left|\widehat{p}_{t}-p\right| \leq p / 8+\epsilon / 8 \leq 2 \max (p / 8, \epsilon / 8)=\max (p / 4, \epsilon / 4)$.

## B. 2 Derivation of the optimal sampling distribution (4)

Our performance estimator is,

$$
\hat{V}_{1}^{\pi^{k}}=\frac{1}{n} \sum_{i=1}^{n} \sum_{h=1}^{H} \frac{d_{h}^{\pi^{k}}\left(s_{h}^{i}, a_{h}^{i}\right)}{\mu_{h}\left(s_{h}^{i}, a_{h}^{i}\right)} r\left(s_{h}^{i}, a_{h}^{i}\right), k \in[K] .
$$

Denote $\sum_{h=1}^{H} \frac{d_{h}^{\pi_{h}^{k}\left(s_{h}^{i}, a_{h}^{i}\right)}}{\mu_{h}\left(s_{h}^{h}, a_{h}^{h}\right)} r_{h}\left(s_{h}^{i}, a_{h}^{i}\right)$ by $X_{i}$. And for simplicity, denote $\mathbb{E}_{\left(s_{1}, a_{1}\right) \sim \mu_{1}, \ldots,\left(s_{H}, a_{H}\right) \sim \mu_{H}}$ by $\mathbb{E}_{\mu}$, the variance of our estimator is bounded by,

$$
\begin{aligned}
\mathbb{E}_{\mu}\left[X_{i}^{2}\right] & =\mathbb{E}_{\mu}\left[\left(\sum_{h=1}^{H} \frac{d_{h}^{\pi^{k}}\left(s_{h}^{i}, a_{h}^{i}\right)}{\mu_{h}\left(s_{h}^{i}, a_{h}^{i}\right)} r_{h}\left(s_{h}^{i}, a_{h}^{i}\right)\right)^{2}\right] \\
& \leq \mathbb{E}_{\mu}\left[H \cdot \sum_{h=1}^{H}\left(\frac{d_{h}^{\pi^{k}}\left(s_{h}^{i}, a_{h}^{i}\right)}{\mu_{h}\left(s_{h}^{i}, a_{h}^{i}\right)} r_{h}\left(s_{h}^{i}, a_{h}^{i}\right)\right)^{2}\right] \\
& \leq \mathbb{E}_{\mu}\left[H \cdot \sum_{h=1}^{H}\left(\frac{d_{h}^{\pi^{k}}\left(s_{h}^{i}, a_{h}^{i}\right)}{\mu_{h}\left(s_{h}^{i}, a_{h}^{i}\right)}\right)^{2}\right] \\
& =H \cdot \sum_{h=1}^{H} \mathbb{E}_{d_{h}^{\pi k}}\left[\frac{d_{h}^{\pi^{k}}\left(s_{h}^{i}, a_{h}^{i}\right)}{\mu_{h}\left(s_{h}^{i}, a_{h}^{i}\right)}\right] .
\end{aligned}
$$

The first inequality holds by Cauchy - Schwarz inequality. The second inequality holds due to the assumption $r_{h}(s, a) \in[0,1]$.
Denote $\sum_{h=1}^{H} \mathbb{E}_{d_{h}^{\pi k}}\left[\frac{d_{h}^{\pi^{k}}\left(s_{h}^{i}, a_{h}^{i}\right)}{\mu_{h}\left(s_{h}^{i}, a_{h}^{i}\right)}\right]$ by $\rho_{\mu, k}$. Applying Bernstein's inequality, we have that with probability at least $1-\delta$ and $n$ samples, it holds,

$$
\left|\hat{V}_{1}^{\pi^{k}}-V_{1}^{\pi^{k}}\right| \leq \sqrt{\frac{2 H \rho_{\mu, k} \log (1 / \delta)}{n}}+\frac{2 M_{k} \log (1 / \delta)}{3 n}
$$

where $M_{k}=\max _{s_{1}, a_{1}, \ldots, s_{H}, a_{H}} \sum_{h=1}^{H} \frac{d_{h}^{\pi^{k}}\left(s_{h}, a_{h}\right)}{\mu_{h}\left(s_{h}, a_{h}\right)} r_{h}\left(s_{h}, a_{h}\right)$.
To achieve an $\epsilon$ accuracy of evaluation, we need samples,

$$
n_{\mu, k} \leq \frac{8 H \rho_{\mu, k} \log (1 / \delta)}{\epsilon^{2}}+\frac{4 M_{k} \log (1 / \delta)}{3 \epsilon}
$$

Take the union bound over all target policies,

$$
n_{\mu} \leq \frac{8 H \max _{k \in[K]} \rho_{\mu, k} \log (K / \delta)}{\epsilon^{2}}+\frac{4 M \log (K / \delta)}{3 \epsilon}
$$

where $M=\max _{k \in[K]} M_{k}$.
We define the optimal sampling distribution $\mu^{*}$ as the one minimizing the higher order sample complexity,

$$
\begin{aligned}
\mu_{h}^{*} & =\underset{\mu_{h}}{\arg \min } \max _{k \in[K]} \mathbb{E}_{d_{h}^{\pi^{k}}(s, a)}\left[\frac{d_{h}^{\pi^{k}}(s, a)}{\mu_{h}(s, a)}\right] \\
& =\underset{\mu_{h}}{\arg \min } \max _{k \in[K]} \sum_{s, a} \frac{\left(d_{h}^{\pi^{k}}(s, a)\right)^{2}}{\mu_{h}(s, a)}, h=1, \ldots, H .
\end{aligned}
$$

Suppose the target policies take $K \geq 2$ different actions at state $s_{2,1}$ while take the same action at state $s_{2,2}$.

By solving the optimization problem (4), we have the optimal sampling distribution at the second layer,

$$
\mu_{2}^{*}\left(s_{2,1}\right)=\frac{K^{2}}{1+K^{2}}, \mu_{2}^{*}\left(s_{2,2}\right)=\frac{1}{1+K^{2}},
$$

which is clearly not realizable by any policy.

## B. 4 Proof of Lemma 4.5

Proof. The gradient of $\ell_{h}^{\pi}(w)$ is,

$$
\nabla_{w(s, a)} \ell_{h}^{\pi}(w)=\frac{\tilde{\mu}_{h}(s, a)}{\hat{\mu}_{h}(s, a)} w(s, a)-\sum_{s^{\prime}, a^{\prime}} \tilde{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right) P\left(s \mid s^{\prime}, a^{\prime}\right) \pi(a \mid s) \frac{\hat{w}_{h-1}\left(s^{\prime}, a^{\prime}\right)}{\hat{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right)} .
$$

Suppose by some SGD algorithm, we can converge to a point $\hat{w}_{h}$ such that the gradient of the loss function is less than $\epsilon$,

$$
\left\|\nabla \ell_{h}^{\pi}\left(\hat{w}_{h}\right)\right\|_{1}=\sum_{s, a}\left|\frac{\tilde{\mu}_{h}(s, a)}{\hat{\mu}_{h}(s, a)} \hat{w}_{h}(s, a)-\sum_{s^{\prime}, a^{\prime}} \tilde{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right) P\left(s \mid s^{\prime}, a^{\prime}\right) \pi(a \mid s) \frac{\hat{w}_{h-1}\left(s^{\prime}, a^{\prime}\right)}{\hat{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right)}\right| \leq \epsilon
$$

By decomposing,

$$
\begin{aligned}
& \left|\frac{\tilde{\mu}_{h}(s, a)}{\hat{\mu}_{h}(s, a)} \hat{w}_{h}(s, a)-\sum_{s^{\prime}, a^{\prime}} \tilde{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right) P\left(s \mid s^{\prime}, a^{\prime}\right) \pi(a \mid s) \frac{\hat{w}_{h-1}\left(s^{\prime}, a^{\prime}\right)}{\hat{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right)}\right| \\
= & \left|\frac{\tilde{\mu}_{h}(s, a)}{\hat{\mu}_{h}(s, a)} \hat{w}_{h}(s, a)-d_{h}^{\pi}(s, a)+d_{h}^{\pi}(s, a)-\sum_{s^{\prime}, a^{\prime}} \tilde{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right) P\left(s \mid s^{\prime}, a^{\prime}\right) \pi(a \mid s) \frac{\hat{w}_{h-1}\left(s^{\prime}, a^{\prime}\right)}{\hat{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right)}\right| \\
\geq & \left|\frac{\tilde{\mu}_{h}(s, a)}{\hat{\mu}_{h}(s, a)} \hat{w}_{h}(s, a)-d_{h}^{\pi}(s, a)\right|-\left|d_{h}^{\pi}(s, a)-\sum_{s^{\prime}, a^{\prime}} \tilde{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right) P\left(s \mid s^{\prime}, a^{\prime}\right) \pi(a \mid s) \frac{\hat{w}_{h-1}\left(s^{\prime}, a^{\prime}\right)}{\hat{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right)}\right| \\
= & \left|\tilde{\mu}_{h}(s, a) \frac{\hat{w}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}-d_{h}^{\pi}(s, a)\right| \\
& -\left|\sum_{s^{\prime}, a^{\prime}} P\left(s \mid s^{\prime}, a^{\prime}\right) \pi(a \mid s)\left(d_{h-1}^{\pi}\left(s^{\prime}, a^{\prime}\right)-\tilde{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right) \frac{\hat{w}_{h-1}\left(s^{\prime}, a^{\prime}\right)}{\hat{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right)}\right)\right|
\end{aligned}
$$

Hence, we have,

$$
\begin{aligned}
& \sum_{s, a}\left|\tilde{\mu}_{h}(s, a) \frac{\hat{w}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}-d_{h}^{\pi}(s, a)\right| \\
& \quad \leq \epsilon+\sum_{s, a}\left|\sum_{s^{\prime}, a^{\prime}} P\left(s \mid s^{\prime}, a^{\prime}\right) \pi(a \mid s)\left(d_{h-1}^{\pi}\left(s^{\prime}, a^{\prime}\right)-\tilde{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right) \frac{\hat{w}_{h-1}\left(s^{\prime}, a^{\prime}\right)}{\hat{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right)}\right)\right| \\
& \quad \leq \epsilon+\sum_{s^{\prime}, a^{\prime}}\left|d_{h-1}^{\pi}\left(s^{\prime}, a^{\prime}\right)-\tilde{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right) \frac{\hat{w}_{h-1}\left(s^{\prime}, a^{\prime}\right)}{\hat{\mu}_{h-1}\left(s^{\prime}, a^{\prime}\right)}\right| \\
& \quad \leq 2 \epsilon
\end{aligned}
$$

## B.5 Proof of Lemma 4.6

Proof. The minimum $w_{h}^{*}$ of the loss function $\ell_{h}^{\pi}(w)$ is $w_{h}^{*}(s, a)=\frac{d_{h}^{\pi}(s, a)}{\tilde{\mu}_{h}(s, a)} \hat{\mu}_{h}(s, a)$ if $\hat{w}_{h-1}$ achieves optimum. By the property of the coarse distribution estimator, we have,

$$
w_{h}^{*}(s, a)=\frac{d_{h}^{\pi}(s, a)}{\tilde{\mu}_{h}(s, a)} \hat{\mu}_{h}(s, a) \leq \frac{\frac{4}{3} \hat{d}_{h}^{\pi}(s, a)}{\frac{4}{5} \hat{\mu}_{h}(s, a)} \hat{\mu}_{h}(s, a)=\frac{5}{3} \hat{d}_{h}^{\pi}(s, a)
$$

We can define a feasible set for the optimization problem, i.e. $w_{h}(s, a) \in\left[0, D_{h}(s, a)\right], D_{h}(s, a)=$ $2 \hat{d}_{h}^{\pi}(s, a)$.
Next, we analyse the variance of the stochastic gradient. We denote the stochastic gradient as $g_{h}(w)$, $\left\{s_{1}^{i}, a_{1}^{i}, \ldots, s_{H}^{i}, a_{H}^{i}\right\}$ a trajectory sampled from $\tilde{\mu}_{h}$ and $\left\{s_{1}^{j}, a_{1}^{j}, \ldots, s_{H}^{j}, a_{H}^{j}\right\}$ a trajectory sampled from $\tilde{\mu}_{h-1}$.

$$
g_{h}(w)(s, a)=\frac{w(s, a)}{\hat{\mu}_{h}(s, a)} \mathbb{I}\left(s_{h}^{i}=s, a_{h}^{i}=a\right)-\frac{\hat{w}_{h-1}\left(s_{h-1}^{j}, a_{h-1}^{j}\right)}{\hat{\mu}_{h-1}\left(s_{h-1}^{j}, a_{h-1}^{j}\right)} \pi(a \mid s) \mathbb{I}\left(s_{h}^{j}=s\right)
$$

the variance bound is,

$$
\begin{align*}
\mathbb{V}\left[g_{h}(w)\right] \leq \mathbb{E}\left[\left\|g_{h}(w)\right\|^{2}\right] & \leq \sum_{s, a} \tilde{\mu}_{h}(s, a)\left(\frac{w(s, a)}{\hat{\mu}_{h}(s, a)}\right)^{2}+\tilde{\mu}_{h-1}(s, a)\left(\frac{\hat{w}_{h-1}(s, a)}{\hat{\mu}_{h-1}(s, a)}\right)^{2} \\
& \leq O\left(\sum_{s, a} \frac{\left(\hat{d}_{h}^{\pi}(s, a)\right)^{2}}{\hat{\mu}_{h}(s, a)}+\frac{\left(\hat{d}_{h-1}^{\pi}(s, a)\right)^{2}}{\hat{\mu}_{h-1}(s, a)}\right) \tag{15}
\end{align*}
$$

the last inequality is due to the bounded feasible set for $w$ and the property of coarse distribution estimator $\tilde{\mu}_{h}(s, a) \leq \frac{4}{3} \hat{\mu}_{h}(s, a)$.

Based on the error propagation lemma 4.5, if we can achieve $\left\|\nabla \ell_{h}^{\pi}\left(\hat{w}_{h}\right)\right\|_{1} \leq \frac{\epsilon}{4 H^{2}}$ from step $h=1$ to step $h=H$, then we have,

$$
\sum_{s, a}\left|\tilde{\mu}_{h}(s, a) \frac{\hat{w}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}-d_{h}^{\pi}(s, a)\right| \leq \frac{\epsilon}{4 H}, \forall h=1,2, \ldots, H
$$

which can enable us to build the final estimator of the performance of policy $\pi$ with at most error $\epsilon$. By the property of smoothness, to achieve $\left\|\nabla \ell_{h}^{\pi}\left(\hat{w}_{h}\right)\right\|_{1} \leq \frac{\epsilon}{4 H^{2}}$, we need to achieve $\ell_{h}^{\pi}\left(\hat{w}_{h}\right)-$ $\ell_{h}^{\pi}\left(w_{h}^{*}\right) \leq \frac{\epsilon^{2}}{32 \xi H^{4}}$ where $\xi$ is the smoothness factor, because,

$$
\left\|\nabla \ell_{h}^{\pi}\left(\hat{w}_{h}\right)\right\|_{1}^{2} \leq 2 \xi\left(\ell_{h}^{\pi}\left(\hat{w}_{h}\right)-\ell_{h}^{\pi}\left(w_{h}^{*}\right)\right) \leq \frac{\epsilon^{2}}{16 H^{4}}
$$

Lemma B.4. For a $\lambda$-strongly convex loss function $L(w)$ satisfying $\left\|w^{*}\right\| \leq D$ for some known $D$, there exists a stochastic gradient descent algorithm that can output $\hat{w}$ after $T$ iterations such that,

$$
\mathbb{E}\left[L(\hat{w})-L\left(w^{*}\right)\right] \leq \frac{2 G^{2}}{\lambda(T+1)}
$$

where $G^{2}$ is the variance bound of the stochastic gradient.
Invoke the convergence rate for strongly-convex and smooth loss functions, i.e. Lemma B.4 we have that the number of samples needed to achieve $\ell_{h}^{\pi}\left(\hat{w}_{h}\right)-\ell_{h}^{\pi}\left(w_{h}^{*}\right) \leq \frac{\epsilon^{2}}{32 \xi H^{4}}$ is,

$$
n=O\left(\frac{\xi}{\gamma} \frac{H^{4} G^{2}}{\epsilon^{2}}\right)
$$

We have shown in Section 4.3 that $\frac{\xi}{\gamma} \leq \frac{5}{3}$, this nice property helps us to get rid of the undesired ratio of the smoothness factor and the strongly-convexity factor, i.e. $\frac{\max _{s, a} \mu(s, a)}{\min _{s, a} \mu(s, a)}$ of the original loss function 7 , which can be extremely bad. Replacing $G^{2}$ by our variance bound 15 , we have,

$$
n_{h}^{\pi}=O\left(\frac{H^{4}}{\epsilon^{2}}\left(\sum_{s, a} \frac{\left(\hat{d}_{h}^{\pi}(s, a)\right)^{2}}{\hat{\mu}_{h}(s, a)}+\frac{\left(\hat{d}_{h-1}^{\pi}(s, a)\right)^{2}}{\hat{\mu}_{h-1}(s, a)}\right)\right)
$$

For each step $h$, we need the above number of trajectories, sum over $h$, we have the total sample complexity,

$$
n^{\pi}=O\left(\frac{H^{4}}{\epsilon^{2}} \sum_{h=1}^{H} \sum_{s, a} \frac{\left(\hat{d}_{h}^{\pi}(s, a)\right)^{2}}{\hat{\mu}_{h}(s, a)}\right)
$$

To evaluate $K$ policies, we need trajectories,

$$
n=O\left(\frac{H^{4}}{\epsilon^{2}} \sum_{h=1}^{H} \max _{k \in[K]} \sum_{s, a} \frac{\left(\hat{d}_{h}^{\pi^{k}}(s, a)\right)^{2}}{\hat{\mu}_{h}(s, a)}\right) .
$$

## B. 6 Proof of Lemma 4.7

Proof. By Markov's inequality, we have,

$$
\mathbb{P}(|\hat{\mu}-\mu| \geq \epsilon) \leq \frac{\mathbb{E}[|\hat{\mu}-\mu|]}{\epsilon} \leq \frac{1}{4}
$$

The event that $\left|\hat{\mu}_{M o M}-\mu\right|>\epsilon$ belongs to the event where more than half estimators $\hat{\mu}_{i}$ are outside of the desired range $\left|\hat{\mu}_{i}-\mu\right|>\epsilon$, hence, we have,

$$
\mathbb{P}\left(\left|\hat{\mu}_{M o M}-\mu\right|>\epsilon\right) \leq \mathbb{P}\left(\sum_{i=1}^{N} \mathbb{I}\left(\left|\hat{\mu}_{i}-\mu\right|>\epsilon\right) \geq \frac{N}{2}\right)
$$

Denote $\mathbb{I}\left(\left|\hat{\mu}_{i}-\mu\right|>\epsilon\right)$ by $Z_{i}$ and $\mathbb{E}\left[Z_{i}\right]=p$,

$$
\begin{aligned}
\mathbb{P}\left(\left|\hat{\mu}_{M o M}-\mu\right|>\epsilon\right) & =\mathbb{P}\left(\sum_{i=1}^{N} Z_{i} \geq \frac{N}{2}\right) \\
& =\mathbb{P}\left(\frac{1}{N} \sum_{i=1}^{N}\left(Z_{i}-p\right) \geq \frac{1}{2}-p\right) \\
& \leq e^{-2 N\left(\frac{1}{2}-p\right)^{2}} \\
& \leq e^{-\frac{N}{8}}
\end{aligned}
$$

the first inequality holds by Hoeffding's inequality and the second inequality holds due to $p \leq \frac{1}{4}$. Set $\delta=e^{-\frac{N}{8}}$, we have, with $N=O(\log (1 / \delta))$, with probability at least $1-\delta$, it holds $\left|\hat{\mu}_{M o M}-\mu\right| \leq$ $\epsilon$.

## B. 7 Proof of Theorem 4.8

Here, we explain how Theorem 4.8 is derived. We first show how the Median-of-Means (MoM) estimator and data splitting technique can conveniently convert Lemma 4.6 to a version holds with high probability.

For step $h$, Algorithm 2 can output a solution $\hat{w}_{h}$ such that $\mathbb{E}\left[\ell_{h}^{\pi}\left(\hat{w}_{h}\right)-\ell_{h}^{\pi}\left(w_{h}^{*}\right)\right] \leq \frac{\epsilon^{2}}{32 \xi H^{4}}$. We can apply Lemma 4.7 on our algorithm which means that we can run the algorithm for $N=O(\log (1 / \delta))$ times. Hence, we will get $N$ solutions $\left\{\hat{w}_{h, 1}, \hat{w}_{h, 2}, \ldots, \hat{w}_{h, N}\right\}$. Set $\hat{w}_{h, M o M}$ as the solution such that $\ell_{h}^{\pi}\left(\hat{w}_{h, M o M}\right)=\operatorname{Median}\left(\ell_{h}^{\pi}\left(\hat{w}_{h, 1}\right), \ell_{h}^{\pi}\left(\hat{w}_{h, 2}\right), \ldots, \ell_{h}^{\pi}\left(\hat{w}_{h, N}\right)\right)$. Based on Lemma 4.7, we have that with probability at least $1-\delta$, it holds $\ell_{h}^{\pi}\left(\hat{w}_{h, M o M}\right)-\ell_{h}^{\pi}\left(w_{h}^{*}\right) \leq \frac{\epsilon^{2}}{32 \xi H^{4}}$. With a little abuse of notation, we just denote $\hat{w}_{h, M o M}$ by $\hat{w}_{h}$ in the following content.
Now we are ready to estimate the total expected rewards of target policies, With the importance weighting ratio estimator $\frac{\hat{w}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}$ from Algorithm 2 , we can estimate the performance of policy $\pi^{k}$,

$$
\begin{equation*}
\hat{V}_{1}^{\pi^{k}}=\frac{1}{n} \sum_{i=1}^{n} \sum_{h=1}^{H} \frac{\hat{w}_{h}^{\pi^{k}}\left(s_{h}^{i}, a_{h}^{i}\right)}{\hat{\mu}_{h}\left(s_{h}^{i}, a_{h}^{i}\right)} r_{h}\left(s_{h}^{i}, a_{h}^{i}\right) \tag{16}
\end{equation*}
$$

where $\left\{s_{h}^{i}, a_{h}^{i}\right\}_{i=1}^{n}$ is sampled from $\tilde{\mu}_{h}$.
Lemma B.5. With samples $n=\tilde{O}\left(\frac{H^{2}}{\epsilon^{2}} \sum_{h=1}^{H} \max _{k \in[K]} \sum_{s, a} \frac{\left(\hat{d}_{h}^{\pi^{k}}(s, a)\right)^{2}}{\hat{\mu}_{h}(s, a)}\right)$, we have with probability at least $1-\delta,\left|\hat{V}_{1}^{\pi^{k}}-V_{1}^{\pi^{k}}\right| \leq \frac{\epsilon}{2}, k \in[K]$.

Proof. First, we can decompose the error $\left|\hat{V}_{1}^{\pi^{k}}-V_{1}^{\pi^{k}}\right|=\left|\hat{V}_{1}^{\pi^{k}}-\mathbb{E}\left[\hat{V}_{1}^{\pi^{k}}\right]+\mathbb{E}\left[\hat{V}_{1}^{\pi^{k}}\right]-V_{1}^{\pi^{k}}\right| \leq$ $\left|\hat{V}_{1}^{\pi^{k}}-\mathbb{E}\left[\hat{V}_{1}^{\pi^{k}}\right]\right|+\left|\mathbb{E}\left[\hat{V}_{1}^{\pi^{k}}\right]-V_{1}^{\pi^{k}}\right|$. Then, by Bernstein's inequality, with samples $n=$ $\tilde{O}\left(\frac{H^{2}}{\epsilon^{2}} \sum_{h=1}^{H} \max _{k \in[K]} \sum_{s, a} \frac{\left(\hat{d}_{h}^{\pi^{k}}(s, a)\right)^{2}}{\hat{\mu}_{h}(s, a)}\right)$, we have, $\left|\hat{V}_{1}^{\pi^{k}}-\mathbb{E}\left[\hat{V}_{1}^{\pi^{k}}\right]\right| \leq \frac{\epsilon}{4}$. Based Lemma 4.6 we have, $\left|\mathbb{E}\left[\hat{V}_{1}^{\pi^{k}}\right]-V_{1}^{\pi^{k}}\right| \leq \frac{\epsilon}{4}$.

Remember that in Section 4.1, we ignore those states and actions with low estimated visitation distribution for each target policy which induce at most $\frac{\epsilon}{2}$ error. Combined with Lemma B.5, our estimator $\hat{V}_{1}^{\pi^{k}}$ finally achieves that with probability at least $1-\delta,\left|\hat{V}_{1}^{\pi^{k}}-V_{1}^{\pi^{k}}\right| \leq \epsilon, k \in[K]$.
And for sample complexity, in our algorithm, we need to sample data in three procedures. First, for the coarse estimation of the visitation distribution, we need $\tilde{O}\left(\frac{1}{\epsilon}\right)$ samples. Second, to estimate the importance-weighting ratio, we need samples $\tilde{O}\left(\frac{H^{4}}{\epsilon^{2}} \sum_{h=1}^{H} \max _{k \in[K]} \sum_{s, a} \frac{\left(d_{h}^{\pi^{k}}(s, a)\right)^{2}}{\mu_{h}^{*}(s, a)}\right)$. Last, to build the final performance estimator 99 , we need samples $\tilde{O}\left(\frac{H^{2}}{\epsilon^{2}} \sum_{h=1}^{H} \max _{k \in[K]} \sum_{s, a} \frac{\left(\hat{d}_{h}^{k}(s, a)\right)^{2}}{\hat{\mu}_{h}(s, a)}\right)$. Therefore, the total trajectories needed,

$$
n=\tilde{O}\left(\frac{H^{4}}{\epsilon^{2}} \sum_{h=1}^{H} \max _{k \in[K]} \sum_{s, a} \frac{\left(d_{h}^{\pi^{k}}(s, a)\right)^{2}}{\mu_{h}^{*}(s, a)}\right) .
$$

Moreover, notice that,

$$
\begin{equation*}
\max _{k \in[K]} \sum_{s, a} \frac{\left(\hat{d}_{h}^{\pi^{k}}(s, a)\right)^{2}}{\hat{\mu}_{h}(s, a)} \leq \max _{k \in[K]} \sum_{s, a} \frac{\left(\hat{d}_{h}^{\pi^{k}}(s, a)\right)^{2}}{\mu_{h}^{*}(s, a)} \leq \frac{25}{16} \sum_{s, a} \frac{\left(d_{h}^{\pi}(s, a)\right)^{2}}{\mu_{h}^{*}(s, a)} \tag{17}
\end{equation*}
$$

where $\mu_{h}^{*}$ is the optimal solution of the optimization problem (5), the first inequality holds due to $\hat{\mu}_{h}$ is the minimum of the approximate optimization problem (6) and the second inequality holds due to $\hat{d}_{h}^{\pi}(s, a) \leq \frac{5}{4} d_{h}^{\pi}(s, a)$. Based on 17 , we can substitute the coarse distribution estimator in the sample complexity bound by the exact one,

$$
n=\tilde{O}\left(\frac{H^{4}}{\epsilon^{2}} \sum_{h=1}^{H} \max _{k \in[K]} \sum_{s, a} \frac{\left(d_{h}^{\pi^{k}}(s, a)\right)^{2}}{\mu_{h}^{*}(s, a)}\right) .
$$

## C Lower order coarse estimation

In this section, we first provide our algorithm MARCH (see Algorithm 3) for coarse estimation of all the deterministic policies and then conduct an analysis on its sample complexity.

MARCH is based on the algorithm EULER proposed by Zanette and Brunskill [31].
Lemma C. 1 (Theorem 3.3 in Jin et al. [17]). Based on EULER, with sample complexity $\tilde{O}\left(\frac{\text { poly }(H, S, A)}{\epsilon}\right)$, we can construct a policy cover which generates a dataset with the distribution $\mu$ such that, with probability $1-\delta$, if $d_{h}^{\max }(s) \geq \frac{\epsilon}{S A}$, then,

$$
\begin{equation*}
\mu_{h}(s, a) \geq \frac{d_{h}^{\max }(s, a)}{2 H S A} \tag{18}
\end{equation*}
$$

where $d_{h}^{\max }(s)=\max _{\pi} d_{h}^{\pi}(s), d_{h}^{\max }(s, a)=\max _{\pi} d_{h}^{\pi}(s, a)$.
With this dataset, we estimate the visitation distribution of deterministic policies by step-to-step importance weighting,

$$
\hat{d}_{h+1}(s, a)=\frac{1}{n} \sum_{i=1}^{n} \mathbb{I}\left(s_{h+1}^{i}=s\right) \hat{w}_{h}\left(s_{h}^{i}, a_{h}^{i}\right)
$$

where $\left\{s_{h}^{i}, a_{h}^{i}, s_{h+1}^{i}\right\}_{i=1}^{n}$ are sampled from $\mu$ and $\hat{w}_{h}(s, a)=\frac{\hat{d}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}$.
We state that MARCH can coarsely estimate the visitation distributions of all the deterministic policies by just paying a lower-order sample complexity which is formalized in the following theorem.
Theorem C.2. Implement Algorithm 3 with the number of trajectories $n=\tilde{O}\left(\frac{\text { poly }(H, S, A)}{\epsilon}\right)$, with probability at least $1-\delta$, it holds that for any deterministic policy $\pi$,

$$
\left|\hat{d}_{h}^{\pi}(s, a), d_{h}^{\pi}(s, a)\right| \leq \max \left\{\epsilon, \frac{d_{h}^{\pi}(s, a)}{4}\right\}, \forall s \in \mathcal{S}, a \in \mathcal{A}, h \in[H]
$$

where $\hat{d}^{\pi}$ is the distribution estimator.
Proof. Our analysis is based a notion of distance defined in the following.
Definition C. 1 ( $\beta$-distance). For $x, y \geq 0$, we define the $\beta$-distance as,

$$
\operatorname{dist}^{\beta}(x, y)=\min _{\alpha \in\left[\frac{1}{\beta}, \beta\right]}|\alpha x-y| .
$$

Correspondingly, for $x, y \in \mathrm{R}^{n}$,

$$
\operatorname{dist}^{\beta}(x, y)=\sum_{i=1}^{n} \operatorname{dist}^{\beta}\left(x_{i}, y_{i}\right)
$$

Based on its definition, we show in the following lemma that $\beta$-distance has some properties.
Lemma C.3. The $\beta$-distance possesses the following properties, $(x, y, z, \gamma \geq 0)$

$$
\begin{align*}
& \text { 1. } \operatorname{dist}^{\beta}(\gamma x, \gamma y)=\gamma \operatorname{dist}^{\beta}(x, y)  \tag{19}\\
& \text { 2. } \operatorname{dist}^{\beta}\left(x_{1}+x_{2}, y_{1}+y_{2}\right) \leq \operatorname{dist}^{\beta}\left(x_{1}, y_{1}\right)+\operatorname{dist}^{\beta}\left(x_{2}, y_{2}\right)  \tag{20}\\
& \text { 3. } \operatorname{dist}^{\beta_{1} \cdot \beta_{2}}(x, z) \leq \operatorname{dist}^{\beta_{1}}(x, y) \cdot \beta_{2}+\operatorname{dist}^{\beta_{2}}(y, z) \tag{21}
\end{align*}
$$

Proof. See Appendix D. 1
The following lemma shows that if we can control the $\beta$-distance between $\hat{x}, x$, then we can show $\hat{x}$ achieves the coarse estimation of $x$.

Lemma C.4. Suppose $\operatorname{dist}^{1+\beta}(x, y) \leq \epsilon$, then it holds that,

$$
|x-y| \leq \beta y+\left(1+\frac{\beta}{1+\beta}\right) \epsilon \leq 2 \max \left\{\left(1+\frac{\beta}{1+\beta}\right) \epsilon, \beta y\right\}
$$

The logic of the analysis is to show the $\beta$-distance between $\hat{d}_{h}$ and $d_{h}$ can be bounded at each layer by induction. Then by Lemma C. 4 . we show $\left\{\hat{d}_{h}\right\}_{h=1}^{H}$ achieves coarse estimation.

Suppose at layer $h$, we have $\hat{d}_{h}$ such that $\operatorname{dist}^{(1+\beta)^{h}}\left(\hat{d}_{h}, d_{h}\right)<\epsilon_{h}$ where $\beta=\frac{1}{H}$. For notation simplicity, we omit the superscript $\pi$. The analysis holds for any policy.
We use importance weighting to estimate $\hat{d}_{h+1}$,

$$
\hat{d}_{h+1}(s, a)=\frac{1}{n} \sum_{i=1}^{n} \mathbb{I}\left(s_{h+1}^{i}=s\right) \pi(a \mid s) \hat{w}_{h}\left(s_{h}^{i}, a_{h}^{i}\right)
$$

where $\hat{w}_{h}(s, a)=\frac{\hat{d}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}$.
We also denote,

$$
\bar{d}_{h+1}(s, a)=\mathbb{E}_{\left(s_{h}, a_{h}, s_{h+1}\right) \sim \mu_{h}}\left[\mathbb{I}\left(s_{h+1}=s\right) \hat{w}_{h}\left(s_{h}, a_{h}\right)\right]
$$

By (21) in Lemma C.3, we have,

$$
\begin{equation*}
\operatorname{dist}^{(1+\beta)^{h+2}}\left(\hat{d}_{h+1}, d_{h+1}\right) \leq \underbrace{\operatorname{dist}^{(1+\beta)}\left(\hat{d}_{h+1}, \bar{d}_{h+1}\right)(1+\beta)^{h+1}}_{A}+\underbrace{\operatorname{dist}^{(1+\beta)^{h+1}}\left(\bar{d}_{h+1}, d_{h+1}\right)}_{B} \tag{22}
\end{equation*}
$$

Next, we show how we can bound these two terms $(A)$ and $(B)$. Note that for $(s, h)$ where $d_{h}^{\max }(s)<\frac{\epsilon}{S A}$, the induced $\beta$-distance error is at most $\epsilon$. Therefore, we can just discuss state-action pairs which satisfy Lemma C. 1

Bound of $(A) \quad$ We first show the following lemma tells us that the importance weighting is upperbounded.

Lemma C.5. Based on the definition of $\mu$, the importance weighting is upper bounded,

$$
w_{h}(s, a)=\frac{d_{h}(s, a)}{\mu_{h}(s, a)} \leq 2 H S A \frac{d_{h}(s, a)}{d_{h}^{\max }(s, a)} \leq 2 H S A .
$$

Hence, we can clip $\hat{w}_{h}(s, a)$ at $2 H S A$ such that $\hat{w}_{h}(s, a) \leq 2 H S A$.
Let's define the random variable $Z_{h+1}(s, a)=\mathbb{I}\left(s_{h+1}=s\right) \hat{w}_{h}\left(s_{h}, a_{h}\right)$, then $\hat{d}_{h+1}(s, a)=$ $\frac{1}{n} \sum_{i=1}^{n} Z_{h+1}^{i}(s, a)$. Since $\hat{w}_{h}\left(s_{h}, a_{h}\right)$ is bounded by Lemma C.5, we have,

$$
\mathbb{V}\left[Z_{h+1}(s, a)\right] \leq \mathbb{E}\left[Z_{h+1}(s, a)^{2}\right] \leq 2 H S A \mathbb{E}\left[Z_{h+1}(s, a)\right]
$$

By Berstein's inequality, we have with probability at least $1-\delta$,

$$
\begin{aligned}
\left|\hat{d}_{h+1}(s, a)-\mathbb{E}\left[\hat{d}_{h+1}(s, a)\right]\right| & \leq \sqrt{\frac{2 \mathbb{V}\left[Z_{h+1}(s, a)\right] \log (1 / \delta)}{n}}+\frac{2 H S A \log (1 / \delta)}{3 n} \\
& \leq \sqrt{\frac{4 H S A \mathbb{E}\left[\hat{d}_{h+1}(s, a)\right] \log (1 / \delta)}{n}}+\frac{2 H S A \log (1 / \delta)}{3 n}
\end{aligned}
$$

to achieve the estimation accuracy $\left|\hat{d}_{h+1}(s, a)-\mathbb{E}\left[\hat{d}_{h+1}(s, a)\right]\right| \leq \max \left\{\epsilon, c \cdot \mathbb{E}\left[\hat{d}_{h+1}(s, a)\right]\right\}$, we need samples $n=\tilde{O}\left(\frac{H S A}{c \cdot \epsilon}\right)$.

Based on the above analysis, we can achieve,

$$
\left|\hat{d}_{h+1}(s, a), \bar{d}_{h+1}(s, a)\right| \leq \max \left\{\epsilon^{\prime}, \frac{\beta}{2} \bar{d}_{h+1}(s, a)\right\}
$$

at the cost of samples $\tilde{O}\left(\frac{H S A}{\beta \epsilon^{\prime}}\right)$.

We now show $\operatorname{dist}^{1+\beta}\left(\hat{d}_{h+1}, \bar{d}_{h+1}\right) \leq S A \epsilon^{\prime}$. We discuss it in two cases,

$$
\begin{align*}
& \text { 1. }\left|\hat{d}_{h+1}(s, a), \bar{d}_{h+1}(s, a)\right| \leq \epsilon^{\prime}  \tag{23}\\
& \text { 2. }\left|\hat{d}_{h+1}(s, a), \bar{d}_{h+1}(s, a)\right| \leq \frac{\beta}{2} \bar{d}_{h+1}(s, a) \tag{24}
\end{align*}
$$

By coarse estimation, we have $\left|\hat{\mu}_{h}(s, a)-\mu_{h}(s, a)\right| \leq \max \left\{\epsilon^{\prime}, c \cdot \mu_{h}(s, a)\right\}$. Similarly, we discuss it in two cases,

$$
\begin{align*}
& \text { 1. }\left|\hat{\mu}_{h}(s, a), \mu_{h}(s, a)\right| \leq \epsilon^{\prime}  \tag{27}\\
& \text { 2. }\left|\hat{\mu}_{h}(s, a), \mu_{h}(s, a)\right| \leq c \cdot \mu_{h}(s, a) \tag{28}
\end{align*}
$$

634
For those $(s, a)$ which satisfies 27), by Lemma C.5, we have,

$$
d i s t^{(1+\beta)^{h+1}}\left(\frac{\hat{d}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}, \frac{d_{h}(s, a)}{\mu_{h}(s, a)}\right) \leq\left|\frac{\hat{d}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}-\frac{d_{h}(s, a)}{\mu_{h}(s, a)}\right| \leq 2 H S A .
$$

Hence, we have,

$$
\begin{aligned}
\operatorname{dist}^{(1+\beta)^{h+1}}\left(\tilde{d}_{h}(s, a), d_{h}(s, a)\right) & =\mu_{h}(s, a) d i s t^{(1+\beta)^{h+1}}\left(\frac{\hat{d}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}, \frac{d_{h}(s, a)}{\mu_{h}(s, a)}\right) \\
& \leq 2 H S A \mu_{h}(s, a) \leq \frac{2 H S A \epsilon^{\prime}}{c}
\end{aligned}
$$

636 where the last inequality holds by $c \cdot \mu_{h}(s, a) \leq \epsilon^{\prime}$.
637 Next, For those $(s, a)$ which satisfies 28), we have,

$$
(1-c) \frac{1}{\hat{\mu}_{h}(s, a)} \leq \frac{1}{\mu_{h}(s, a)} \leq(1+c) \frac{1}{\hat{\mu}_{h}(s, a)}
$$

${ }_{638}$ Set $c=\frac{\beta}{2}$, since $\left[1-\frac{\beta}{2}, 1+\frac{\beta}{2}\right] \in\left[\frac{1}{1+\beta}, 1+\beta\right]$, by definition of $\beta$-distance, we have,

$$
\begin{equation*}
\operatorname{dist}^{(1+\beta)}\left(\frac{1}{\hat{\mu}_{h}(s, a)}, \frac{1}{\mu_{h}(s, a)}\right)=0 . \tag{29}
\end{equation*}
$$

639 And we assume by induction that $\operatorname{dist}^{(1+\beta)^{h}}\left(\hat{d}_{h}(s, a), d_{h}(s, a)\right) \leq \epsilon_{h}$, together with 29 we have,

$$
\begin{equation*}
\operatorname{dist}^{(1+\beta)^{h+1}}\left(\frac{\hat{d}_{h}(s, a)}{\hat{\mu}_{h}(s, a)}, \frac{d_{h}(s, a)}{\mu_{h}(s, a)}\right) \leq \epsilon_{h} . \tag{30}
\end{equation*}
$$

640 Combine the results of two cases together, we have,

$$
(B)=\operatorname{dist}^{(1+\beta)^{h+1}}\left(\tilde{d}_{h}, d_{h}\right) \leq \epsilon_{h}+4 H^{2} S^{2} A^{2} \epsilon^{\prime}
$$

641 Set $\epsilon^{\prime}=\frac{\epsilon}{4 H^{2} S^{2} A^{2}}$, we have,

$$
\begin{equation*}
(B) \leq \epsilon_{h}+\epsilon \tag{31}
\end{equation*}
$$

642 at the cost of samples $\tilde{O}\left(\frac{H^{3} S^{2} A^{2}}{\epsilon}\right)$.
643 Now we are ready to show the bound of $\beta$-distance at layer $h+1$. Plug 26) 31) into 22 , we have,

$$
\begin{aligned}
\operatorname{dist}^{(1+\beta)^{h+2}}\left(\hat{d}_{h+1}, d_{h+1}\right) & \leq \operatorname{dist}^{(1+\beta)}\left(\hat{d}_{h+1}, \bar{d}_{h+1}\right)(1+\beta)^{h+1}+\operatorname{dist}^{(1+\beta)^{h+1}}\left(\bar{d}_{h+1}, d_{h+1}\right) \\
& \leq(1+\beta)^{h+1} \epsilon+\epsilon+\epsilon_{h}
\end{aligned}
$$

644 Start from dist ${ }^{(1+\beta)}\left(\hat{d}_{1}, d_{1}\right) \leq \epsilon$, we have,

$$
\begin{equation*}
\operatorname{dist}^{(1+\beta)^{2 h-1}}\left(\hat{d}_{h}, d_{h}\right) \leq h \epsilon+\epsilon \sum_{l=1}^{h-1}(1+\beta)^{2 h} \tag{32}
\end{equation*}
$$

645 Remember that $\beta=\frac{1}{H}$ and due to $\left(1+\frac{1}{H}\right)^{h} \leq e(h \leq H)$, we have,

$$
\begin{equation*}
d i s t^{e^{2}}\left(\hat{d}_{h}, d_{h}\right) \leq H\left(1+e^{2}\right) \epsilon \tag{33}
\end{equation*}
$$

646 Recall Lemma C. 4 and based on (33), we have,

$$
\left|\hat{d}_{h}(s, a)-d_{h}(s, a)\right| \leq 2 \max \left\{H\left(1+e^{2}\right) \epsilon,\left(e^{2}-1\right) d_{h}(s, a)\right\}
$$

647 By just paying multiplicative constant, we can adjust the constant above to meet our needs, i.e. in
648 Theorem C. 2

If $y>\beta_{1} x, z \in\left[\frac{y}{\beta_{2}}, \beta_{2} y\right]$, then,

$$
\begin{aligned}
\operatorname{dist}^{\beta_{1}}(x, y) \beta_{2}+\operatorname{dist}^{\beta_{2}}(y, z) & =\beta_{2}\left(y-\beta_{1} x\right) \\
& \geq z-\beta_{1} \beta_{2} x \\
& =\operatorname{dist}^{\beta_{1} \beta_{2}}(x, z)
\end{aligned}
$$

We are done.
If $y>\beta_{1} x, z \notin\left[\frac{y}{\beta_{2}}, \beta_{2} y\right]$, then,

$$
\begin{aligned}
\operatorname{dist}^{\beta_{1}}(x, y) \beta_{2}+\operatorname{dist}^{\beta_{2}}(y, z) & \geq \beta_{2}\left(y-\beta_{1} x\right) \\
& \geq z-\beta_{1} \beta_{2} x \\
& =\operatorname{dist}^{\beta_{1} \beta_{2}}(x, z)
\end{aligned}
$$

We are done.
(3). $z<\frac{x}{\beta_{1} \beta_{2}}$. A symmetric analysis can be done by replacing $\beta_{1}, \beta_{2}$ by $\frac{1}{\beta_{1}}, \frac{1}{\beta_{2}}$ which gives the result,

$$
d i s t^{\beta_{1} \beta_{2}}(x, z) \leq \operatorname{dist}^{\beta_{1}}(x, y) \frac{1}{\beta_{2}}+\operatorname{dist}^{\beta_{2}}(y, z)
$$

670 Since $\beta_{2} \geq 1$ and $\operatorname{dist}^{\beta_{1}}(x, y) \geq 0$, we have $\operatorname{dist}^{\beta_{1}}(x, y) \frac{1}{\beta_{2}} \leq \operatorname{dist}^{\beta_{1}}(x, y) \beta_{2}$, hence,

$$
\operatorname{dist}^{\beta_{1} \beta_{2}}(x, z) \leq \operatorname{dist}^{\beta_{1}}(x, y) \beta_{2}+\operatorname{dist}^{\beta_{2}}(y, z)
$$

671 which concludes the proof.
672 D. 2 Proof of Lemma C. 4
673 Proof. We prove the lemma through a case-by-case study.
674 (1). $x \leq y$. If $\operatorname{dist}^{1+\beta}(x, y)=0$, then $x(1+\beta) \geq y \geq x$, therefore,

$$
|x-y|=y-x \leq \beta x \leq \beta y
$$

675 If $\operatorname{dist}^{1+\beta}(x, y)>0$, then $\operatorname{dist}^{1+\beta}(x, y)=y-(1+\beta) x$, therefore,

$$
|x-y|=y-x=\operatorname{dist}^{1+\beta}(x, y)+\beta x \leq \epsilon+\beta x \leq \epsilon+\beta y
$$

676 (2). $y<x$. If $\operatorname{dist}^{1+\beta}(x, y)=0$, then $\frac{x}{1+\beta} \leq y<x$, therefore,

$$
|x-y|=x-y \leq x-\frac{x}{1+\beta} \leq y(1+\beta)\left(1-\frac{1}{1+\beta}\right)=\beta y
$$

677 If dist $^{1+\beta}(x, y)>0$, then $y<\frac{x}{1+\beta} \leq x$ and $\operatorname{dist}^{1+\beta}(x, y)=\frac{x}{1+\beta}-y$. Moreover, since $678 \operatorname{dist}^{1+\beta}(x, y) \leq \epsilon$, we have $\frac{x}{1+\beta} \leq \epsilon+y$. Therefore,

$$
\begin{aligned}
|x-y| & =x-y \\
& =\operatorname{dist}^{1+\beta}(x, y)+\left(1-\frac{1}{1+\beta}\right) x \\
& =\operatorname{dist}^{1+\beta}(x, y)+\beta \frac{x}{1+\beta} \\
& \leq \epsilon+\frac{\beta}{1+\beta} \epsilon+\beta y \\
& =\left(1+\frac{\beta}{1+\beta}\right) \epsilon+\beta y .
\end{aligned}
$$

679 Combine the results above together, we have,

$$
|x-y| \leq \beta y+\left(1+\frac{\beta}{1+\beta}\right) \epsilon \leq 2 \max \left\{\left(1+\frac{\beta}{1+\beta}\right) \epsilon, \beta y\right\}
$$

680

## E Discussions

## E. 1 Comparison with existing results

Compare our result with the one achieved by Dann et al. [5] as described in (1). A significant issue with the result by Dann et al. [5] is the presence of the unfavorable $\frac{1}{d^{\max }(s)}$, which can induce an undesirable dependency on $K$.
To illustrate this, consider an example of an MDP with two layers: a single initial state $s_{1,1}$ in the first layer and two terminal states in the second layer $s_{2,1}, s_{2,2}$. The transition function is same for all actions, i.e. $P\left(s_{2,1} \mid s_{1,1}, a\right)=p$ and $p$ is sufficiently small. Agents only receive rewards at state $s_{2,1}$, regardless of the actions they take. Hence, to evaluate the performance of a policy under this MDP, it is sufficient to consider only the second layer. Now, suppose we have $K$ target policies to evaluate, where each policy takes different actions at state $s_{1,1}$ but the same action at any state in the second layer. Since the transition function at state $s_{1,1}$ is same for any action, the visitation distribution at state $s_{2,1}$ of all target policies is identical. Given that $p$ is sufficiently small, the probability of reaching $s_{2,1}$ is $\mathbb{P}\left[s_{2,1} \in \mathcal{K}^{2}\right]=1-(1-p)^{K} \approx p K$. According to the result 11 by Dann et al. [5], the sample complexity in this scenario depends on $K$. In contrast, our result demonstrates sample complexity without dependency on $K$.

## E. 2 Policy identification

In this section, we discuss on the application of CAESAR to policy identification problem, its instance-dependent sample complexity and some intuitions related to the existing gap-dependent results.
We first provide a simple algorithm that utilizes CAESAR to identify an $\epsilon-$ optimal policy. The core idea behind the algorithm is we can use CAESAR to evaluate all candidate policies up to an accuracy, then we can eliminate those policies with low estimated performance. By decreasing the evaluation error gradually, we can finally identify a near-optimal policy with high probability.

For notation simplicity, fixing the high-probability factor, we denote the sample complexity of CAESAR by $\frac{\Theta(\Pi)}{\gamma^{2}}$, where $\Pi$ is the set of policies to be evaluated and $\gamma$ is the estimation error.

```
Algorithm 4 Policy Identification based on CAESAR
    Input: Alg CAESAR, optimal factor \(\epsilon\), candidate policy set \(\Pi\).
    for \(i=1\) to \(\left\lceil\log _{2}(4 / \epsilon)\right\rceil\) do
        1. Run CAESAR to evaluate the performance of policies in \(\Pi\) up to accuracy \(\gamma=\frac{1}{2^{i}}\).
        2. Eliminate \(\pi^{i}\) if \(\exists \pi^{j} \in \Pi, \hat{V}_{1}^{\pi^{j}}-\hat{V}_{1}^{\pi^{i}}>2 \gamma\), update \(\Pi\).
    end for
    Output: Randomly pick \(\pi^{o}\) from \(\Pi\).
```

Theorem E.1. Implement Algorithm 4. we have that, with probability at least $1-\delta, \pi^{o}$ is $\epsilon$-optimal, i.e.,

$$
V_{1}^{*}-V_{1}^{\pi^{o}} \leq \epsilon
$$

And the instance-dependent sample complexity is $\tilde{O}\left(\max _{\gamma \geq \epsilon} \frac{\Theta\left(\Pi_{\gamma}\right)}{\gamma^{2}}\right)$, where $\Pi_{\gamma}=\left\{\pi: V_{1}^{*}-V_{1}^{\pi} \leq\right.$ $8 \gamma\}$.

Proof. On the one hand, based on the elimination rule in the algorithm, by running CAESAR with the evaluation error $\gamma$, the optimal policy $\pi^{*}$ will not be eliminated with probability at least $1-\delta$. Since $\max _{\pi \in \Pi} \hat{V}_{1}^{\pi}-\hat{V}_{1}^{\pi^{*}} \leq V_{1}^{*}+\gamma-\left(V_{1}^{\pi^{*}}-\gamma\right) \leq 2 \gamma$.

On the other hand, if $V_{1}^{*}-V_{1}^{\pi^{i}}>4 \gamma$, then $\pi^{i}$ will be eliminated with probability at least $1-\delta$. Since $\max _{\pi \in \Pi} \hat{V}_{1}^{\pi}-\hat{V}_{1}^{\pi^{i}}>V_{1}^{*}-\gamma-\left(V_{1}^{\pi^{i}}+\gamma\right)>2 \gamma$.
Therefore, by running Algorithm 4 , the final policy set is not empty and for any policy $\pi$ in this set, it holds, $V_{1}^{*}-V_{1}^{\pi} \leq \epsilon$ with probability at least $1-\delta$.

Next, we analyse the sample complexity of Algorithm 4 Based on above analysis, within every iteration of the algorithm, we have a policy set containing $8 \gamma$-optimal policies, and we use CAESAR to evaluate the performance of these policies up to $\gamma$ accuracy. By Theorem 4.8 , the sample complexity is $\frac{\Theta\left(\Pi_{\gamma}\right)}{\gamma^{2}}$. Therefore, the overall sample complexity is,

$$
\sum_{\gamma} \frac{\Theta\left(\Pi_{\gamma}\right)}{\gamma^{2}} \leq \tilde{O}\left(\max _{\gamma \geq \epsilon} \frac{\Theta\left(\Pi_{\gamma}\right)}{\gamma^{2}}\right)
$$

This result is quite interesting since it provides another perspective beyond the existing gap-dependent results for policy identification. And these two results have some intuitive relations that may be of interest.

Roughly speaking, to identify an $\epsilon$-optimal policy for an MDP, the gap-dependent regret is described as,

$$
O\left(\sum_{h, s, a} \frac{H \log K}{g a p_{h}(s, a)}\right)
$$

where $\operatorname{gap}_{h}(s, a)=V_{h}^{*}(s)-Q_{h}^{*}(s, a)$.
The value gap $g a p_{h}(s, a)$ quantifies how sub-optimal the action $a$ is at state $s$. If the gap is small, it is difficult to distinguish and eliminate the sub-optimal action. At the same time, smaller gaps mean that there are more policies with similar performance to the optimal policy, i.e. the policy set $\Pi_{\gamma}$ is larger. Both our result and gap-dependent result can capture this intuition. We conjecture there exists a quantitative relationship between these two perspectives.
An interesting proposition of Theorem E. 1 is to apply the same algorithm to the multi-reward setting. A similar instance-dependent sample complexity can be achieved $\tilde{O}\left(\max _{\gamma \geq \epsilon} \frac{\Theta\left(\Pi_{\gamma}^{\mathcal{R}}\right)}{\gamma^{2}}\right)$ with the difference that $\Pi_{\gamma}^{\mathcal{R}}$ contains policies which is $8 \gamma$-optimal for at least one reward function. This sample complexity captures the intrinsic difficulty of the problem by how similar the near-optimal policies under different rewards are which is consistent with the intuition.


[^0]:    ${ }^{1}$ A fun fact of the names of our three algorithms: Caesar was assassinated in the Ides of March.

[^1]:    ${ }^{2}$ We will use this notation to denote conditional expectations throughout this work.

