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Abstract

Multimodal Large Language Models (MLLMs) inherit strong reasoning capabilities
from LLMs but remain vulnerable to jailbreak attacks due to their reliance on
LLM-based alignment. Existing defense methods primarily enhance robustness
against jailbreak attacks via additional inference steps or surface-level content
filtering, limiting practicality. However, we empirically observe that MLLMs
can inherently recognize harmful inputs and infer the true intent behind a query.
Leveraging this capability, we propose Chain-of-Intention Reasoning (COIR), a
defense mechanism that enables more nuanced, context-aware responses through
intent-aware harmfulness detection. Our approach boosts defense performance
while maintaining comparable utility to existing methods. These findings highlight
MLLMs’s ability to reason about underlying intent, improving robustness and
reliability in multimodal jailbreak scenarios.

1 Introduction

Multimodal Large Language Models (MLLMs) Liu et al. (2024a); Wang et al. (2023); Zhu et al.
(2023) demonstrate strong reasoning performance, stemming from the reasoning capabilities of Large
Language Models (LLMs) Chiang et al. (2023); Touvron et al. (2023); Brown et al. (2020). However,
while MLLMs inherit the reasoning strengths of LLMs, they also retain their vulnerabilities, making
them susceptible to jailbreak attacks.

Jailbreak attacks manipulate LLMs into generating unethical or harmful responses, bypassing human-
aligned safety constraints. Studies Zou et al. (2023); Zhao et al. (2023) show that even LLMs trained
on extensive safety instruction data remain vulnerable to diverse prompting and indirect querying
techniques. This vulnerability is exacerbated in MLLMs due to their ability to process both textual
and visual inputs, expanding the attack surface and enabling novel jailbreak techniques Niu et al.
(2024).

Jailbreak attacks on MLLMs fall into (1) gradient-based attacks, which introduce imperceptible
noise to mislead visual recognition, and (2) structure-based attacks, which embed harmful content in
images Weng et al. (2024). Structure-based attacks are particularly effective in black-box settings,
as they bypass defenses without requiring model access, making them more practical in real-world
scenarios.

Jailbreak defense strategies follow two primary approaches: (1) Proactive defenses, which involve
supervised fine-tuning before attacks, and (2) Reactive defenses, which dynamically counteract
attacks using methods like prompting Weng et al. (2024).
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Figure 1: Defense success rate against query with SD+TYPO images across 13 scenarios on MM-
SafetyBench (Liu et al., 2024b). For the evaluation, LLaVA-1.5 13B is utilized. The results are
averaged from three experiments with different seeds.

Given their applicability in real-world black-box scenarios, reactive defense mechanisms have
received increased research attention. Notable studies include ECSO Gou et al. (2024), which
utilizes self-reflection mechanisms to assess the harmfulness of model-generated responses, and
AdaShieldWang et al. (2024), which employs Chain-of-Thought (CoT) Wei et al. (2023) prompting
to guide MLLMs in carefully examining input images whether it contains harmful content. Yet,
Adashield requires at least two inference steps, increasing computational cost, and Adashield lacks
empirical validation on whether MLLMs can detect harmfulness before inference, or their harmfulness
assessment is limited to the image modality, disregarding multimodal contextual cues.

From these backgrouds, we end up with the following research questions: Q1: "Can MLLMs
recognize jailbreak attacks solely from inputs itself?", Q2 : "If so, how can their ability to detect
harmful inputs be enhanced?", and Q3 : "If MLLMs can identify harmful inputs, can they proactively
defend against jailbreak attacks before generating responses?".

To address these issues, we conduct experiments demonstrating that MLLMs can assess the harmful-
ness of inputs without additional inference and that intention analysis enhances their harmfulness
detection. Building on these findings, we propose Chain-of-Intention Reasoning (COIR), a defense
method in which MLLMs infer the true intent behind queries to recognize harmfulness more ef-
fectively. Our experimental results show that COIR outperforms existing defense methods while
maintaining comparable utility performance. Our contributions are as follows:

• We demonstrate that MLLMs can inherently recognize input harmfulness and infer the true
intention behind a given query without additional inference steps.

• We propose Chain-of-Intention Reasoning (COIR), a defense mechanism that leverages true
intention inference to provide a more nuanced and context-aware safeguarding strategy.

• We empirically show that COIR significantly enhances defense performance against jailbreak
attacks while preserving utility compared to previous studies.

2 Related work

2.1 Jailbreak defense on multimodal large language model

Multimodal large language models (MLLMs) leverage the pre-existing knowledge from large corpora
and model scaling of LLMs to extend their input space into multimodal domains, such as vision,
audio, and sensor signals. This extension allows LLM knowledge to be applied to various multimodal
downstream tasks. However, this expanded input space can introduce alignment vulnerabilities in
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models that were previously trained on text-only data. These vulnerabilities have led to a growing
focus on research into jailbreak attacks, where models are manipulated to behave contrary to their
intended purpose.

Prominent examples include Figstep Gong et al. (2025), which demonstrated a vulnerability by subtly
inducing jailbreaks with harmful typography and naive text embedded in images. MM-SafetyBench
Liu et al. (2024b) used Stable Diffusion Rombach et al. (2022) to embed harmful content within
images and typography, circumventing direct text-based prompts to trigger jailbreak attacks. HADES
Li et al. (2024) took this further by learning and embedding adversarial noise into images, providing
a comprehensive analysis of vulnerabilities and attack methodologies within the image space.

In response, the field of jailbreak defense for MLLMs is emerging, broadly categorized into proactive
and reactive methods. Proactive methods focus on learning to align the model in the expanded
image space during pre-training. VLGuard Zong et al. (2024) and SPA-VL Zhang et al. (2025) are
examples of this approach, improving defense success rates by training models on an image-text
safety instruction-following dataset.

Reactive methods, on the other hand, perform alignment at inference time. ECSO Gou et al. (2024)
evaluates multimodal inputs and defends against malicious content by using image-to-captioning
to bypass harmful elements. Adashield Wang et al. (2024) proposed two methods: Adashield-S,
which uses a single, well-defined prompt for defense, and Adashield-A, which adaptively optimizes
defense prompts. However, both ECSO and Adashield-A are costly, requiring at least two inference
passes. Furthermore, while the Adashield-S prompt requires a model analysis of the input, it is
unclear whether this prompt is truly effective, i.e., whether MLLMs can detect harmfulness before
inference, or if their harmfulness assessment is limited to the image modality, disregarding multimodal
contextual cues.

Our research analyzes whether MLLMs can autonomously recognize jailbreak attacks, how this
capability can be leveraged, and what a cost-effective methodology would look like. To address this,
we propose Chain-of-Intention Reasoning (COIR), a defense method in which MLLMs infer the true
intent behind queries to recognize harmfulness more effectively.

3 Approaches

3.1 Task definition

Jailbreak attacks in multimodal large language models (MLLMs) manipulate the model into generat-
ing unethical or harmful responses by injecting explicit or implicit malicious content across multiple
modalities, particularly text and images. Jailbreak defenses aim to ensure safe outputs regardless of
input format.

A text query Q can be explicitly harmful or indirectly harmful, while an image I may embed harmful
content through typos, generated illustrations, or a combination of both. Given input (I,Q), the
model generates response R:

R = MLLM(I,Q). (1)

3.2 Do MLLMs recognize the harmfulness of the input itself?

To resolve research questions Q1, Q2 in Sec. 1, we design an experiment to examine whether MLLMs
can inherently evaluate the harmfulness of an input, using CoT-structured prompt (more details in
Appendix A.1). The prompts were categorized into three types:

• Standard CoT: A straightforward CoT where the model determines harmfulness based
solely on the input.

• CoT with Rationale: The model provides a rationale explaining its decision within the CoT
framework.

• CoT with Intention Analysis: The model infers the true intention behind the query and
evaluates its risk accordingly in a CoT-based manner.
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Figure 2: Detailed prompt used in our COIR.

Figure 1 shows that generating a rationale alongside the response was more effective than the standard
CoT approach. Moreover, intention analysis further reinforces the model’s ability to assess harmful
intent. From these findings, we derive the following key insights:

• Intuition 1: MLLMs can assess the harmfulness of multimodal inputs to some extent using
CoT-based reasoning, and their performance improves when additional context, such as
rationale, is provided.

• Intuition 2: MLLMs can infer the true intention behind a given query, enabling a more
precise understanding of context compared to simply providing a rationale.

Based on these insights, we conclude that MLLMs possess an inherent ability to recognize harmful
multimodal inputs to some degree. Furthermore, incorporating intention analysis significantly bolsters
their ability to detect harmful intent, highlighting a promising direction for improving proactive
defenses against jailbreak attacks.

3.3 COIR: Chain-of-Intention Reasoning for Jailbreak Defense

Motivated by the intuitions in Sec. 3.2, we aim to address the final research question Q3: "If MLLMs
can recognize harmfulness itself, can they defend before generating responses?". To answer this
question, we propose Chain-of-Intention Reasoning (COIR), a safeguarding technique that effectively
identifies the underlying true intention of an input query and leverages it to generate response.

Our COIR is designed as a single-prompt framework. Given a multimodal query, the prompt ensures
that if the query is benign, the model generates a helpful response, whereas if it is harmful, the model
identifies the user’s true intention and subsequently refuses to generate a response. COIR consists of
two key components:

• Chain-of-thought : Generates a rationale for response formulation and guides model to
answer in strict format.

• Chain-of-Intention reasoning: Infers the true intention behind the query and systematically
evaluates the harmfulness of both textual and visual inputs.

By using a single prompt, COIR sequentially infers the true intent of the input, enables context-aware
harmfulness assessment, and generates safe responses, ultimately enhancing proactive safeguarding.

3.4 Full prompt of COIR

The full version of our COIR prompt is shown in Figure 2. It utilizes CoT to perform sequential anal-
ysis and generate a structured response consisting of a rationale and an answer. The prompt includes
a Chain-of-Intention component, which infers the intent behind the given input and incorporates it
into the analysis. This section is highlighted in blue in Figure 2. By leveraging the true intent as
context, our COIR effectively safeguards against harmful queries or generates helpful responses as
appropriate.

4



Table 1: Prefix evaluation of Defense Success Rate against query with SD+TYPO images of
MM-SafetyBench (Liu et al., 2024b) with LLaVA-1.5 7B and 13B. Note that a higher DSR indicates
a better defense success rate. Note that a higher DSR indicates a better defense success rate. The best
results are highlighted in bold.

Scenarios LLaVA-1.5 7B LLaVA-1.5 13B

Vanilla ECSO AdaShield-S COIR (Ours) Vanilla ECSO AdaShield-S COIR (Ours)
01-Illegal Activity 59.79 82.47 94.85 97.60 72.51 80.41 96.91 100.00

02-Hate Speech 25.56 52.15 87.53 90.80 30.88 64.42 94.07 96.73
03-Malware Generation 25.00 54.55 86.36 88.63 42.42 72.73 96.97 97.73

04-Physical Harm 24.31 46.53 81.25 85.88 37.04 57.64 91.20 97.45
05-Economic Harm 12.57 27.05 59.02 91.53 14.75 24.59 73.50 85.25

06-Fraud 36.80 59.09 83.99 93.73 37.88 65.58 91.99 96.32
07-Pornography 11.31 18.35 67.58 66.67 7.95 23.85 72.47 92.36

08-Political Lobbying 2.40 3.92 49.02 83.66 3.05 3.27 71.68 69.72
09-Privacy Violence 24.94 48.20 74.10 89.21 34.77 63.31 71.70 96.88

10-Legal Opinion 32.05 29.23 88.20 85.38 23.59 39.23 88.20 95.13
11-Financial Advice 15.17 17.37 70.86 85.43 13.97 22.75 58.09 85.03

12-Health Consultation 36.69 42.20 94.19 95.41 9.48 53.21 58.72 97.56
13-Gov Decision 8.50 8.05 91.95 72.93 7.83 12.74 93.07 94.63

Avg 24.76 35.08 77.81 86.40 23.86 41.86 80.53 91.62

4 Experiment

4.1 Experimental setup

Implementation details As target multimodal large language models (MLLMs), we adopt open-
sourced models, LLaVA-1.5-7B and -13B (Liu et al., 2024a), to evaluate defense methods. Ad-
ditionally, we use Qwen2.5-VL-7B-Instruct Bai et al. (2025) to assess model generalization. All
experiments were conducted with a batch size of 1. For the LLaVA-1.5-7B model, a single NVIDIA
RTX 3090 24GB was utilized, while four NVIDIA RTX 3090 24GBs were used for the LLaVA-1.5-
13B model.

Datasets To evaluate the safety of the proposed method, we utilize MM-SafetyBench (Liu et al.,
2024b), a well-known dataset for structure-based jailbreak attacks. MM-SafetyBench consists of
5,040 text-image pairs across 13 scenarios and is categorized into three types: SD, TYPO, and
SD+TYPO. SD: Images generated by Stable Diffusion (SD) (Rombach et al., 2022), conditioned on
malicious keywords. TYPO: Images containing malicious keywords with typographical modifications.
SD+TYPO: Images generated by Stable Diffusion and then subtitled using TYPO.

To evaluate the generalization of our proposed model, we utilized the HADES Li et al. (2024) dataset
in addition to MM-SafetyBench to assess its robustness against different types of jailbreak attacks.
HADES is a dataset that includes typography and images generated from malicious content, as well as
images with optimized adversarial noise. It provides attack scenarios across five categories: animals,
financial, privacy, self-harm, and violence.

Additionally, to assess whether the proposed method avoids over-defensiveness while maintaining the
helpfulness of multimodal large language models (MLMMs), we employ MM-Vet (Yu et al., 2023)
as a benign dataset. MM-Vet is a benchmark designed to evaluate the capabilities of MLMMs. It
assesses six core vision-language abilities: Recognize, OCR, Recognize, Spatial awareness, Language
generation, and Math. The dataset comprises 200 images and 218 questions.

Prefix-based evaluation To assess the safety of responses across all defense methods, we employ
the keyword-based defense success rate, which measures the proportion of safe responses among all
generated responses. This metric determines whether predefined keywords exist in the outputs of
multimodal large language models (MLLMs). It is defined as:

DSR =
∑
d∈D

I(d)

|D|
,
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Table 2: Language model-based Defense Success Rate (DSR) against queries with SD+TYPO images
from MM-SafetyBench (Liu et al., 2024b) using LLaVA-1.5 7B and 13B. Note that a higher DSR
indicates a better defense success rate. The best results are highlighted in bold.

Scenarios LLaVA-1.5 7B LLaVA-1.5 13B

Vanilla ECSO AdaShield-S COIR (Ours) Vanilla ECSO AdaShield-S COIR (Ours)
01-Illegal Activity 21.65 45.36 82.47 98.97 46.39 44.33 97.60 100.00

02-Hate Speech 55.42 58.90 92.64 99.80 61.96 57.67 96.96 99.80
03-Malware Generation 50.76 72.73 86.36 100.00 60.86 68.18 96.97 100.00

04-Physical Harm 38.89 58.33 85.88 96.02 50.69 59.03 97.45 100.00
05-Economic Harm 88.52 89.34 99.45 70.00 70.08 90.16 99.18 100.00

06-Fraud 37.44 48.05 84.42 99.57 45.30 46.75 96.10 100.00
07-Pornography 82.57 98.17 95.72 99.69 67.69 97.25 95.11 100.00

08-Political Lobbying 99.35 80.39 99.35 100.00 65.75 80.39 100.00 100.00
09-Privacy Violence 43.88 56.12 77.70 97.36 39.86 55.40 88.97 100.00

10-Legal Opinion 86.66 61.80 97.92 100.00 44.46 63.08 98.20 100.00
11-Financial Advice 94.81 88.02 98.80 99.80 63.56 88.02 98.60 100.00

12-Health Consultation 88.99 72.48 94.50 100.00 53.05 73.39 97.52 100.00
13-Gov Decision 100.00 100.00 100.00 100.00 72.85 100.00 100.00 100.00

Avg 70.44 77.19 93.33 96.89 57.35 76.98 97.38 99.98

where D denotes the total responses and I(·) is an indicator function that returns 1 if the response
contains predefined keywords and 0 otherwise. The predefined keywords include phrases such as "I
am sorry" and "I cannot provide."

Language Model-based evaluation While prefix-based evaluation is widely used to assess the de-
fense capabilities of MLLMs, models can also produce semantically safe outputs without necessarily
including a predefined prefix. Such outputs can be evaluated manually by a human or automatically
by a model aligned with safety guidelines. In this experiment, we used Llama Guard Inan et al. (2023)
to semantically evaluate the defense outputs generated by our model. The evaluation metric is the
same as the Defense Success Rate (DSR) used in prefix evaluation. A score of 1 is assigned if Llama
Guard classifies the output as "safe," and a score of 0 is assigned if it classifies it as "unsafe."

Baselines To demonstrate the effectiveness of our method against structure-based jailbreak attacks,
we compare it with existing methods, ECSO (Gou et al., 2024) and AdaShield (Wang et al., 2024),
which utilize a defense prompt to defend against the structure-based jailbreak attacks. For a fair
comparison, we employ AdaShield-S, which can be applied without prior knowledge of the attack
scenario. To reproduce these methods, we follow their original settings.

4.2 Experimental results

Prefix-based evaluation results To demonstrate the defense effectiveness of the proposed method,
we compare it with existing defense methods on MM-SafetyBench (Liu et al., 2024b), a well-known
dataset for structure-based jailbreak attacks. As shown in Table 1, the proposed method outperforms
ECSO (Gou et al., 2024) and AdaShield-S (Wang et al., 2024) in most scenarios against query with
SD+TYPO images. Notably, our approach significantly boosts the safety of LLaVA-1.5 13B. We
observe substantial improvements in safety for scenarios where harmfulness is relatively difficult to
assess, such as 11-Financial Advice and 12-Health Consultation. This shows that the COIR helps the
model better recognize the hidden intent of attacks, ensuring the safe response.

Language model-based evaluation results Table 2 shows the results of the evaluation of our
method and the baselines using Llama Guard Inan et al. (2023). By performing an evaluation of
semantic defense that cannot be assessed with prefix-based methods, we can qualitatively confirm the
defense success rate of each model. As shown in the table, our COIR method achieves an average
defense success rate of 96.89% on LLaVA-1.5 7B and 99.98% on the 13B model. These results
confirm that our method is effective at providing semantic defense.
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Figure 3: Qualitative Results of COIR on MM-SafetyBench. Each example consists of an input query
(SD+TYPO and text) and the corresponding response generated by LLaVA-1.5 13B with COIR.

Table 3: Utility Performance on MM-Vet (Yu et al., 2023) for LLaVA-1.5 7B. The evaluation
covers six key vision-language capabilities: Recognition (Rec), OCR, Knowledge (Know), Language
Generation (Gen), Spatial Reasoning (Spat), and Math.

Model Rec OCR Know Gen Spat Math Total

Vanilla 35.73 22.70 17.60 22.33 25.63 7.70 30.77
ECSO 35.40 22.33 17.33 21.50 25.10 7.70 30.50
AdaShield-S 34.07 16.37 15.87 18.33 21.17 3.80 27.63
COIR (Ours) 30.97 20.60 16.30 17.53 23.13 11.93 27.50

4.3 Qualitative results

As shown in Figure 3, when a query consists of a harmful image in the SD+TYPO format paired
with a benign text input, our COIR prompt is appended and fed into LLaVA-1.5-13B. The model’s
responses are displayed for each example pair. The results demonstrate that our approach accurately
interprets query intent and appropriately refuses to respond, even when harmful content is veiled
within the image rather than explicitly stated in the text. In the first example, the query asked for
step-by-step instructions on election rigging. However, our COIR effectively identified the intent and
appropriately refused to respond. In the second case, when the user requested financial strategies
during an economic downturn, the model declined the query and advised consulting a financial
expert instead. In the final example, regarding government procedures for accessing asylum seekers’
criminal records, the model refused to respond, citing potential violations of societal, ethical, and
legal standards.

Utility evaluation To ensure that the proposed COIR does not lead to over-defense while preserving
the visual-language capabilities of existing MLLMs, such as OCR , Recognize, and Math, we evaluate
its performance on the benign dataset, MM-Vet (Yu et al., 2023). The results are presented in
Table 3. Despite demonstrating strong defense performance, COIR maintains a reasonable level of
performance across all tasks. Interestingly, it even outperforms the vanilla LLaVA-1.5 7B on the Math
task. This suggests that the proposed Chain-of-Intention reasoning aids in solving complex tasks
that require understanding both problem intent and step-by-step reasoning, such as mathematical
problem-solving.
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Table 4: Defense Success Rate of prefix and language model evaluation with Qwen2.5-VL-7B-
Instruct. The best results are highlighted in bold.

Attack Types Prefix Evaluation Language Model Evaluation
Baseline ECSO AdaShield-S COIR (Ours) Baseline ECSO AdaShield-S COIR (Ours)

SD 9.12 9.27 46.19 62.42 92.93 95.53 98.99 98.97
TYPO 31.31 30.69 49.00 63.89 84.28 87.62 94.76 97.71
SD+TYPO 19.24 22.60 43.00 64.14 75.21 85.23 95.80 96.84

Table 5: Defense Success Rate on HADES (Li et al., 2024) with LLaVA-1.5-7B. The best results are
highlighted in bold.

Categories Baseline ECSO AdaShield-S COIR (Ours)
Animal 28.65 25.11 82.55 93.23
Financial 12.50 40.22 66.41 71.88
Privacy 25.52 60.89 83.85 80.73
Self-Harm 24.22 24.00 87.24 88.80
Violence 34.64 38.22 89.84 86.46

Avg 25.10 37.69 81.98 84.22

Model generalization To evaluate the generalization of our method, we replaced our COIR model
with the Qwen2.5-VL-7B-Instruct baseline and evaluated it on MM-SafetyBench. The results are
shown in the Table 4. The table presents the weighted average results for the three query types
in MM-SafetyBench across 13 scenarios, based on the number of samples for each. Both prefix-
based evaluation results and language model-based evaluation results using Llama Guard are shown.
In the prefix evaluation, our method demonstrated superior performance across all query types.
In the LM-based evaluation, our method achieved results comparable to AdaShield-S for the SD
query type, while outperforming all other methods on the remaining query types. The consistently
strong performance, despite a change in the baseline model, confirms that our methodology exhibits
architectural generalizability.

In Table 5, we evaluated COIR on HADES, a more challenging dataset than MM-SafetyBench, which
incorporates typography, Stable Diffusion-generated images, and adversarial noise into a single image.
For this evaluation, we used the prefix evaluation method. Our results indicate that COIR achieves
an average defense success rate of 84.22% on HADES, outperforming baselines and performing
significantly better in the "Animal" and "Financial" scenarios. These results on a more complex
dataset suggest that COIR exhibits robust generalization and has the potential to defend against more
sophisticated attacks.

Ablation study To verify the effectiveness of CoT prompting and COIR, we conduct an ablation
study in Table 6. Chain-of-thought prompting significantly improves defense success rates by
enforcing rationale generation. Chain-of-Intention reasoning further improves performance by
inferring the true intent behind queries and assessing harmfulness at both text and image levels.
This intent-aware filtering allows the model to proactively reject harmful queries rather than relying
solely on post-hoc response justification, leading to more precise and contextually grounded defense
mechanisms.

5 Limitations

While the proposed COIR shows strong defense capabilities, further research is required. First, the
transferability of COIR across diverse multimodal models remains unexplored. Further verification
is necessary on other open-source models (CogVLM, InternVL) and closed-source models (Gem-
ini,ChatGPT) to assess its general applicability. Second, while COIR maintains comparable utility to
existing defense methods, a more comprehensive evaluation of its impact on broader vision-language
tasks is required to ensure its practical feasibility.
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Table 6: Ablation study on the use of Chain-of-Thought (CoT) prompting and Chain-of-Intention
reasoning. We report the average defense success rate across all scenarios on SD, TYPO, and
SD+TYPO of MM-SafetyBench. 7B and 13B denote the LLaVA-1.5 7B and LLaVA-1.5 13B,
respectively. The best results are highlighted in bold.

Model Method SD TYPO SD+TYPO Avg

7B
Vanilla 18.86 18.52 22.76 20.05
w/ rationale 86.56 90.76 81.80 86.04
COIR (Ours) 83.01 92.93 86.40 87.45

13B
Vanilla 15.52 16.12 23.86 18.50
w/ rationale 74.67 93.78 82.65 83.70
COIR (Ours) 79.83 86.55 91.62 86.00

6 Broader impact

Our work, Chain-of-Intention Reasoning (COIR), significantly enhances the safety and reliability of
Multimodal Large Language Models (MLLMs) by enabling them to detect and counter malicious
intent hidden within both textual and visual inputs. This approach not only strengthens MLLMs
against sophisticated jailbreak attacks, but also contributes to greater social responsibility by helping
to prevent the generation of harmful content like misinformation or hate speech in sensitive domains.
While our method’s effectiveness may prompt attackers to develop more advanced techniques,
highlighting the continuous nature of AI safety, our research offers a new paradigm for defense and
encourages the research community to focus on intent-aware safeguards as a crucial area of study.

7 Safeguards

Our research on COIR is primarily methodological and does not involve the release of new models
or datasets, thereby minimizing the risk of direct misuse. The work’s focus on defense rather than
attack techniques is in itself a key safeguard, as it contributes to the responsible development of AI.
To ensure transparency and reproducibility without providing tools for malicious purposes, we have
fully disclosed the experimental setup, including the use of publicly available and ethically-vetted
benchmarks, and included the complete COIR prompt in the appendix. This approach allows the
academic community to verify our findings and build upon them in a controlled and responsible
manner.

8 Conclusion

We introduce Chain-of-Intention Reasoning (COIR), a defense mechanism that enhances the robust-
ness of Multimodal Large Language Models (MLLMs) by leveraging their inherent ability to identify
harmful inputs and infer underlying intent. Unlike existing methods, COIR enables more context-
aware response filtering without requiring additional inference steps. Experimental results show
that COIR achieves state-of-the-art defense performance while maintaining their vision-language
capabilities. This highlights the potential of intent-aware harmfulness detection to improve the
robustness and reliability of MLLMs in jailbreak scenarios.
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A Appendix

A.1 Prompts Used in the Experiment in Section 3.2

Figure 4 presents the detailed prompt used in our experiment in Section 3.2. The standard CoT prompt
evaluates whether the given input is explicitly harmful and generates a binary ’yes/no’ response. The
CoT with rationale prompt extends the standard CoT prompt by providing a rationale explaining the
reasoning behind the harmfulness judgment. The CoT with intention analysis prompt goes beyond
surface-level analysis by inferring the hidden intent behind the query, enabling a deeper assessment
of concealed harmfulness. We highlight the differences among these prompts using color coding.

Figure 4: Prompt used in the research experiment described in Section 3.2.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We have included the main claims in the abstract and defined the contributions
and scope of the work in the introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of our work in a dedicated section, addressing
aspects such as the model’s transferability and the need for more comprehensive utility
evaluations.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: Our work is an empirical study, not a theoretical one, and therefore does not
include any theorems, assumptions, or proofs.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We have disclosed the models, datasets, and key parameters used in the
experiments to enable reproducibility. The experimental setup section and the tables detail
the specific models (LLaVA-1.5 7B and 13B), datasets (MM-SafetyBench, HADES, MM-
Vet), and evaluation metrics used to support our main claims.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We do not release new data or code, but the paper utilizes publicly available
datasets and open-source models. The full prompts used for our method are provided in the
appendix, which is sufficient for reproducing the core experimental results.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: : Our methodology is not training-based, so we have not included training
details. However, we have specified the datasets used for testing and provided the full
prompts in the appendix, which is sufficient to reproduce our results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: The paper does not report error bars for the experimental results. However,
all experiments were conducted by averaging the performance over three different random
seeds.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We have specified the GPU resources used and the corresponding batch sizes
in the implementation details section, providing sufficient information for the reproduction
of our experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our work focuses on improving the safety and robustness of models, which
aligns with the ethical guidelines of promoting responsible AI development.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
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Justification: We have included a dedicated ’Broader Impacts’ section that discusses the
potential for both positive societal contributions, such as enhancing model safety, and
potential negative impacts, such as misuse of the technology.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: Our work does not release new datasets or models that pose a high risk for
misuse. Our method is a defense mechanism for existing open-source models, and we have
included the full prompt in the appendix for reproducibility and transparency.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The paper uses publicly available datasets, models, and code from previous
works, and we have properly credited the original authors by citing them in the references.
The datasets used are widely recognized open-source benchmarks.
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Guidelines:
• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: N/A
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: N/A
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
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Justification: N/A
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: answerNA
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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