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ABSTRACT

Coverage conditions—which assert that the data logging distribution adequately
covers the state space—play a fundamental role in determining the sample complex-
ity of offline reinforcement learning. While such conditions might seem irrelevant
to online reinforcement learning at first glance, we establish a new connection by
showing—somewhat surprisingly—that the mere existence of a data distribution
with good coverage can enable sample-efficient online RL. Concretely, we show that
coverability—that is, existence of a data distribution that satisfies a ubiquitous cover-
age condition called concentrability—can be viewed as a structural property of the
underlying MDP, and can be exploited by standard algorithms for sample-efficient
exploration, even when the agent does not know said distribution. We complement
this result by proving that several weaker notions of coverage, despite being sufficient
for offline RL, are insufficient for online RL. We also show that existing complexity
measures for online RL, including Bellman rank and Bellman-Eluder dimension,
fail to optimally capture coverability, and propose a new complexity measure, the
sequential extrapolation coefficient, to provide a unification.

1 INTRODUCTION

The last decade has seen development of reinforcement learning algorithms with strong empirical per-
formance in domains including robotics (Kober et al., 2013; Lillicrap et al., 2015), dialogue systems (Li
etal.,2016), and personalization (Agarwal et al., 2016; Tewari and Murphy, 2017). While there is great
interest in applying these techniques to real-world decision making applications, the number of samples
(steps of interaction) required to do so is often prohibitive, with state-of-the-art algorithms requiring mil-
lions of samples to reach human-level performance in challenging domains. Developing algorithms with
improved sample efficiency, which entails efficiently generalizing across high-dimensional states and ac-
tions while taking advantage of problem structure as modeled practitioners, remains a major challenge.

Investigation into design and analysis of algorithms for sample-efficient reinforcement learning has
largely focused on two distinct problem formulations:

* Online reinforcement learning, where the learner can repeatedly interact with the environment by
executing a policy and observing the resulting trajectory.

* Offline reinforcement learning, where the learner has access to logged transitions and rewards
gathered from a fixed behavioral policy (e.g., historical data or expert demonstrations), but cannot
directly interact with the underlying environment.

While these formulations share a common goal (learning a near-optimal policy), the algorithms used to
achieve this goal and conditions under which it can be achieved are seemingly quite different. Focusing
on value function approximation, sample-efficient algorithms for online reinforcement learning require
both (a) representation conditions, which assert that the function approximator is flexible enough to
represent value functions for the underlying MDP (optimal or otherwise), and (b) exploration conditions
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(or, structural conditions) which limit the amount of exploration required to learn a near-optimal policy—
typically by enabling extrapolation across states or limiting the number of effective state distributions
(Russo and Van Roy, 2013; Jiang et al., 2017; Sun et al., 2019; Wang et al., 2020b; Du et al., 2021;
Jinetal., 2021a; Foster et al., 2021). Algorithms for offline reinforcement learning typically require
similar representation conditions. However, since data is collected passively from a fixed logging
policy/distribution rather than actively, the exploration conditions used in online RL are replaced with
coverage conditions, which assert that the data collection distribution provides sufficient coverage over
the state space (Antos et al., 2008; Chen and Jiang, 2019; Xie and Jiang, 2020; 2021; Jin et al., 2021b;
Rashidinejad etal., 2021; Fosteret al., 2022; Zhan et al., 2022). The aim for both lines of research (online
and offline) is to identify the weakest possible conditions under which learning is possible, and design
algorithms that take advantage of these conditions. The two lines have largely evolved in parallel, and
it is natural to wonder whether there are deeper connections. Since the conditions for sample-efficient
online RL and offline RL mainly differ via exploration versus coverage, this leads us to ask:

If an MDP admits a data distribution with favorable coverage for offline RL, what
does this imply about our ability to perform online RL efficiently?

Beyond intrinsic theoretical value, this question is motivated by the observation that many real-
world applications lie on a spectrum between online and offline. It is common for the learner to
have access to logged/offline data, yet also have the ability to actively interact with the underlying
environment, possibly subject to limitations such as an exploration budget (Kalashnikov et al., 2018).
Building a theory of real-world RL that can lead to algorithm design insights for such settings requires
understanding the interplay between online and offline RL.

1.1 OUR RESULTS

We investigate connections between coverage conditions in offline RL and exploration in online RL
by focusing on the concentrability coefficient, the most ubiquitous notion of coverage in offline RL.
Concentrability quantifies the extent to which the data collection distribution uniformly covers the
state-action distribution induced by any policy. We introduce a new structural property, coverability,
which reflects the best concentrability coefficient that can be achieved by any data distribution,
possibly designed by an oracle with knowledge of the underlying MDP. Our main results are as follows:

1. We show (Section 3) that coverability (that is, mere existence of a distribution with good concen-
trability) is sufficient for sample-efficient online exploration, even when the learner has no prior
knowledge of this distribution. This result requires no additional assumptions on the underly-
ing MDP beyond standard Bellman completeness, and—perhaps surprisingly—is achieved using
standard algorithms (Jin et al., 2021a), albeit with analysis ideas that go beyond existing techniques.

2. We show (Section 4) that several weaker notions of coverage in offline RL, including single-policy
concentrability (Jin et al., 2021b; Rashidinejad et al., 2021) and conditions based on Bellman
residuals (Chen and Jiang, 2019; Xie et al., 2021a), are insufficient for sample-efficient online
exploration. This shows that in general, coverage in offline reinforcement learning and exploration
in online RL not compatible, and highlights the need for additional investigation going forward.

Our results serve as a starting point for systematic study of connections between online and offline
learnability in RL. To this end, we provide several secondary results:

1. We show (Section 5) that existing complexity measures for online RL, including Bellman rank and
Bellman-Eluder dimension, do not optimally capture coverability, and provide a new complexity
measure, the sequential extrapolation coefficient, which unifies these notions.

2. We establish (Appendix C) connections between coverability and reinforcement learning with
exogenous noise, with applications to learning in exogenous block MDPs (Efroni et al., 2021; 2022a).

3. We give algorithms for reward-free exploration (Jin et al., 2020a; Chen et al., 2022) under
coverability (Appendix G).

While our results primarily concern analysis of existing algorithms rather than algorithm design, they
highlight a number of exciting directions for future research, and we are optimistic that the notion
of coverability can guide the design of practical algorithms going forward.

Notation. For an integer n €N, we let [n] denote the set {1,...,n}. Foraset X', we let A(X) denote the

set of all probability distributions over X'. We adopt standard big-oh notation, and write f = 5( g)to
denote that f =O(g-max{1,polylog(g)}) and a <b as shorthand for a =O(b).
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2 BACKGROUND: ONLINE/OFFLINE RL, COVERAGE, AND COVERABILITY

Markov decision processes. We consider an episodic reinforcement learning setting. Formally,
a Markov decision process M = (X, A, P,R, H,xz1) consists of a (potentially large) state space X,
action space A, horizon H, probability transition function P ={ P, },I;Izl ,where Py, : X x A— A(X),
reward function R={Ry }/__,, where Rj,: X x A—[0,1], and deterministic initial state z; € X." A
(randomized) policy is a sequence of per-timestep functions 7w = {rm, : X — A(A)}thl. The policy
induces a distribution over trajectories (z1,a1,71),...,(g,am,7H) via the following process. For
h=1,...H: ap~7(-|xp), rn = Rp(Th,an), and xp1 ~ Pr(- | 2p,ap). For notational convenience,
we use Z 741 to denote a deterministic terminal state with zero reward. We let E™[-] and P"[-] denote
expectation and probability under this process, respectively.

The Q-function for policy 7 is QF (z,a) == E™ [Zﬁzh rh | @ = @,a, = a, the value function
for mis V7 (x) == Eqr, (o) [@F (2,a)], and the expected reward for 7 is J(7) :== V{"(x1). We
let 7* denote the optimal (deterministic) policy, which maximizes Q7 (z,a) for all (z,a) € X x A
simultaneously; we define V;" = Vh’f* and Q7 = Q;{* . We define the occupancy measure for policy m
viad} (z,a) :=P7" [z, =x,ap, =a] and df (x) :=P7 [z, =x]. We let T}, denote the Bellman operator for
layer h, defined via [T}, f](2,a) = Ry (2,a) +Ey o p, (2,0)[max, f(2',a")] for f: X x A—R. Wealso
assume that rewards are normalized such that } -, ¢ 71 € [0,1] . To simplify technical presentation,
we assume that X’ and A are countable; we anticipate that this assumption can be removed.

Online Reinforcement Learning. Our main results concern online reinforcement learning in an
episodic framework, where the learner repeatedly interacts with an unknown MDP by executing a
policy and observing the resulting trajectory, with the goal of maximizing total reward.

Formally, the protocol proceeds in 7' rounds, where at each round ¢ =1,...,T", the learner: i) Selects a
policy 7w = {71';;> } helH) to execute in the (unknown) underlying MDP M™; ii) Observe the resulting

trajectory (z{”,a{” ,r{"),...,(a% ,a%) ,r'}). The learner’s goal is to minimize their cumulative regret,

defined via Reg:= ", iy J (%) —J (7).

To achieve sample-efficient online reinforcement learning guarantees that do not depend on the size of
the state space, one typically appeals to value function approximation methods that take advantage of a
function class F C (X x .A— R) that attempts to model the value functions for the underlying MDP
M™ (optimal or otherwise). An active line of research provides structural conditions under which such
approaches succeed (Russo and Van Roy, 2013; Jiang et al., 2017; Sun et al., 2019; Wang et al., 2020b;
Duetal.,2021; Jin et al., 202 1a; Foster et al., 2021), based on assumptions that control the interplay
between the function approximator F and the dynamics of the MDP M™*. These results require (i)
representation conditions, which require that F is flexible enough to model value functions of interest
(e.g., Q* € F or Tp Fpy1 C Fp) and (ii) exploration conditions, which either explicitly or implicitly
limit the amount of exploration required for a deliberate algorithm to learn a near-optimal policy. This
is typically accomplished by either enabling extrapolation from states already visited, or by limiting
the number of effective state distributions that can be encountered.

Offline Reinforcement Learning and Coverage Conditions. Our aim is to investigate parallels
between online and offline reinforcement learning. In offline reinforcement learning, the learner cannot
actively execute policies in the underlying MDP M™*. Instead, for each layer h, they receive a dataset
Dy, of ntuples (zp,ap,rh,xp+1) Withrp, = Ry (zh,a), Thp1 ~ Pr(- | 2h,an), and (xp,ap) ~ pp i4.d.,
where pj, € A(X x A) is the data collection distribution; we define y1= {15, },em)- The goal of the
learner is to use this data to learn an e-optimal policy 7, that is: J(7*)—J(7) <e.

Algorithms for offline reinforcement learning require representation conditions similar to those re-
quired for online RL. However, since it is not possible to actively explore the underlying MDP, one
dispenses with exploration conditions and instead considers coverage conditions, which require that
each data distribution i, sufficiently covers the state space. As an example, consider Fitted Q-Iteration
(FQI), one of the most well-studied offline reinforcement learning algorithms (Munos, 2007; Munos
and Szepesvari, 2008; Chen and Jiang, 2019). The algorithm, which uses least-squares to approxi-
mate Bellman backups, is known to succeed under (i) a representation condition known as Bellman
completeness (or “completeness”), which requires that 7, f € Fy, for all f € F,1, and (ii) a coverage
condition called concentrability. To state, the result, recall that ||z ||« :=max;|z;| for z € RY.

'While our results assume that the initial state is fixed for simplicity, this assumption is straightforward to relax.
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Definition 1 (Concentrability). The concentrability coefficient for a data distribution p={ ,uh}hH:1
and policy class I is given by Ceonc (1) :=5up e pepm 147 / 10 || oo

Concentrability requires that the data distribution uniformly covers all possible induced state dis-
tributions. With concentrability’ and completeness, FQI can learn an c-optimal policy using
poly(Ceonc (1), log| F|,H,c 1) samples. Importantly, this result scales only with the concentrability
coefficient Ceonc (1) and the capacity log|.F | for the function class, and has no explicit dependence on
the size of the state space. There is a vast literature which provides algorithms with similar, often more
refined guarantees (Chen and Jiang, 2019; Xie and Jiang, 2020; 2021; Jin et al., 202 1b; Rashidinejad
etal., 2021; Foster et al., 2022; Zhan et al., 2022).

The Coverability Coefficient. Having seen that access to a data distribution y with low concen-
trability Ceone (1) is sufficient for sample-efficient offline RL, we now ask what existence of such a
distribution implies about our ability to perform online RL. To this end, we introduce a new structural
parameter, the coverability coefficient, whose value reflects the best concentrability coefficient that can
be achieved with oracle knowledge of the underlying MDP M ™.

Definition 2 (Coverability). The coverability coefficient Ceo, > 0 for a policy class 11 is given by
Ceov:= inful,...,/l,y eA(XxA) {CCOHC(/U‘)} :

Coverability is an intrinsic structural property of the MDP M™* which implicitly restricts the complexity
of the set of possible state distributions. While it is always the case that Co, <|X|-|.AJ, the coefficient
can be significantly smaller (in particular, independent of |X'|) for benign MDPs such as block MDPs
and MDPs with low-rank structure (Chen and Jiang, 2019, Prop 5); see Appendix C for details.

With this definition in mind, we ask: If the MDP M™ satisfies low coverability, is sample-efficient
online reinforcement learning possible? Note that if the learner were given access to data from the
distribution g that achieves the value of Ccsy, it would be possible to simply appeal to offline RL
methods such as FQI, but since the learner has no prior knowledge of i, this question is non-trivial,
and requires deliberate exploration.

3 COVERABILITY IMPLIES SAMPLE-EFFICIENT ONLINE EXPLORATION

We now present our main result, which shows that low coverability is sufficient for sample-efficient
online exploration. We first describe the algorithm and regret bound, then sketch the proof and give intu-
ition (Section 3.1). We conclude (Section 3.2) by applying the main result to give regret bounds for learn-
ing in exogenous block MDPs (Efroni et al., 2021), highlighting structural properties of coverability.

Function approximation. We work with a value function class ' = Fj X -+ X Fp, where
Fn C (X x A—[0,1]), with the goal of modeling value functions for the underlying MDP. We
adopt the convention that fz, 1 = 0, and for each f € F, we let 7, denote the greedy policy with
g n(x) :=argmax, ¢ 4 fn(z,a), and we use fy(z,m) =Eqr, (o) [fr(7,a)] for any 7;,. We take our
policy class to be the induced class IT:= {7/ | f € F} for the remainder of the paper unless otherwise
stated. We make the following standard completeness assumption, which requires that the value
function class is closed under Bellman backups (Wang et al., 2020b; Jin et al., 2020b; Wang et al.,
2021b; Jin et al., 2021a).

Assumption 1 (Completeness). Forall h€ [H), we have Ty, fn4+1 € Fr forall fri1 € Fri1.

Completeness implies that F is realizable (that is, Q* € F), but is a stronger assumption in general.
We assume for simplicity that |F| < co, and our results scale with log|F|; this can be extended to
infinite classes via covering numbers using a standard analysis.

Algorithm and main result. Our result is based on a new analysis of the GOLF algorithm of Jin et al.
(2021a), which is presented in Algorithm | of Appendix D for completeness. GOLF is based on the
principle of optimism in the face of uncertainty. At each round, the algorithm restricts to a confidence
set F C F with the property that Q* € F, and chooses 7/ = 7 ;) based on the value function
f® e F® with the most optimistic estimate fi (x1,7,1(21)) for the total reward. The confidence sets
F® are based on an empirical proxy to squared Bellman error, and are constructed in a global fashion
that entails optimizing over fj, for all layers h € [H| simultaneously (Zanette et al., 2020a).

2Specifically, FQI requires concentrability with IT chosen to be the set of all admissible policies (see, e.g., Chen
and Jiang, 2019). Other algorithms (Xie and Jiang, 2020) can leverage concentrability w.r.t smaller policy classes.
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Note that while GOLF was originally introduced to provide regret bounds based on the notion of
Bellman-Eluder dimension, we show (Section 5) that coverability cannot be (optimally) captured by
this complexity measure, necessitating a new analysis. Our main result, Theorem 1, shows that GOLF
attains low regret for online reinforcement learning whenever the coverability coefficient is small.

Theorem 1 (Coverability implies sample-efficient online RL). Under Assumption 1, there exists an
absolute constant ¢ such that for any § € (0,1] and T € Ny, if we choose 3 = c-log(THIF|/s5) in

Algorithm 1, then with probability at least 1 —§, we have Reg < O(H \/Cco,Tlog(THIF1/5)log(T)),
where C, is the coverability coefficient (Definition 2).

Beyond the coverability parameter C,, the regret bound in Theorem 1 depends only on standard
problem parameters (the horizon H and function class capacity log|F|). Hence, this result shows that
coverability, along with completeness, is sufficient for sample-efficient online RL. Additional features
of Theorem 1 are as follows.

» While coverability implies that there exists a distribution p for which the concentrability coefficient
Ceonc is bounded, Algorithm 1 has no prior knowledge of this distribution. We find the fact that the
GoOLF algorithm—which does not involve explicitly searching such a distribution—succeeds under
this condition to be somewhat surprising (recall that given sample access to ji, one can simply run FQI).
Our proof shows that despite the fact that GOLF does not explicitly reason about y, coverability implic-
itly restricts the set of possible state distributions, and limits the extent to which the algorithm can be
“surprised” by substantially new distributions. We anticipate that this analysis will find broader use.

Ignoring factors logarithmic in 7, H, and 6!, the regret bound in Theorem 1 scales as
H \/Ceo Tlog|F|, which is optimal for contextual bandits (where Croy, = |A| and H = 2),* and
hence cannot be improved in general (Agarwal et al., 2012). The dependence on H matches the
regret bound for GOLF based on Bellman-Eluder dimension (Jin et al., 2021a).

* GOLPF uses confidence sets based on squared Bellman error, but there are similar algorithms which
instead work with average Bellman error (Jiang et al., 2017; Du et al., 2021) and, as a result, require
only realizability rather than completeness (Assumption 1). While existing complexity measures such
as Bellman rank and Bellman-Eluder dimension can be used to analyze both types of algorithm, and
our results critically use the non-negativity of squared Bellman error, which facilitates certain “change-
of-measure” arguments. Consequently, it is unclear whether the completeness assumption can be
removed (i.e., whether coverability and realizability alone suffice for sample-efficient online RL).

On the algorithmic side, our results give guarantees for PAC RL via online-to-batch conversion, which
we state here for completeness. We also provide an extension to reward-free exploration in Appendix G.

Corollary 2. Under Assumption 1, there exists an absolute constant c such that for any § € (0,1] and
T eN,, ifwe choose 8= c-log(THIF|/s) in Algorithm I, then with probability at least 1 — 6, the policy
7 output by Algorithm I has* J (7*) — J (%) <O (H \/Ccolog(THIFI/5)log(T) /T).

3.1 PROOF SKETCH FOR THEOREM 1: WHY IS COVERABILITY SUFFICIENT?

We now sketch the main ideas behind the proof of Theorem 1, highlighting the role of coverability in
limiting the complexity of exploration.

Regret decomposition and change of measure. For each ¢, we define 6, (-,) == f,"(-,") —
(Tnf ;(fjrl )0, which may be viewed as a “test function” at level h induced by f™ € F. We adopt the

shorthand d;;) =dr", and we define d” (z,a) = 3'Z1d\" (,a) as the cumulative historical visitation
for rounds prior to step t.

A standard regret decomposition for optimistic algorithms (Lemma 13) allows us to relate regret to the
average Bellman error under the learner’s sequence of policies:

ReggZ(fl(t)(g;l,ﬂfff,)’l(xl)) m) > ZEdm I (@a) = (T i) (a)]. (1)

te(T] te[T\he[H]

— 5(t) (z,a)

3We require H = 2 to apply the result to contextual bandits due to assuming the deterministic starting state.
*7 is the non-Markov policy obtained by sampling ¢ ~ [T] and playing 7.
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Fix h € [H|. We use a change-of-measure argument to relate the on-policy average Bellman error
E\ ayat® (6, (x,a)] to the in-sample squared Bellman error under d;’, writing Eq. (1) as
) h

1/2
S Sitea (B0 apas | S S50 a6 )

te[T) =,a ) te[T) =.a te[T] z,a

(I): extrapolation error (II): in-sample squared Bellman error

where the inequality is an application of Cauchy-Schwarz. As an immediate consequence of
the confidence set construction in Eq. (3), completeness, and a standard concentration argument
(Lemma 12 in Appendix D), we can bound the in-sample error by (II) <O(y/BT).

Bounding the extrapolation error using coverability. To proceed, we show that the extrapolation
error (I) is controlled by coverability. We have:

o d(t)( d(t)
Z Z d(t) Z Zt, a[.%(]d( ( d;;)( p (n;laaxz d“) ) (Zmaxd( (z,a )

te[T] z,a te[T] x,a te[T)

(a) (b)
<O(log(T)) by Lemma 15 < Ceov by Lemma 14

Here, the inequality (a) uses a scalar variant of the elliptic Density
potential lemma (Lemma 15; cf. Lattimore and Szepesvari d"
(2020)), which we apply on a per-state basis.’ The inequality O

1
(b) uses akey result (Lemma 14 in Appendix D), which shows ;' B A
that coverability is equivalent to a quantity we term cumulative [ 4= e T
o1 . k v AT
reachability, defined via 37, ,cxxa SUPren 45 (T, a). Lo /\,\___\/:\ A
Cumulative reachability reflects the variation in visitation floz se-? Solg s s
probabilities for policies in the class II, and boundedness of (s, a)

this quantity (which occurs when state-action pairs visited by Flguriu;u ;: EVEXZIZE ;:1 b(gi t;oz\fvﬁ[zill l?s)

policies in H.have larg.e overlap) 1mp11e§ that the contributions equal to the total area of the shaded re-
from potentials for different state-action pairs average out. gion without double-counting overlaps.
See Figure 1 for an illustration. I1={m1,m2,m3,7m4}, dashed curvesis ™).

To conclude, we substitute the preceding bounds into the term (I), which gives Reg <
ZthlE(M)N e (657 (2,0)] <O(H/Ceoy-BTlog(T)).

Note that to obtain the expression in term (I), our proof critically uses that the confidence set construc-
tion provides a bound on the squared Bellman error E ()~ [6; (2,a)?] in the change of measure

argument. This contrasts with existing works on online RL with general function approximation (e.g.,
Jiang et al., 2017; Jin et al., 2021a; Du et al., 2021), which typically move from average Bellman error
to squared Bellman error as a lossy step, and only work with squared Bellman error because it permits
simpler construction of confidence sets. Confidence sets based on average Bellman error will lead
to a larger notion of extrapolation error which cannot be controlled using coverability (cf. Section 5).

3.2 RICH OBSERVATIONS AND EXOGENOUS NOISE: APPLICATION TO BLOCK MDPs

As an application of Theorem 1, we consider the problem of reinforcement learning in Exogenous
Block MDPs (Ex-BMDPs), a problem which has received extensive recent interest (Efroni et al., 2021;
2022a;b; Lamb et al., 2022). Recall that the block MDP (Jiang et al., 2017; Du et al., 2019; Misra
et al., 2020) is a model in which the (“observed”) state space X is large/high-dimensional, but can
be mapped by an (unknown) decoder ¢* to a small latent state space which governs the dynamics.
Exogenous block MDPs generalize this model further by factorizing the latent state space into small
controllable (“endogenous”) component S and a large irrelevant (“exogenous”) component =, which
may be temporally correlated.

The main challenge of learning in block MDPs is that the decoder ¢* is not known to the learner in
advance. Indeed, given access to the decoder, one can obtain regret poly(H,|S|,|.A|)-v/T by applying

3 Applying this result formally requires a separate argument to handle early rounds in which pairs (z,a) have
been visited very little; this is given in Appendix D.
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tabular reinforcement learning algorithms to the latent state space. In light of this, the aim of the
Ex-BMDP setting is to obtain sample complexity guarantees that are independent of the size of the
observed state space | X'| and exogenous state space |Z|, and scale as poly(|S|,|.A|,H,log|F|), where
F is an appropriate class of function approximators (typically either a value function class F or a class
of decoders ® that attempts to model ¢* directly).

We show (Proposition 8 in Appendix C) that for any Ex-BMDP, one has Ce,, < |S| - |A
which—through Theorem 1—implies that GOLF attains Reg < O (H /|S||A|Tlog(THI71/5)log(T))
whenever Assumption 1 holds; critically, this result scales only with the cardinality |S| for the
endogenous latent state space, and with the capacity log|F| for the value function class. It is the first
result for this setting that allows for stochastic latent dynamics and emission process, albeit with
the extra assumption of completeness. Existing algorithms either require that the endogenous latent
dynamics P"4° are deterministic (Efroni et al., 2021) or allow for stochastic dynamics but heavily
restrict the observation process (Efroni et al., 2022a), and existing complexity measures such as
Bellman Rank and Bellman-Eluder dimension can be arbitrarily large for this setting (see discussion
in Section 5). See Appendix C for details and discussion.

)

4 ARE WEAKER NOTIONS OF COVERAGE SUFFICIENT?

In Section 3, we showed that existence of a distribution with good concentrability (coverability)
is sufficient for sample-efficient online RL. However, while concentrability is the most ubiquitous
coverage condition in offline RL, there are several weaker notions of coverage which also lead to
sample-efficient offline RL algorithms. In this section, we show that analogues of coverability based on
these conditions, single-policy concentrability and generalized concentrability for Bellman residuals,
do not suffice for sample-efficient online RL. This indicates that in general, the interplay between
offline coverage and online exploration is nuanced.

Single-policy concentrability. Single-policy concentrability is a widely used coverage assumption
in offline RL which weakens concentrability by requiring only that the state distribution induced by 7*
is covered by the offline data distribution p, as opposed to requiring coverage for all policies (Jin et al.,
2021b; Rashidinejad et al., 2021).

Definition 3 (Single-policy concentrability). The single-policy concentrability coefficient for a data
distribution = {Hh}thl is given by CZ,, (u):= Hd;lr /in HOO

For offline RL, algorithms based on pessimism provide sample guarantee complexity guarantees that
scale with C% (1) (Jin et al., 2021b; Rashidinejad et al., 2021). However, for the online setting, it is
trivial to show that an analogous notion of “single-policy coverability” (i.e., existence of a distribution
with good single-policy coverability) is not sufficient for sample-efficient learning, since for any MDP,
one can take p = d™" to attain C% (1) = 1. This suggests that any notion of coverage that suffices
for online RL must be more uniform in nature.

Generalized concentrability for Bellman residuals. Another approach to weaker coverage in
offline RL is to relax concentrability by only requiring coverage with respect to the Bellman residuals
for value functions in F (Chen and Jiang, 2019; Xie et al., 2021a; Cheng et al., 2022); the following
definition adapts this notion to the finite-horizon setting.

Definition 4 (Generalized concentrability). We define the generalized concentrability coefficient
Ceonc (1, F) for a policy class 11 and value function class F as the least constant C > 0 such that the

offline data distribution = {Mh}hH:1 satisfies that forall f € F and w €11, 3~ ¢ Ear [(fr(sh.an)—
(Thf+1)(sn.an))?] <C- X hemEnn [(fh(Smah)—(771fh+1)(8h7ah))2]

Note that Ceonc (i, F) < Ceonc(it) (in particular, they coincide if one chooses F to be the set of all
functions over X’ x A) but in general €cnc (1, F) can be much smaller. For example, in the linear
Bellman-complete setting, it is possible to bound €conc(14,F ) in terms of feature coverage conditions
(Wang et al., 2021a; Zanette et al., 2021). Using offline data from p, sample complexity guarantees
that scale with €conc (11, ) can be obtained under Assumption 1 via MSBO (see, e.g., Xie and Jiang,
2020, Section 5) or by running a “one-step” variant of GOLF (Algorithm 1); we provide this result
(Proposition 16) in Appendix E for completeness. Given that this notion leads to positive results for
offline RL, it is natural to consider a generalized notion of coverability based upon it.
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Definition 5 (Generalized coverability). We define the generalized coverability coefficient for a policy
class 1 value function class F and as €eoy(F) =inf ;. en(axa){Ceonc(1,F) }

Unfortunately, we show that this condition does not suffice for sample-efficient online RL, even when
the number of actions is constant and Assumption 1 is satisfied.

Theorem 3. Forany X,H,C €N, there exists a family of MDPs with |X|= X =2 and horizon
H and a function class F with log|F| < Hlog(2|X|) such that: i) Assumption 1 (completeness) is
satisfied for F and we have €, (F) < C and ii) Any online RL algorithm that returns a 0.1-optimal
policy with probability 0.9 requires at least () (min{X,2Q(H) ,29(C) }) trajectories.

Theorem 3 highlights that in general, notions of coverage that suffice for offline RL—even those
that are uniform in nature—can fail to lead to useful structural conditions for online RL. Briefly,
the issue is that bounding regret for online RL entails controlling the extent to which a deliberate
algorithm that has observed state distributions d;ll), d“”l) can be “surprised” by a substantially new
state distribution d”; here, surprise is typically measure in terms of Bellman residual. The proof of
Theorem 3 shows that existence of a distribution with good coverage with respect to Bellman residuals
does suffice to provide meaningful control of distribution shift. We caution, however, that the lower
bound construction makes use of the fact that Definition 5 requires coverage only on average across
layers, and it is unclear whether a similar lower bound holds under uniform coverage across layers.
Developing a more unified and fine-grained understanding of what coverage conditions lead to efficient
exploration is an important question for future research.

5 A NEW STRUCTURAL CONDITION FOR SAMPLE-EFFICIENT ONLINE RL

Having shown that coverability facilitates sample-efficient online RL, an immediate question is
whether this structural condition is related to existing complexity measures such as Bellman-Eluder
dimension (Jin et al., 2021a) and Bellman/Bilinear rank (Jiang et al., 2017; Du et al., 2021), which
attempt to unify existing approaches to sample-efficient RL. We now show that these complexity
measures are insufficient to capture coverability, then provide a new complexity measure, the
Sequential Extrapolation Coefficient, which bridges the gap.

5.1 INSUFFICIENCY OF EXISTING COMPLEXITY MEASURES

Bellman-Eluder dimension (Jin et al., 2021a) and Bellman/Bilinear rank (Jiang et al., 2017; Du
et al., 2021) can fail to capture coverability for two reasons: (i) insufficiency of average Bellman
error (as opposed to squared Bellman error), and (ii) incorrect dependence on scale. To highlight
these issues, we focus on ()-type Bellman-Eluder dimension (Jin et al., 2021a), which subsumes
Bellman rank.® See Appendix F for discussion of other complexity measures. Let D}l :={d} : 7 €I}
and Fp, — TnFr+1 = {fon — T fnt1 : f € F}. Following Jin et al. (2021a), we define the (Q-type)
Bellman-Eluder dimension as follows.

Definition 6 (Bellman-Eluder dimension). The Bellman-Eluder dimension dimBE(f ILe,h) for the
layer h is the largest d € N, such that there exist sequences {d}"” ,d\?,...,d;" } C CD and {6(” SO C

Fn — TnFn+1 such that for all t € [d], |E [5;?” >e® and \/Z d( >[5(”D <e®, for
eM ..,e>e Wedefine dimge(F,I1,e) = maxhe[ mdimee(F,ILe,h).

Issue #1: Insufficiency of average (vs. squared) Bellman error. The Bellman-Eluder dimension
reflects the length of the longest consecutive sequence of value function pairs for which we can be
“surprised” by a large Bellman residual for a new policy if the value function has low Bellman residual
on all preceding policies. Note that via Definition 6, the Bellman-Eluder dimension measures the size
of the surprise and the error on preceding points via average Bellman error (e.g., E o [6:”]). On the

other hand, the proof of Theorem 1 critically uses squared Bellman error E ;) [(6;7)?] bound regret
h

by coverability; this is because the (point-wise) nonnegativity of squared Bellman error facilitates
change-of-measure in a similar fashion to offline reinforcement learning. The following result shows
that this issue is fundamental, and Bellman-Eluder dimension can be exponential large relative to the
regret bound in Theorem 1.

Proposition 4. For any d €N, there exists an MDP M with H =2 and | A| =2, policy class 1 with
|IT| =d, and value function class F with |F|=d satisfying completeness, such that Ccoy =O(1), but
the Bellman-Eluder dimension has dimgg (F ,IL,¢) = Q(min{|F|,|I1|}) =Q(d) for any e <1/2.

8Q-type and V-type are similar, but define the Bellman residual with respect to different action distributions.



Published as a conference paper at ICLR 2023

The lower bound in Proposition 4 is realized by an exogenous block MDP (Appendix C), with d
representing the number of exogenous states. The result gives an exponential separation between
what can be achieved using Bellman-Eluder dimension and coverability, because GOLF attains Reg <
O(y/Tlog(d)) (cf. Corollary 9), yet we have dimgg (F,I1,1/2) =(d). The construction, which is
based on Efroni et al. (2022b, Section B.1), critically leverages cancellations in the average Bellman
error; these cancellations are ruled out by squared Bellman error, which is why Theorem 1 gives a
regret bound that scales only logarithmically in d. Bilinear rank (Du et al., 2021) and V -type Bellman
rank suffer from similar drawbacks; see Appendix F for further discussion.

Issue #2: Incorrect dependence on scale. In light of the previous example, a seemingly reasonable
fix is to adapt the Bellman-Eluder dimension to consider squared Bellman error rather than average Bell-

man error (i.e., use \/zt (B e [(657)2]) <& in Definition 6). We show (Appendix F.1) that while
it is possible to bound this modlﬁed Bellman-Eluder dimension in terms of the coverability parameter,
the dependence on the scale parameter ¢ is polynomial, and it is not possible to derive regret bounds
better than 72/ under coverability with this approach. Informally, the issue is scale: Bellman-eluder di-

mension only checks whether the average Bellman error violates the threshold e, and does not consider
how far the error violates the threshold (e.g., [E ;) [6),"]| > and |E ) [6;”]| > 1 are counted the same).
h h

5.2 THE SEQUENTIAL EXTRAPOLATION COEFFICIENT

To address the issues above, we introduce a new complexity measure, the Sequential Extrapolation
Coefficient (SEC), which i) leads to regret bounds via GOLF and ii) subsumes both coverability and the
Bellman-Eluder dimension. Conceptually, the Sequential Extrapolation Coefficient should be thought
of as a minimal abstraction of the main ingredient in regret bounds based on GOLF and other optimistic
algorithms: extrapolation from in-sample error to on-policy error. We begin by stating a variant of the
Sequential Extrapolation Coefficient for abstract function classes, then specialize it to RL.

Definition 7 (Sequential Extrapolation Coefficient). Let Z be an abstract set. Given a test function
class ¥ C (£ —R) and distribution class © C A(Z), the sequential extrapolation coefficient for length
T is given by

E g0 []?
SEC(\I/7®7T) = sup sup . dif) W ] .
YD, pMer dW),..dMeD ey 1\/21 1Eam [(9®)?]

To apply the Sequential Extrapolation Coefficient to RL, we use Bellman residuals for F as test
functions and consider state-action distributions induced by policies in II.

Definition 8 (SEC for RL). We define SECr(F,IL,T) :=maxy,¢c ) SEC(Fp—TnFni1 7@E,T).

The following result, which is a near-immediate consequence of the definition, shows that the Sequential
Extrapolation Coefficient leads to regret bounds via GOLF; recall that II={n; | f € F} is the set of
greedy policies induced by F.

Theorem 5. Under Assumption 1, there exists an absolute constant ¢ such that for any 6 € (0,1] and
T eNy, if we choose 8 =c-log(TH|F|/5) in Algorithm I, then with probability at least 1 — 6, we have

Reg <O(H \/SECr,(F.ILT) T -log(THIF|/s)).

We defer the proof of Theorem 5 to Appendix F, and conclude by showing that the Sequential
Extrapolation Coefficient subsumes coverability Cco, (Definition 2) and Bellman-Eluder dimension.

Proposition 6 (Coverability =—> SEC). SECgL(F,IL,T) < O(Ceoy-log(T)).
Proposition 7 (Bellman-Eluder dim. = SEC). SECg (F,II,T) <O(dimge(F,I1,4/Y/T)-log(T)).

The Sequential Extrapolation Coefficient can likely be generalized further along many directions (e.g.,
by allowing for different test functions in the vein of Du et al. (2021)). Further unifying these notions is
an interesting question for future research; see Appendix F.3 for further discussion.

6 CONCLUSION

This paper initiates the systematic study of parallels between online and offline learnability in rein-
forcement learning and uncovers surprising new connections. The possible future directions include
general theories under weaker notions of coverability or approximation conditions (see Appendix A
for open problems) as well as the connection to the practical algorithm design.
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A DISCUSSION AND OPEN PROBLEMS

Toward a general theory beyond this paper, we highlight some exciting and challenging open problems
for future research.

* Linear feature coverage. Our results in Section 4 show that the generalized coverability condition
(Definition 4), which exploits the structure of the value function class F, is not sufficient for online
exploration. For the special case of linear functions (F = {(z,a)+ (¢(z,a),0)|# €O CR})
a natural strengthening of this condition (Wang et al., 2021a; Zanette et al., 2021) is to as-
sert the existence of a data distribution p = {,uh}f:1 such that Egr [¢(zn,an)p(xh.an) "] =

C -E,, [¢(xn.an)é(zn,an) "] for some coverage parameter C. Is this condition (or a variant)
sufficient for sample-efficient online exploration?

* Further conditions from offline RL. There are many conditions used to provide sample-efficient
learning guarantees in offline RL beyond those considered in this paper, including (i) pushforward
concentrability (Munos, 2003; Xie and Jiang, 2021), (ii) L,, variants of concentrability (Farahmand
et al., 2010; Xie and Jiang, 2020), and (iii) weight function realizability (Xie and Jiang, 2020;
Jiang and Huang, 2020; Zhan et al., 2022). Which of these conditions can be adapted for online
exploration, and to what extent?

14
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B ADDITIONAL RELATED WORK
In this section we briefly highlight some relevant related work not otherwise discussed.

Online RL with access to offline data. A separate line of work develops algorithms for online
reinforcement learning that assume additional access to offline data gathered with a known data
distribution p or known exploratory policy (Abbasi-Yadkori et al., 2019; Xie et al., 2021b). These
results are complementary to our own, since we assume only that a good exploratory distribution exists,
but do not assume that such a distribution is known to the learner.

Further structural conditions for online RL. While we have already discussed connections to
Bellman Rank, Bilinear Classes, and Bellman-Eluder Dimension, another more general complexity
measure is the Decision-Estimation Coefficient (Foster et al., 2021). One can show that the Decision-
Estimation Coefficient is bounded by coverability, but to apply the algorithm in Foster et al. (2021),
one must assume access to a realizable model class M, which leads to regret bounds that scale with
log| M| rather than log| F|.

Instance-dependent algorithms. Wagenmaker et al. (2022) provide instance-dependent guarantees
for tabular PAC-RL which scale with a quantity called gap-visitation complexity. It is possible to bound
the gap-visitation complexity in terms of coverability, but the lower-order sample complexity terms in
this result have explicit dependence on the number of states, which our results avoid. For future work,
it would be interesting to understand deeper connections between coverability and instance-dependent
complexity measures (Wagenmaker et al., 2022; Wagenmaker and Jamieson, 2022; Dong and Ma,
2022). See also Wagenmaker and Jamieson (2022), which provides similar guarantees for linear MDPs.

C APPLICATION TO EXOGENOUS BLOCK MDPs

As an application of Theorem 1, we consider the problem of reinforcement learning in Exogenous
Block MDPs (Ex-BMDPs). Following Efroni et al. (2021), an Ex-BMDP M = (X, A,P,R,H,x1)
is defined by an (unobserved) latent state space, which consists of an endogenous state s, € S and
exogenous state &, € =, and an observation process which generates the observed state x;,. We first
describe the dynamics for the latent space. Given initial endogenous and exogenous states s; € S and
&, € Z, the latent states evolve via

Shi1~ PP (sp,an), and  Ehp1~PE(&);

that is while both states evolve in a temporally correlated fashion, only the endogenous state s;, evolves
as a function of the agent’s action. The latent state (sy,,£,) is not observed. Instead, we observe

Th~qn(snyén),

where g, : S X E — A(X) is an emission distribution with the property that supp(gx(s,€)) N
supp(qn(s',&")) =2 if (s,£) #(s',£"). This property (decodability) ensures that there exists a unique
mapping ¢} : X — S that maps the observed state xj, to the corresponding endogenous latent state s,.
We assume that Ry, (x,a) = Ry (¢} (2),a), which implies that optimal policy 7* depends only on the
endogenous latent state, i.e. 7} (z) =77 (¢} (z)).

The main challenge of learning in block MDPs is that the decoder ¢* is not known to the learner in
advance. Indeed, given access to the decoder, one can obtain regret poly(H,|S|,|.A|)-v/T by applying
tabular reinforcement learning algorithms to the latent state space. In light of this, the aim of the
Ex-BMDP setting is to obtain sample complexity guarantees that are independent of the size of the
observed state space |X'| and exogenous state space |=|, and scale as poly(|S|,|.A|,H,log|F|), where
JF is an appropriate class of function approximators (typically either a value function class F or a class
of decoders @ that attempts to model ¢* directly).

Ex-BMDPs present substantial additional difficulties compared to classical block MDPs because
we aim to avoid dependence on the size |Z| of the exogenous latent state space. Here, the main
challenge is that executing policies m whose actions depend on &;, can lead to spurious correlations
between endogenous exogenous states. In spite of this apparent difficulty, we show that the coverability
coefficient for this setting is always bounded by the number of endogenous states.
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Proposition 8. For any Ex-BMDP, Cco, <|S|-|Al.

This bound is a consequence of a structural result from Efroni et al. (2021), which shows that for any
(s,a) € S x A, all x € X with ¢*(z) = s admit a common policy that maximizes d} (x,a), and this
policy is endogenous, i.e., only depends on the endogenous state s;, = ¢} (2x). As a corollary, we
obtain the following regret bound.

Corollary 9. For the Ex-BMDP setting, under Assumption 1, Algorithm I ensures that with probability
at least 1 -0,

Reg <O(H+/|S||A|Tlog(THIF|/s)log(T)).

Critically, this result scales only with the cardinality | S| for the endogenous latent state space, and with
the capacity log| | for the value function class.

Let us briefly compare to prior work. For general Ex-BMDPs, existing complexity measures such as
Bellman Rank and Bellman-Eluder dimension can be arbitrarily large (see discussion in Section 5).
Existing algorithms either require that the endogenous latent dynamics P"4° are deterministic (Efroni
etal., 2021) or allow for stochastic dynamics but heavily restrict the observation process (Efroni et al.,
2022a). Corollary 9 is the first result for this setting that allows for stochastic latent dynamics and
emission process, albeit with the extra assumption of completeness. This result is best thought of as
a “luckiness” guarantee in the sense that it is unclear how to construct a value function class that is
complete for every problem instance,’ but the algorithm will succeed whenever F does happen to
be complete for a given instance. Understanding whether general Ex-BMDPs are learnable without
completeness is an interesting question for future work, and we are hopeful that the perspective of
coverability will lead to further insights for this setting.

C.1 INVARIANCE OF COVERABILITY

Proposition 8 is a consequence of two general invariance properties of coverability, which show
that Coy is unaffected by the following augmentations to the underlying MDP: (i) addition of rich
observations, and (ii) addition of exogenous noise.

The first property shows that for a given MDP M, creating a new block MDP M’ by equipping M with
a decodable emission process (so that M acts as a latent MDP), does not increase coverability.
Proposition 10 (Invariance to rich observations). Let an MDP M = (S, A,P,R,H,s1). Let M' =
(X, A,P',R' ,H,x1) be the MDP defined implicitly by the following process. For each h € [H|:

o spr1~Py(sp,an) andry, = Ry, (sp,ar). Here, sy, is unobserved, and may be thought of as a latent
state.

o xp~qn(sp), where q, : S — A(X) is an emission distribution with the property that supp(gp (s))N
supp(qn(s')) =@ for s#s'.
Then, writing Ceo, (M) to make the dependence on M explicit, we have
CCOV<MI) S Ccov(M)-

The second result shows that coverability is also preserved if we expand the state space to include
temporally correlated exogenous state whose evolution does not depend on the agent’s actions.

Proposition 11 (Invariance to exogenous noise). Let an MDP M = (S, A,P,R,H,s1), conditional
distribution P°*° :Z — A(Z), and &, € E be given, where = is an abstract set. Let X := S8 x E, and
let M' =(X,A,P' R ,H, x1) be the MDP with state x, = (sp,,&y,) defined implicitly by the following
process. Foreach he [H|:

* Sht1~Pr(sn,an), 7h =Ru(Sh,an).

o Ehr1~ Preo(&n).

Then we have

Ccov(M/) < Ccov(M)-

"For example, it is not clear how to construct a complete value function class given access to a class of decoders
® that contains ¢*.
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This result is non-trivial because policies that act based on the endogenous state s, and &, can cause
these processes to become coupled (Efroni et al., 2021), but holds nonetheless.

Proposition 8 can be deduced by combining Propositions 10 and 11 with the observation that any
tabular (finite-state/action) MDP with S states and A actions has C,, < .S A. However, Propositions 10
and 11 yield more general results, since they imply that starting with any (potentially non-tabular)
class of MDPs M with low coverability and augmenting it with rich observations and exogenous noise
preserves coverability.

C.2 PROOFS

Proof of Proposition 8. Let h € [H| be fixed. Let z; := (sp,&p,). Foreach z = (s,£) € S x E, let
d} (z) :=P7 (2, = z). Proposition 4 of Efroni et al. (2021) shows that for all z = (s,&), if we define
s =argmax, . P" (s, =s), then

maxdy (z)=d;*(z). 2

mell
That is, m; maximizes P7 (z, = (s,€)) for all £ € = simultaneously. With this in mind, let us define

wn(z,a) drs(
nl |:>‘|\A|Z

We proceed to bound the concentrability coefficient for u. Fix r € [Tand z € X, and let 2= (5,£) ES X =
be the unique latent state such that = € supp(gx(s,£)). We first observe that

A) 1111 T
Mh() ().

Next, since x, ~qn (21 ), we have

di(x) _ anlel2)di(=) _ di(2)
G @) a(@lDdr () dy ()

Finally, by Eq. (2), we have

dp(2) _maxsdf(z) _dy(2)
G- Ay dy(e)

Since this holds for all 2 € X’ simultaneously, this choice for py, certifies that that Ceo, <|S||A|. O

=1.

Proof of Proposition 10. Let II denote the space of all randomized policies acting on the latent state
space S, and let IT’ denote the space of all randomized policies acting on the observed state space X

Let P™ denote distribution over trajectories in M induced by 7 € I1, and let Q™ denote the distribution
over trajectories in M induced by 7’/ € IT'.

Fix h € [H], and let 1, € A(S x A) witness the coverability coefficient for M. Define
pp (,0) = qn (2] ¢ (2)) pn (¢* () ),
where ¢7 : X — S is the decoder that maps € X to the unique state s € S such that 2 € supp(gx(s)).
For any 7’ €I’ and (z,a) € X x A, letting s= ¢} (), we have
dgl (r,0)  qn(z| S)Qﬂ—/ (sn=s,ap=a) Q™ (sh=s,ap=a) < max, enQ™ (sh=s,ap=a)

ph,(x,0) qan(x]s)pn(s,a) B ) = 11 (s,a)

. . . ,
Finally, because the observation process is decodable, we have max, cr1 Q™ (s, = s,a5 = a) =
maxX,en P (s, =s,an =a), and

max,enlP™ (s, =s,ap=a)
Nh(s7a)

S CCOV<M)'
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Proof of Proposition 11. Let IT denote the space of all randomized policies acting on the latent state
space S, and let IT" denote the space of all randomized policies acting on the observed state space X'.

Let P™ denote distribution over trajectories in M induced by 7 €11, and let Q™ denote the distribution
over trajectories in M induced by 7’ € T'.

Fix h € [H], and let p1, € A(S x A) witness the coverability coefficient for M. Forz=(s,£) € Sx E,
let
Nlh(xva) =Q({n=&)un(s,a),

where Q(&;, =¢) is the marginal probability of the event that £, =& in M, which does not depend on
the policy under consideration.

For any 7’ €I and (s,£,a) €S X Ex A, we have

dzl (Iaa) o QW/ (Sh = Sagh :gaah = a) maX‘n"EH’Qﬂ/ (Sh = Sagh :gaah = CL)

ph(za)  QEn=8pn(sa) Q(n=8)n(s,a)
From Propositions 3 and 4 of Efroni et al. (2021), we have max e/ Q’T/ (sh=s,lp=E,ap=0a)=
Q(én=¢) max e Q7 (sp=s,an=a) =Q({ =§) maxenP” (s, =s,a, = a), so that

max, e Q" (sp =5 = an=a) Q& =&)maxrenP™ (s, =s,a,=a)

Q(&n=8)pun(s,a) B Qn=8)un(s,a)
_ max,enlP™ (s, =s,anp=a) <Con(M),
Hh (S,CL)
O
D PROOFS AND ADDITIONAL DETAILS FROM SECTION 3
D.1 GOLF ALGORITHM AND PROOFS FROM SECTION 3
Algorithm 1 GOLF (Jin et al., 2021a)
input: Function class F, confidence width 3> 0.
initialize: 7 < F, D,” +~ @ Vhe [H].
1: forepisodet=1,2,...,7 do
2: Select policy 7r(‘> T pt), Where f(0:= =argmax f¢ z(+—1) flz1,mpa(z)).
3:  Execute 7 for one episode and obtain trajectory (z}"” ,a(f’ 75 e (257,08 ).
4:  Update dataset: D} <D}~ " U{(z},ay .z}, ;) } Vhe [H].
5: Compute confidence set:
5O FeF L i) - pin 0 v <PvRelE]) O

where  £0(f7)= Y (flea)rmays @) VE S € F.

a’'e
t
(z,a,r,z’)ED,(l )

6: Outputfr:unif(ﬁ“:“). // For PAC guarantee only.

Lemma 12 (Jin et al. (2021a, Lemmas 39 and 40)). Suppose Assumption I holds. Then if B > 0 is
selected as in Theorem 1, then with probability at least 1 -9, for all t € [T, Algorithm 1 satisfies

1. Q*eFW.

2. Zi<tE(z’a)Nd§Lf?) [(fh(ﬂ%a)—[Thfh+1]($aa))2] SO(/B)fUF all f e F©.
Lemma 13 (Jiang et al. (2017, Lemma 1)). For any value function f =(f1,....fu),

H
fi(zimp i) —J(mp)= ZE(m,a)Nde [fn(@,a) = (Thfagr) (z,0)].
h=1
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Lemma 14 (Equivalence of coverability and cumulative reachability). The following definition is
equivalent to Definition 2:

Ceov = max Z supdf (z,a).

he[H
€l ](z,a)GXX.AWEH

Proof of Lemma 14. We relate coverability and cumulative reachability for each choice for h € [H].

Coverability bounds cumulative reachability. It follows immediately from the definition of coverability
that if uj, € A(X x A) realizes the value of Ceoy, then

- B max endj (z,a)
Z maﬁ(dh (,I,a) - Z .uh(‘r7a)

(I@)EXX.AWE (z,a)eXxA Mh(l’,a)
< Z Ceov tin(z,a) (by Definition 2)
(z,a)eXxA
= C’cov~

Cumulative reachability bounds coverability. Define up, (x,a) x max endj (z,a). Then for any w € IT
and any (z,a) € X x A, we have

df (z,a) _ df (x,a)
h (1‘,0,) maxﬂuend:// (w’a)/z(a:’,a’)EXx,Ama‘xw/EHd.’hr,/ (z',a")

’
< E maxd]} (z',a’).
' €Il

(z',a’)EX XA

This completes the proof. O

Proof of Theorem 1. Equipped with Lemma 14, we prove Theorem 1.
Preliminaries. For each t, we define 6, (-,-) == 3" (-,-) = (Tn f3".1 ) (-,-), which may be viewed as a
“test function” at level h induced by f® e F. We adopt the shorthand d(" = d“( ) , and we define

dp
K

“

“) g d() (z,a), and p}:= argmin sup
n EA(X x A)mell

That is, J;l” unnormalized average of all state visitations encountered prior to step ¢, and p is the
distribution that attains the value of Ct,, for layer h.® Throughout the proof, we perform a slight abuse
of notation and write E 5 [f]:= ) _; 71Ed< y[f] for any function f: X’ x A —R.

h

Regret decomposition. As a consequence of completeness (Assumption 1) and the construction of
F® astandard concentration argument (Lemma 12) guarantees that with probability at least 1 — 4, for
allte[T]:

() Q" eF™, and (i) Y _di (z,0) (6 (x,a))” <O(B). 5)

We condition on this event going forward. Since Q* € 7", we are guaranteed that f* is optimistic
(ie., f1” (x1,mpo 1 (21)) > Q7 (21,74 1(21))), and a regret decomposition for optimistic algorithms
(Lemma 13) allows us to relate regret to the average Bellman error under the learner’s sequence of
policies:

T H

T
Reg < Z( :L‘1,7Tf1<f,>71(x1))*J(7T<t))> :ZZE(x,a)Ndﬁf) [f;bt)(I,a) (Eféil)( )]

t=1h=1

::Jibt)(:c,a)

81f the minimum in Eq. (4) is not obtained, we can repeat the argument that follows for each element of a limit
sequence attaining the infimum.
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To proceed, we use a change of measure argument to relate the on-policy average Bellman error
E(x,a)~d§j> 6, (x,a)] appearing above to the in-sample squared Bellman error ]E(z,a)Ng;p 6,7 (x,a)?];
the latter is small as a consequence of Eq. (5). Unfortunately, naive attempts at applying change-of-
measure fail because during the initial rounds of exploration, the on-policy and in-sample visitation
probabilities can be very different, making it impossible to relate the two quantities (i.e., any natural
notion of extrapolation error will be arbitrarily large).

To address this issue, we introduce the notion of a “burn-in” phase for each state-action pair (z,a) €
X x A by defining

Th(z,a)= mm{t | d(” (z,a) > Cooy- i, (z,a) },
which captures the earliest time at which (x,a) has been explored sufficiently; we refer to t < 7, (z,a)
as the burn-in phase for (z,a).

Going forward, let h € [H] be fixed. We decompose regret into contributions from the burn-in phase for
each state-action pair, and contributions from pairs which have been explored sufficiently and reached
a stable phase “stable phase”.

T T
ZE (@ a)Nd(t) ZE (@ a)~d(t> )(x a)]l[t<Th($’a)]]+ZE(;p,a)~d§f) [6§;>(x,a)]l[t27h(x,a)}].

t=1 t=1

on-policy average Bellman error burn-in phase stable phase

We will not show that every state-action pair leaves the burn-in phase. Instead, we use coverability to
argue that the contribution from pairs that have not left this phase is small on average. In particular, we
use that |0} | <1 to bound

ZE (@.a)~ d(t) 5 (z,a) L[t <7h(,q) <Z Z dY (z,a) ZJ;LTh'(I’“))(m,a)§2CCOVZu2(x,a):2C’COV,
T,a z,a

T,a t<7p (z,a)
where the last inequality holds because
A () =0 () + i 0 (,0) < 2Ceoy i (,0),
which follows from Eq. (4) and the definition of 7y,.

For the stable phase we apply change-of-measure as follows:

ZE(x a)wdm (1’ a)]l [t 2Th (xaa)}]

d) (@, ”
szm .0 < m( )> 5 (z,a) L[t > 13 (,a)]

t=1z,a h(7a)

IN

ZZ t>7'hd(af>?x]a) sz;;) ) 5}<Lf> ma)) 7 (6)

t=1x,a t=1x,a

(I): extrapolation error (II): in-sample squared Bellman error

where the last inequality is an application of Cauchy-Schwarz. Using part (II) of Eq. (5), we bound
the in-sample error above by

(I1) <O(\/BT). (7)

Bounding the extrapolation error using coverability. To proceed, we show that the extrapolation
error (I) is controlled by coverability. We begin with a scalar variant of the standard elliptic potential
lemma (Lattimore and Szepesvari, 2020); this result is proven in the sequel.

Lemma 15 (Per-state-action elliptic potential lemma). Let d® ,d®,....d™ be an arbitrary sequence
of distributions over a set Z (e.g., Z = X x A), and let x € A(Z) be a distribution such that
dD(2)/u(z) <C forall (z,t) € Zx[T). Then for all z € Z, we have

d A (z)
=3 i dV(2)+Cp(z)

<O(log(T)).
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We bound the extrapolation error (I) by applying Lemma 15 on a per-state basis, then using coverability
(and the equivalence to cumulative reachability) to argue that the potentials from different state-
action pairs average out. Observe that by the definition of 75, we have that for all ¢ > 75,(s,a),

d (2,a) > Cooupify (x,a) = dyY (x,a) > 1 (d) (x,a) + Coov i}, (,a)), which allows us to bound term
(I) of extrapolatlon error by

L[t > 7 (z,a))d); diP( d\ (z,a
syl dlliea) oy s it il

d(” (z,a)+Ceov- 11}, (z,a)

t=1z,a t=1z,a
T
/ dy” (x,a)
<2 maxd;, ' (z,a) = h A3
;;t’e[ﬂ d;l)(x,a)—l—C’co\f,u; (x’a)

T
d(t)(x a)
<2 E 4 . _ ) ,
s (za?el% h (La)) <(S’£1§§XA;CZ@)(

h .I',Cl) +Ccov /j/;: ('7;70/)

)

<Crov by Lemma 14 <O(log(T)) by Lemma 15
< O(Ceoylog(T)). @
To conclude, we substitute Eqs. (7) and (8) into Eq. (6), which gives

Reg<ZE Jdl) ,(l(x,a)}SO(H C’co\,-ﬁTlog(T)>.

Proof of Lemma 15. Using the fact for any v € [0,1], u < 2log(1+u), we have
T

4o () ( d® (z,a) )
25,0 (2)+ Cpa(w) <221°g S A0 )+ o)
(since d® (z,a)/pu(x,a) <CVte[T))

o [ Zicerd(2)+C ()
=221°g( 5 TG+ C ) )

i<t (2)+C-p(z,a)
=2log <H Zz;‘li(” )+C-u(z,a) >
=2log (Zi_ld(”(Z)“!‘C'u(x,a))

C-p(z,a)
<2log(T+1). (since d (z,a) /p(z,a) <C Vte[T])
This completes the proof. O

E PROOFS AND ADDITIONAL DETAILS FROM SECTION 4

E.1 ADDITIONAL DETAILS: OFFLINE RL

Proposition 16 (Generalized concentrability is sufficient for offline RL). Given access to an offline
data distribution p satisfying generalized concentrability (Definition 4), if F satisfies Assumption I,
one can find an e-optimal policy using poly(€eonc (1, F ), H,log|F|,e~1) samples.

Proof of Proposition 16. Given an offline dataset D= {D}, }}L_, with n samples for each layer h € [H]
under the distribution py,, the MSBO algorithm (e.g., Xie and Jiang, 2020) produces a value function

]?6 F of the form

f<—arfgm1nz <Ch fhafh+1)_ mHl ﬁh(fh,fhﬂ))
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where L (f.f'):= Z (f(q:,a) r— grllgxf (2',a ))Z,Vf,f/e}'.
(z,a,r,x’)EDy,
By adapting the proof of Theorem 5 of Xie and Jiang (2020) (or Lemma 12), one can show that under
Assumption 1, with probability at least 1 —4, fsatisﬁes

iE(w’a%uh [((ﬁz(xva)—ﬁﬁmﬂ)(m,a))j SH~M.
h=1

n

The result now follows by applying an adaptation of Xie and Jiang (2020, Corollary 4), which shows
that for any f € F,
H

J(m)=J(mp) < 2rpgg[<Z]E(m,a>~d; (1fn(2,0) = (T i) (z,0) ]
h=1

<2 HmaXZE(m a)~pn (fh(x a) (77th+1)($7a))2}

H
<2 HCCO“C(M,.F)ZE(I’G)NM[(fh(ac,a)—(ﬁfh+1)(a:,a))2] (by Definition 4)
h=1

COI’]C 1 |‘7:|
< o1 Conln P TR

E.2 PROOFS FROM SECTION 4

Proof of Theorem 3. Assume without loss of generality that H <min{log,(X),C'}; if this does not
hold, the result is obtained by applying the argument that follows with H' =min{ H,|log,(X)|,C}.
We consider a family of deterministic MDPs with horizon H. We use a layered state space X =
X1U---UXy, where only states in X}, are reachable at layer h. The state space is a binary tree of depth
H —1, which has Zlog?(x) '2h — X 1 states. The are two actions, left and ri ight, which determine
whether the next state is the left or right successor in the tree.

For each MDP in the family, we allow a single action at a single leaf at h = H to have reward rpy =1,
give reward 0 to all actions in all other states. For each such MDP, we use (x7;,a;) to denote the single
state-action pair with r = 1. We also use (z} ,a}) for h € [H] to denote the unique path from z; to
(x7;,a%;). Note that the optimal policy is to follow this path, i.e.

di (v,0)=1[(z,0) = (z},a})].
We choose F}, to be the set of all possible indicator functions for a single state-action pair:
Frn={fn(2',d)=1(2'=2,a' =a)| V(z,a) € X} x A}.
We define F = F; X --- x Fp. Note that for each h € [H],
Qi (zp,ap) =1 (zp=217,an=a}) € Fp.
In addition, we have log|F| < Hlog(2X).

Completeness. We first verify that the construction satisfies completeness. Fix fj, € F}, and let
fu(z,a) = 1(z = x5 p,a = ayp) for some (x5 p,arn) € X x A. Then for any (zp—1,an-1) €
X1 x A, we consider two cases. First, if x5, is not the unique successor of (£p—1,an—1), then
(Th=1fn)(xp—1,an—1)=0. Otherwise,

(Th-1fn)(@n-1,an-1)=Y P(an] $h—17ah—1)Hlll%Xf(13h,ah)
Th
=P(xsn|zh—1,8n-1)- (asmaxg, f(xn,an)=1(xp=254))
=1.
This means Ty, _1 fr, € Fr—1, because there exists a single (z_1,a,—1) pair in X,_1 x A such that

(Th—1fn)(xh—1,an-1)F#0.
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Generalized coverability. We now show that the construction satisfies generalized coverability. Fix

an MDP in the family with optimal path {(332»&2)};11- We will show that for all f = fy. € F, if
f1.1 # Q7. . then there exists b’ € [H], such that

Eqey | Unonrsan) = (Toe furs1)@nrsan)) | = G @ 03) = (To fov2) @0 =1, 9)

From here, the result will follow by choosing i, = dz* Vh € [H]. Indeed, using the boundedness of
f1.5 €F, we have

H
> Eu [(fh(xh,ah) - (ﬂlfh+1)(xhvah))2:| <H,
h=1

for all w € II, meaning that Eq. (9) implies that €., (11,F ) < H < C in this problem instance.

We proceed to prove Eq. (9). Based on the definition of F, we know that
(fn(@h,al) = (Tnfusr)(@h,ar))® € {0,1} for all h € [H]. Therefore, if we assume by contra-
diction that f1.5 # Q7.5 and there does not exist an b’ € [H] that satisfies Eq. (9), we must
have

fn(@hsaq) = (Tn ) (xg,03),  Vhe[H]. (10)
By the condition Eq. (10), we have (Tw fr4+1)(x},a};) = Ru(x};,af;) = 1, which implies that
fn(z},a})=1forall h € [H]. From the construction of F, we know Q7. is the only function with
Q; (z7,a} ) =1forall h € [H], which gives the desired contraction, and proves that such 4’ € [H] must
exist, establishing Eq. (9).

Lower bound on sample complexity. A lower bound of 2°*(1) samples to learn a 0.1-optimal with
probability 0.9 follows from standard lower bounds for binary tree-structured MDPs (Krishnamurthy
etal., 2016; Jiang et al., 2017) (recall that since there are 21/2 Jeaves at layer H, and only one has
non-zero reward, finding a policy with non-trivial regret is no easier than solving a multi-armed bandit
problem with 27/2 actions and binary rewards). O

F PROOFS AND ADDITIONAL RESULTS FROM SECTION 5

F.1 ADDITIONAL DETAILS: SEQUENTIAL EXTRAPOLATION COEFFICIENT VERSUS
BELLMAN-ELUDER DIMENSION

The discussion in Section 5 (in particular, Proposition 4 shows that Bellman-Eluder dimension and
Bellman rank fail to capture coverability as a result of only considering average Bellman error rather
than squared Bellman error. In light of this observation, a seemingly reasonable fix is to adapt the
Bellman-Eluder dimension to consider squared Bellman error rather than average Bellman error.
Consider the following variant.

Definition 9 (Squared Bellman-Eluder dimension). We define the Squared Bellman-Eluder dimension
dimgk (F ILe,h) for layer h is the largest d € N such that there exist sequences {d}"” > ..., d\" } CD}!
and {831 ,...,0,"} C Fp, — Tp. Fn+1 such that for all t € [d),

E 0 (601>, and
h

t—1
> Eo (@) <, (11)
i=1

fore® ... e >e. Wedefine dimgy (F,ILe) =maxyepdimge (F ILe h).

This definition is identical to Definition 6, except that the constraint \/ SYTHE () [67])2 < in Def-

(4)
dj,

inition 6 has been replaced by the constraint \/ Zf;% E, o [(657)2] <&, which uses squared Bellman
error instead of average Bellman error. By adapting th}é analysis of Jin et al. (2021a) it is possible to
show that this definition yields Reg < O (H+/info~o{e2T +dimgE(F ILe)} - Tlog| F). If one could
show that dimgk (F.ILe) < Ceoy-polylog(e 1), this would recover Theorem 1. Unfortunately, it turns

out that in general, one can have dimgt (F,I1,e) = Q(Ceoy /), which leads to suboptimal 7'/3-type
regret using the result above. The following result shows that this guarantee cannot be improved
without changing the complexity measure under consideration.
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Proposition 17. Fix T €N, and let e :=T~'/3. There exist MDP class/policy class/value function

class tuples (My,111,F1) and (M3, 12, F>) with the following properties.

1. All MDPs in M (resp. My) satisfy Assumption I with respect to Fi (resp. F2). In addition,
log| F1|=log| F2[=O(1).

2. Forall MDPs in My, we have dimgk(F1,I11 e7) x 1/er, and any algorithm must have E[Reg] >
Q(T?/3) for some MDP in the class

3. Forall MDPs in My, we also have dimgr(F3,Ils.e7) o<1 /e, yet Ceoy =O(1) and GOLF attains

E[Reg] <O(V/T).

This result shows that there are two classes for which the optimal rate differs polynomially ((7°%/3)
vs. O(V/T)), yet the Bellman-Eluder dimension has the same size, and implies that the Bellman-
Eluder dimension cannot provide rates better than Q(7'2/3) for classes with low coverability in general.
Informally, the reason why Bellman-Eluder dimension fails capture the optimal rates for the problem
instances in Proposition 17 is that the definition in Eq. (11) only checks whether the average Bellman
error violates the threshold €, and does not consider how far the error violates the threshold (e.g.,
|Ed§t) [6:7]|>eand UEd;t,) [6:7]] > 1 are counted the same).

In spite of this counterexample, it is possible to show that the Bellman-Eluder dimension with squared
Bellman error is always bounded by the Sequential Extrapolation Coefficient up to a poly (e 1) factor,
and hence can always be bounded by coverability, albeit suboptimally.

Proposition 18. Let F be a [0, 1]-valued function class. For all T € N and ¢ > 0, we have
min{dimg (F,[1,¢), T} < w

F.1.1 PROOFS FROM ADDITIONAL DETAILS

Proof of Proposition 17. Let the time horizon 7" € N be fixed. We first construct the class M; and
verify that it satisfies the properties in the statement of Proposition 17, then do the same for M.

Class M;. We choose M to be a class of bandit problems with H =1. Let a parameter &1 € [0,1/2]
be fixed, and let A 2261_1. We define M1 ={M® ... M}, where for each M ®:

* The action space is A=1{1,...,A}.

¢ The reward distribution for action a € A in state z is Ber(/2+¢11{a=1}).

For each i € M, the mean reward functionis f{” (z1,7) =1/2+e11{a=i}. We define F = { f };4:1
and IT={n/| f € F}. Note that since H =1, completeness of F is immediate.

Lower bounding the Bellman-Eluder dimension. Let M “® be the underlying instance. We will lower
bound the Bellman-Eluder dimension for layer h = 1. Consider the sequence d{",...,d{" ", where

AP :=dy " and 6(V,...,00" ", where 61" := £ — Ti f{” = £ — £ (recall that we adopt the
convention frr1 =0). Observe that for each t € [A—1], we have

B g0 [017)(@1,00)[= |7 (@1.6) = i (w1,t) | =1,
yet

ZEdm '(z1,01)) —812 N(1,8) = f17 (21,2))2=0.

i<t i<t
This certifies that dimgy (F,ILe) > A—1>¢; " /2 forall e <ey.

Lower bounding regret. A standard result (e.g., Lattimore and Szepesvari, 2020) is that for any family
of multi-armed bandit instances of the form { M ® ... .M} where M has Bernoulli rewards with
mean 1/2+Al{a=1} for A <1/4, any algorithm must have regret
A
E[Reg] > Q(1) ~min{AT,A }
for some instance. We apply this result with the class M, whichhas A=¢; and A=¢7 !, which gives

E[Reg] > (1) -min{slT,;}.
1

Choosing e; =e7=T""/? yields E[Reg] > Q(T?/%) whenever T is greater than an absolute constant.
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Class M. Let a parameter €5 € [0,1/2] be fixed, and let A := ;' (we assume without loss of

generality that 52_1 € N). We define My ={M®,...,M™}, where each MDP M is as defined
follows:

» We have H =2, and there is a layered state space X’ = X} X X, where Xy = {z1} and Xo ={y,2}.
* The action spaceis A={1,...,A}.

* x7 is the deterministic initial state. Regardless of the action, we transition to z with probability 1 —e2
and y with probability £5.

» For each MDP M all actions have zero reward in states 2 and z. For state ¥, action ¢ has reward 1
and all other actions have reward 0.

We let f denote the optimal Q-function for M @, which has:
o f{7(z1,")=¢2and f3”(z,") =0.
* f3'(y.a)=1{a=i}.

We define F'={f}, ; itis clear that this class satisfies completeness. We define II={ s [ f € F};

for states where there are multiple optimal actions (i.e., fx(z,a) = fr(x,a’)), we take 75 5 () to be the
optimal with the least index, which implies that 7 (x1) =7 2(z) =1forall f € F.

Verifying covembility We choose 1 (z,a) = 1{z = z1,a = 1}. We choose fi2(z,1) = % and
p2(y,a) =5 A for all a € A. It is immediate that coverability is satisfied with constant 1 for h=1. For
h=2, we have that for all 7 €11,

p2(z,1) Y2
and
d72r (y7a) < €2
p2(y,a) ~ p2(y.a)
Hence, we have C,, < 2; note that this holds for any choice of &5.

< ZAEQ < 2.

Lower bounding the Bellman-Eluder dimension. Let M “* be the underlying MDP. We will lower
bound the Bellman-Eluder dimension for layer h = 2. Consider the sequence dy",...,d5" ™", where

A :=d,"" and 65",.... 65", where 65 := f§" — Tof{" = £$" — f$* (recall that we adopt the
convention fg1 =0). Observe that for each ¢ € [A —1], we have

[E 005" (w2,02)| =e2f5" (y:t) = f57 (y.t) | =

yet

ZEd< ) [(05” (22,09)) —622 —[5(y,0))*=0.

i<t i<t
This certifies that dimgp (F,I1,,2) > A—1>¢; " /2 forall e < es.
Upper bound on regret. To conclude, we set eo = e = 1/T~ /3. With this choice, we have

dimgk (Fo Ils.e7) > Q(a;l). Since the construction satisfies completeness (Assumption 1) and has
Ceov <2 and H =2, Theorem 1 yields

Reg < O(y/Tlog(|F|T/5)) = O(\/Tlog(T/(¢26))) = O(+/Tlog(1/5)).
O

Proof of Proposition 18. Fix h € [H], and n € N, and consider sequences {d}",d}”,...,d;" } and
{6:0,6:2,...,0,} that satisfy Eq. (11) (that is, the sequences witness the value of dimgg (F,IL¢,h)).
Then

Ed(t) [5“)]2

dimge (F.ILe,h) <Z o
&\t
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12
Ed(t) [5}(L)]
1+ 1Ed<-)[5<t>]2)
(by 31 E o [0, 12 < (6)?)

< E”: (1+(E(”)2> o) (

o) B[]

<
_Z (€(f>)2 1—|—Zf 1E (1)[5,(;)]2

n 2 d(f) [6(0}
g Z (t) t—1 . ()12
= () 1+ By 6]

(by e < |Ed§:> [5;?“ <1

Z ]Ed(t) [5(”] (by e® >¢)
e®>e
=P IVEIE b T
SECRL(}-7H,TL)
S a
This implies for any 7" >0,
E In,r
min{dimgy (F,ILe), T} < M
€
O

F.2 PROOFS FROM SECTION 5

Proof of Proposition 4. We present a counterexample for both -type and V -type Bellman-Eluder
dimension. We recall that the V-type Bellman-Eluder dimension is defined by replacing Fp, — 75 Fp+1
with Vz, 7, 7, , and D] with @1}}@ in Definition 6, where Vr, _7, 7, ., = {(fa —=Tnfrnt1)(-7pn):
feFyC(X—R)and D}, :={df(-): €I} C A(X); see Appendix F.3.1 or Jin et al. (2021a) for
more background on V -type Bellman-Eluder dimension.

V-type Bellman-Eluder dimension. The hard instance for V-type Bellman-Eluder dimension is
based on the construction of Efroni et al. (2022a, Proposition B.1), which shows that for any d = 2
(7 € N), there exists an exogenous MDP (ExoMDP) with |S| = 3 endogenous states, |A| =2, H =2,
and d exogenous factors, with the following properties:”

1. There exists a function class F such that Q* € F and |F|=d. In addition for all f € F with f #Q*,
7y is 1/8-suboptimal.
2. Forall f,f € F\Q*, we have (note that H =2)

[falesa) = Bala)]= 5 1{f =1 (12

3. Ceov < 6; this is a consequence of Proposition 8 and the fact that the ExoMDP model in Efroni et al.
(2022a) is a special case of the Ex-BMDP model in Section 3.2.

This means that if we take { ", f®,..., f““~1} to be any ordering of the set of functions in F\{Q*},

7Tf/
T~dy’ anvTy o

thenset 0, .= f,” =T, f}'] | and d}, :=d, "5 we have that for all ¢ € [d—1],
] t—1 ,
1] — , O1)2 _
EdeéﬂvaN”ﬂwg 1027]| =3, and Z(Edeé”vaN”,f<t>,z [957])"=0.

i=1

This implies that the V-type Bellman-Eluder dimension dimgg., (F,II£,¢) is at least d — 1 for all
e <1/2. Itis straightforward to verify that this construction in Efroni et al. (2022a) satisfies Assumption
1 (completeness), because functions in the class have f; =75 f5 (that is, zero Bellman error at h=1).
As aresult, since H =2, completeness for this construction is implied by Q* € F.

9Technically, the construction in Efroni et al. (2022a) has a stochastic initial state with known distribution. This
can be embedded in our framework, which has a deterministic initial state, by lifting the horizon from 2 to 3.
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Q@-type Bellman-Eluder dimension. The construction above immediately extends to (Q-type. This
is because in the construction, the value of Ry (x,-) and f5(z,-) depends only on x (i.e., is independent
of the action) for all f € F (cf. Efroni et al., 2022a, Proposition B.1). Therefore, for any f,g € F, we
have,

E , [g2(x,a)— Ra(z,a)]=E ! [g2(x,a) — Ra(x,a)]. (13)

Trvd,y o ,a~Tg (z,a)

This implies that the ()-type Bellman residual matrix

{Eu,awd;'f/ o) = Ra(w.a)] }f,f/EF\{Q*}

embeds the scaled identity matrix and, via the same argument as for V-type above, immediately
implies that dimgg (F,I1,e) >d—1 for all e <1/2. As before, we have Ceo, < 6, and F is complete. [

Proposition 19. For any d€N, there exists an MDP M with H =2 and | A| =2, a policy class 1 with
[II| =d, and a value function class F with | F|=d satisfying completeness, such that Cco, = O(1), yet
OLIVE (Jiang et al., 2017) requires at least )(d) trajectories to return a 0.1-optimal policy.

Proof of Proposition 19. We now show that that OLIVE, a canonical average-Bellman-error-based
hypothesis elimination algorithm, also suffers from the lower bound in the construction from
Proposition 4. By Eq. (12) (V-type OLIVE) and Eq. (13) (Q-type OLIVE), we know that any
sub-optimal hypothesis f € 7\ Q* cannot be eliminated until 7 is executed. On the other hand, the
construction ensures E[max, f(s1,a)] =7/8 whereas J(7*) =3/4. This means OLIVE will enumerate
over F \ Q* before finding a 0.1-optimal policy for this instance, and hence suffers from complexity of

Q(d) (|F|=d)

Proof of Theorem 5. As in Theorem 1, as a consequence of completeness (Assumption 1), the
construction of 7, and Lemma 12, we have that with probability at least 1 —¢, for all t € [T']:

() Q eF™, and (i) Y dy (z,a) (6 (x,a))” <O(B),

and whenever this event holds,

T T H
Reg < 3 (A" (rrmyen (1) =6 ) =33, oy g[S (2.0)~ (Tafilh) ()]
t=1

t=1h=1
=:6,(f)(;c,a)

To proceed, we have that for all h € [H],

t—1 t /2
1\/21 1Ed(” [(5( ))2]

T T
E (B0 [55])
; d;:) Z d(f) lvzt 1Ed(z) [( h))Q:I

t=1

T Ew[] A=
= ;th 1E 0 [(6)?] Z_:<1VX_:E‘M )
(by Cauchy-Schwarz inequality)
L Ed“) [5;:)} ’
“\Zvesieg eV
< \/SECRL(.F,H,T) -BT. (by Definition 13)
Therefore, we obtain
Reg < H\/SECg(FIL,T) -AT.
Plugging in the choice for 5 completes the proof. O
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Proof of Proposition 6. We prove a more general result. Consider a set of distributions ® C A(Z),
and a set of test functions ¥ C (£ — [0,1]). We define a generalized form of coverability with respect
to ® by

Ceov(®):= inf sup d

H . (14)
HEA(Z)deD || M || oo

We will show that, for any 7" > 0,
SEC(¥,D,T) < Ceov(D)log(T),
which is implies Proposition 6.

Going forward, we fix an arbitrary sequence {d*,d®,...,d™} CD as well as an arbitrary sequence of
{p® @ . p™} C . Following Eq. (4), we define

@* = argminsup H . (15)
peA(2)ded || M|l oo
In addition, define d* = D it d?.
Foreach z € Z, let
7( mln{ D (2) > Ceoypt* (2 )} (16)
We decompose E ;) [1] as
Ed(t) [’l/)(t>] :Ed(t) [1/J(t)(2’)]l[t<T(Z)H +]Ed(t) [¢(t)(2)1[tZT(Z)]] .
Then,
ET: Eqc) [W”]Q
t=1 1\/22 1Ed< ) [ () 2]
<3 B OO | B WO 127 an
t=1 ]‘\/Zz 1Ed(>[(¢(t))2] t=1 1VZz 1Ed<>[(7/)<t))2] 7
(1) (IT)
where we use a S b as shorthand for a <O(b).
‘We first bound the term (I),
d 2
I)< ZEdm (WO ()1t <7(2)]]
<ZEdm [t<r(2)]])’ (by () €[0,1], V€ D)
<ZEdm (t<7(2)]] (by Eqoo [L[t<7(2)]] <1)
= chz(” 1t <7(z)]
zeZt=1
- Z(d( O () p gD (5 ))
Z2EZ
(@)
< ZQCCOV
zZ€EZ
< Ceov(D), (18)
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where (a) follows because d” = (2),d" = (2) < Ceoy (D) p* (2), for all z € Z, as a consequence of
Egs. (15) and (16).

We now turn to the term (II). First, observe that

Z]l [t>7(2)]d (2)¥ ™ ()

z2€EZ

=16, 12
—;npr dm()(%gjgg) P (2)

1/t> d®
E [ _Tt(i) ]( (2)) E ]Ed< ) [(®) (by Cauchy-Schwarz inequality)
i Ximd?(2)

By rearranging this inequality, we have

- <ZZ 1[t>7(2)] (d(2))

t 1
t=1z€Z d()< )

1[t>7(2)](d(2))?
(by Eq. (16))
;%; cov 1 (2) 432521 d (2)

(A (2))*
. ZZ Ceov-11*(2) +Z§;id(i) (2)

(defining 0/0=0)

t=1z€Z
d®(2)
< maxd"™ ( ) —
;; ( isT Z::id(i)('z)‘FOCOV'M*(Z)
T
d(t)(z)
<Ceov(Dn) ) 1*(2) (by Eq. (14))
zEZZ ;Zt ld(l)( )+Ccov'/14*(z)
S Ceov(® Z w*(2)log(T (by Lemma 15)
2€EZ
= Ceov(D)log(T). (19)

Substituting Eqs. (18) and (19) into Eq. (17), we obtain
SEC(V,D,T) < Ceov (D)log(T).
O

Proof of Proposition 7. This proof provides a slightly more general result. Consider a set of
distributions ® C A(Z) and a set of test functions ¥ C (Z — [0,1]) be given. We consider an abstract
version of the Bellman-Eluder dimension with respect to © and ¥. We define dimgg (¥, ,¢) is the
largest d € N such that there exist sequences {d®,d® ..., d} CD and {¢ P W@ ... )P} C U such
that for all ¢ € [d], 1°

t—1

|]Ed(t) [1/;(0” > 5“)7 and Z (]Ed( ) [1/)(0]) <e®, (20)

i=1
fore®...,e® >e. We will show that, for any all T €N,
SEC(V,D,T) < 12%{52T+dimBE(\1/,©,s)} log(T)

which immediately implies Proposition 7.

10This definition coincides with distributional Eluder dimension (see, e.g., Jinet al., 2021a), which only differs
from Bellman-Eluder dimension on the notation of test function. We overload the notation for dimgg over this
proof for simplicity.
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A generalized definition of c-dependent sequence. In what follows, we rely on a slightly different
notion of an e-(in)dependent sequence from the one given in Jin et al. (2021a, Definition 6) and Russo
and Van Roy (2013). We provide background on both definitions below.

e-(in)dependent sequence (e.g., Jin et al., 2021a, Definition 6). A distribution v €0 is e-dependent on
asequence {v",....v™} CD if: When |E, [¢)]| > ¢ for some 1) € ¥, we also have Zle (E, o [¢])* >
£2. Otherwise, v is e-independent if this does not hold.

Generalized c-(in)dependent sequence. A distribution v € ® is (generalized) e-dependent on
a sequence {vV,...,v®} C D if: foralle’ >¢, if |E,[¢)]| > €’ for some ¢) € ¥, we also have
Zle (E, i [1])? > €. We say that v is (generalized) e-independent if this does not hold, i.e., for
some e’ >¢, ithas |E, [¢]| >¢’ but Zle (E, o [¥])? <e™.

The generalized definition above naturally induces a new implication (which the original definition

may not have): If ¢’ > ¢, then e-dependent sequence = &'-dependent sequence, or in other words,
¢’-independent sequence = e-independent sequence.

The definition of the distributional Eluder dimension (see Eq. (20)) can be written in two equivalent
ways using original and generalized definition for a e-independent sequence: dimgg(¥,D,¢) is the
largest d € N such that there exists a sequence {d™*,d®,...,d®} C D such that for all ¢ € [d]:

(i) d® ise’-independent of {d®,d®,....d*~} for some &’ >¢.
(ii) d™ is (generalized) e-independent of {d™,d®,...,d* "} <—=[by the implication above]—>
d® is (generalized) £'-independent of {d™",d®,....d*~} for some &’ > .
This indicates that the distributional Eluder dimension can be equivalently written in terms of general-

ized independent sequences. Going forward, we only use the generalized e-(in)dependent definition,
and omit the word generalized.

Setup. Letus use dimgg(e) as shorthand for dimgg (¥,D,¢). By Eq. (20), we know dimgg(¢) also
upper bounds the length of sequences {d,d®,....,d} C® and {)™" ) ,...,1p} C U such that for
allt € [d],

[Ege [6]|>e®,  and

t—1
S By ()2 <,
i=1

for e™®...,e > e (note that the square is inside the expectation which is different from Eq. (20)).
Now, for any {d®,d®, ..., d®} C © and {¢V, v, ... YD} C U, we define g =
Z:;i]Ed(i) [(1®)?2]. We will study the sequence

Eqo [P Egn [ E g [1p™]?
WBD T 1vg® T 1vgm

2n

Fix a parameter v > 0, whose value will be specified later. For the remainder of the proof, we use L(*
to denote the number of disjoint a4/ 1V 3} -dependent subsequences of d” in {d™,d®,...,d" "V},
foreachte[T].

Step 1. Suppose the ¢-th term of Eq. (21) is greater than o/, so that |E ) [1/]| > ay/TVB®. From
the definition of L, we know there have atleast L™ disjoint subsequences of {d",...,d*=} (denoted

by 6™,...,&=")) such that

L®
v 2 \Y (67N
E, [ 2> s 2 (22)
i=lyea®
On the other hand, by the definition of 3 }(: ) we have

L® t—1
DY BN Eao ()] <8¢, (23)
i=lyea® i=1

Therefore, combining Eqgs. (22) and (23) we obtain that, if |E ;) [0 ]| > a/1V B for some ¢ € [T,

1
BO>LO(1VAD)a? = LW < = (24)
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Step 2. On the other hand, let {i1,i5,...,i, } be the longest subsequence of [T, where

E o [065)

1\/ﬂ(ij)

For compactness, we use {v*,v® ... .y} abbreviate {d"*),d"2’,...,d"~) }. We now argue that there
exists j* € [k], such that for v™), there must exist at least

>a? Vje[x).

* K K
L= {dimBE(a)—i—lJ 2 dimge(a)+1 -1 (25)

a-dependent disjoint subsequences in {v",v® ... v =D} (the actual number of disjoint subse-
quences is denoted by L*). This is because we can construct such disjoint subsequences by the
following procedure:

(1) Forj€[L*], &9 < {vD}. Then, set j < L*+1.
(2) If v is a-dependent on ™ ,.... 6L, terminate the procedure (goal achieved).

(3) Otherwise, we know 9 is a-independent on at least one of GV, ..., G~ (denoted by &*).
Update &* +— &*(J{vr}, j<j+1,and go to (2).

From the definition of dimgg (o), we know if | (o) + 1, any v € Dj, must be -
dependent on @ (for each ¢ € [L*]). Therefore, such a procedure must terminate before or on
@) = L*dimgg ()4 L*. Thus, if j™* <k, termination in (2) must happen. This only requires L*
to satisfy

K
L*dim +L°<k = L'<—-——.
L dimee () ~ dimgg(a)+1

That s, as long as L* < { J , the termination in (2) must happen for some j* <k.

Kk
dimgg (o) +1

Step 3. As we discussed at the beginning, a-dependence implies o’-dependence for all o’ > «. This
means the L™ in Step 2 lower bounds max;c (L") in Step 1, because {d+),d"2,...,d""=) } is a subset
of {d®,d®,...,d"=)}. Thus, combining Egs. (24) and (25), we can obtain that,

1
— >maxL® >L*"> .
a? T telT) ~ dimgg(a)+1
This implies that
di
< ) (dimge(a )SLBQE(OZ)—%L (suppose a<1)
o

As a consequence, for any ¢ € (0,1], by setting a=+/z,

V5D ; +1. (26)

t=1

Stepd. Lete® >e® >...>¢e™ denote the sequence in Eq. (21) reordered in a decreasing fashion.
For any parameter w € (0,1] to be specified later, we have

T
A
t= 11\/21 1Ed<>[( YO)
T
STw—&—Ze(“]l(e“’) >w).

t=1

Observe that for any ¢ € [T] such that e® >w, if 21 > e® >n >w, we have
T
i=1
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< —dimge(y/n)+1 (by Eq. (26))

=< 3d (define d:=dimgg(y/w))

6d
== e® <min(tl,1>. @2n>e® >n)

Therefore,

6d
] (e® <d
E eV1(e™ >w)<d+ E T 1

t=1 t=d+1
< d+6dlog(T).
T
=Y e < Tw+dimge (v/w) +6dimge (v/w) log(7T).

=1
Selecting w=¢? implies

< 2 i .
SEC(T) < gf(‘){e T+dimge(e) }-log(T).

This completes the proof. O

F.3 DISCUSSION: RELATIONSHIP TO ADDITIONAL COMPLEXITY MEASURES
F.3.1 SEQUENTIAL EXTRAPOLATION COEFFICIENT: (Q-TYPE VERSUS V-TYPE

The Sequential Extrapolation Coefficient, as defined in Definition 8), can be thought of as a general-
ization of Q)-type Bellman-Eluder dimension (Jin et al., 2021a). In this section we sketch how one
can adapt Sequential Extrapolation Coefficient so as to generalize V -type Bellman-Eluder dimension
instead. Note that V -type Bellman-Eluder dimension subsumes the original notion of Bellman rank
from Jiang et al. (2017).

We define the V -type Sequential Extrapolation Coefficient for RL as follows.

Definition 10 (Sequential Extrapolation Coefficient for RL, V-type). Foreach h € [H|, let CDEJ, =
{df (") :mell} CA(X) and Vr, — 7, 7y ={(fn—Tnfns1)(mpn) s f € F} C (X = R). Then we
define,

SECRrL(F,II,T) = E?%SEC(VE% Frrr Oh o T).

We recall that the V-type Bellman-Eluder dimension dimgg., (F,II,¢) is defined analogously, by
replacing Fj, — ThFh 41— VF, 7, 7., and D}l =D}l in Definition 6.

Lastly, we give a V -type generalization of Definition 2 (i.e., coverability w.r.t. state only), for a policy
class IT as follows:
dj,

Kh

27)

Ceovy i= inf sup ‘

ul,...7MH€A(X)7T€Hth[H] S

As a simple implication, we have Ctoy.y < Ceoy < Ceovoy - | Al

Note that the V -type variants of sequential extrapolation coefficient, Bellman-Eluder dimension, and
coverability differ from their Q-type counterparts only in the choices for the distribution and test
function sets. Since our proofs for Propositions 6 and 7 hold for arbitrary distributions and test function
sets, we immediately obtain the following V' -type extensions of Propositions 6 and 7.

Proposition 20 (Coverability = SEC, V-type). Let Ceoy.y be the V-type coverability coeffi-
cient (Eq. (27)) with policy class 1. Then for any value function class F, SECr(F,IL,T) <
O(Ceoyy-log(T)).
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Proposition 21 (Bellman-Eluder dimension = SEC, V-type). Suppose dimgg.,(F,IL,€) be the
V -type Bellman-Eluder dimension with function class F and policy 11, then

SECRr(FILT)<O <iI>1E{52T+dimBE_V(f,H,5)} ~1og(T)> .

As shown in Jin et al. (2021a), GOLF (Algorithm 1) can be extended to V -type by simply replacing
Line 3 in Algorithm 1 with sampling (sp,,an,7,5h+1) ~ d;Lt) X Tunif (S~ d;f) and aj, ~unif(A)) each
h € [H]. By slightly modifying the proof of Theorem 5 one can obtain similar sample complexity
guarantees based on the V -type Sequential Extrapolation Coefficient. We omit the details here, since
the only differences are 1) a V-type analog of Lemma 12 (provided by Jin et al., 2021a, Lemma 44); and
2) trivially upper bounding the quantity Ed;n o (® [(657)?] (used in SECgy.,) by | A .Ed;f) - [(8:)?]

(controlled by in-sample error). Note, however, that due to the uniform exploration, this algorithm
leads to a sample complexity guarantee of the form

Jw) (7 <0 (H\/ SECRL (AL )| Allog (*H L) ) 7

T

but not a regret bound.

F.3.2 CONNECTION TO BILINEAR CLASSES

The Bilinear class framework (Du et al., 2021) generalizes the notion of Bellman rank (Jiang et al., 2017),
which captures various more structural conditions via an additional class of discrepancy functions. In
this section we sketch how one can generalize the sequential extrapolation coefficient (SEC) further by
allowing for the use of general discrepancy functions to form confidence sets and estimate Bellman
residuals, in the vein of Bilinear classes.

Definition 11 (Gen-SEC). Ler Z be an abstract set. Let U C (£ — R) be a function class, and let
Do (={dy ¥ e V})Po(={py: e V}) CA(Z) be two corresponding distribution classes, and
Ly (={ly:9 € T})C(Z—R) be acorresponding discrepancy function class. The Gen-SEC for
length T is given by

SECgen(\I/ D9 P8 T) {i Edq/;(t) [1//<t)]2 } (28)
3y WP ,~T, = sup — :
PO LM ev | y4 1\/22:%EP,¢,(1> [gi,(t)]

To apply the generalized SEC to reinforcement learning, one can set (for each level h) ¥ = Fp, — T, Fp 41,
Do ={d}(-,-):me€llr}, and Py = {(d] X Test,p,, ) (-,) : T €L}, where (dx ) (z,a) =d(z)m(a|x)
(forany de A(X), me (X = A(A)) and (z,a) € X' X A), and Test ., denotes the estimation policy
depending on ¢, (e.g., greedy policy w.r.t. ¢}, or uniformly random policy over .A). The discrepancy
function class £y can be selected according to the original Bilinear rank for covering various structural
conditions, and setting £¢ = W recovers the original SEC.

By combining GOLF and Theorem 5 with the approach from Du et al. (2021), one can provide sample
complexity guarantees that scale with the Gen-SEC. We omit the details, but the basic idea is to form
the confidence set using the discrepancy function class £y rather than working with squared Bellman
error.

Bounding the generalized SEC by bilinear rank. In what follows, we show that the abstract version
of the Generalized SEC in Eq. (28) can be bounded by an abstract generalization of the notion of
Bilinear rank from Du et al. (2021).

Definition 12 (Bilinear rank, finite dimension (Du et al., 2021)). Let Z be an abstract set. Let
U C (Z — R) be a function class, and let D¢ (= {dy : ¥ € V}), Py (= {py : ¥ € V}) CA(Z) be
two corresponding distribution classes, and £¢(:= {{y : ¢ € ¥}) C (£ — R) be a corresponding
discrepancy function class. The class V is said to have Bilinear rank d if there exists 1* € ¥ and

functions X,W C (¥ —R?) such that 1) dpeulXW)l2<land }>, co|W(¥)|2< Bw, and 2)

Ea, W] < (W () =W ("), X ()] Vpev,
Ep, [ly]= (W @) =W ("), X ()| Vyp'el.
We define dimp; (U, D¢ Py ,Lw) as the least dimension d for which this property holds.
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Proposition 22 (Bilinear rank =—> Gen-SEC). Suppose SEC®*"(¥, Dy, Py, Ly, T) and
dimpi (¥, Dy, Py, Lv) be the gen-SEC and Bilinear rank defined in Definitions 11 and 12 with
respect to function class U, distribution classes ©y and ®, and discrepancy function class £y. Then
we have,

4B, T
SECge”(\II,qu,‘Bxp,EmT)§dimbi(‘1”®\1’m‘1”2‘l’)log<l+ ] )

Proof of Proposition 22. Throughout the proof, we use d*, p™ and £ as the shorthands of dyw),
Py and £y, . We study the quantity,

T

E g [ ]2 <9 = E g [ ]2
Z tlp rpn)2 Z t=lm o2
1VZ¢:1E;¢“)[(€ ) ] 1+Z Epu) [f ]

t=1 t=1

By Definition 12, we have

E oo [ V)2 < [(W () =W (%), X ()7,

and

1+ZE<>”’ —1+Z| (©) =W (), X ()]

T

> (W(w“))fW(w*)) Si(W (W) =W ()
= [ W () =W ("),
where ¥ := 432 I+ lX(”Q/J(”)X(@/J(”)T-

‘We bound
B [0 )2 < (W () =W (%), X ()
t *\ (12 0\ [12
< W) =W (@)ls, IX@)lg-1,
which implies
T T
E (t) w( ) t
e RIS
t=1 H‘Z Ep( 1€ t=1
det( T)
<21 —_—
= Og(da(&))
4B%2.T
g2dimb;(\II,©q;,‘I,3q,,2g,)log(l+ Zl/v >,

where the last two inequalities follow from the elliptical potential lemma (Lattimore and Szepesvari,
2020, Lemma 19.4). Putting everything together, we obtain

4B3,T
SEcge”(\I:,m,m,qu,T)§4dimba(‘1’a®\v’%’2“f)log(H i )

G EXTENSION: REWARD-FREE EXPLORATION

Reward-free exploration investigates is a problem where 1) the learning agent interacts with an
environment without rewards, aiming to gather information so that 2) in a subsequent offline phase, the
information collected can be used to learn near-optimal policies for a wide range of possible reward
functions (Jin et al., 2020a; Zhang et al., 2020; Wang et al., 2020a; Zanette et al., 2020b; Chen et al.,
2022). This section provides a reward-free extension of our main results, and gives sample complexity
bounds based on coverability for a reward-free extension of GOLF.
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Function approximation. We assume access to a value function class JF, which is used for the offline
optimization, and a function class, G, which is used for the reward-free exploration phase. Following
the normalized reward assumption, we assume g5, € X’ x A—[0,1], V(g,h) € G x [H].

We define P}, as be the “zero-reward” Bellman operator for horizon h € [H|. That is, for any g, € Gy,
and any h € [H],

(Prgn+1)(@nsan) =Y _Pr(@nir|znan) max guir(zhr1,ansr)-
apt1€A

x!

We let R denote the target reward function used in the offline phase, which is not known to the algorithm
in the offline exploration phase. We make the following assumption.

Assumption 2 (Reward-free completeness). Let 71.r be the Bellman operator with the target reward
function R, and F be the function class used to optimize the target reward function. Then for all h € [H]
(a) PrGn+1€Gn forall gni1 € Gpi1
(b) Frn—ThFnt1 SGn—PnGni1-

Analogous to Assumption 1, Assumption 2(a) is used to control the squared Bellman error with zero
reward. Assumption 2(b) guarantees that the class of test functions of interest for the reward-free
exploration phase (G, — P, Gr+1 for layer h € [H|, see Algorithm 2) is sufficiently rich relative to the
relevant class of test functions for the offline phase (Fy, — Tp, Fp,+1 for layer h € [H], see Algorithm 3).
Without loss of generality, we assume that |G| =max{|F|,|G|}.

Reward-free Sequential Extrapolation Coefficient. The main guarantees for this section are stated
in terms of a reward-free variant of the sequential extrapolation coefficient, which we define as follows.

Definition 13 (Sequential Extrapolation Coefficient for Reward-Free RL). For each h € [H], let
@1};{9 ={d} :mellg} and G, —PrGn+1:={9n —Prgn+1:9€G}. Then we define,

SECRL(9.11g.T) = max SEC(Gr —PuGr+19,° T):

Using the same arguments (and same proofs) as Section 5.2, the reward-free variant of sequential
extrapolation coefficient can be shown to subsume coverability (as well as reward-free counterpart of
the Bellman-Eluder dimension, which we omit).

G.1 ALGORITHM AND THEORETICAL ANALYSIS

Algorithm 2 Reward-Free Exploration with GOLF
input: Function class for reward-free exploration G.
initialize: D} < @, Vhe[H]. G +G.
1: forepisodet=1,2,....7 do
Select policy 7" <), where g =argmax ¢ ge—1) g(x1,mg.1).
Execute 7*) for one episode and obtain {z{",a{” xy’ ... %] ,a%] x| }.

2
3
4: Update historical data D} ¢ <~ D}, " U{ (2} ,a},” 2} 1) } Vh € [H].
5

I
Compute confidence set:

G {gegzﬁﬁff,f(ghaghﬂ)_ min L3 (9hsgn+1) < Bes, YhE [H] }v (29)
h

Ih

2
(t) /. _ o ’
where L} ((g.9)= > [(g(x,a) maxg'(+',a )) ],Vg,g €g.

(z,a,m’)E'DfLi)ﬁ

[*))

: Select t*<—argmint€mg<lt>(xlmif»).
7: Returndata D}t ", Vhe [H].
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Algorithm 3 Offline GOLF with Exploration Data and Target Reward
input:
* Target reward function, R.

¢ Function class F for offline RL.

* Exploration data from Algorithm 2, denoted by Dy, ¢, Vh € [H].
1: Compute confidence set:

]—‘(°ﬁ)<—{f€]-':£§fm(fh,fh+1)— min ;:ﬁ)(f},wchrl)<ﬁoff7vh€[H]}’ (30)

1 €Fn

2
where L3V (f,f) = Z [(f(gma)—R(w,a)—rrllaﬁf’(x’7a’)> 1,Vf7f/€}".

a’'e
(z,a,2")EDp

2: Return 7w <— 7 where f: argmax ¢ zm f(T1,7m5.1).

Recall that the key ideas in GOLF are: 1) using optimism to relate regret to on-policy average Bellman
error; 2) using squared Bellman error to construct a confidence set, which ensures optimism. In the
reward-free setting, one can apply these ideas by running GOLF (Algorithm 2) with rewards set to
zero. Intuitively, this strategy ensures exploration because the algorithm must explore to rule out test
functions in G. However, a-priori it is unclear whether running some standard offline RL algorithms on
the exploration data produced by this strategy should lead to a near-optimal policy, especially given
that the PAC guarantee of GOLF relies on outputting a uniform mixture of all historical policies (see,
e.g., Corollary 2).

To address such issues, one can imagine that, if we know which is the best over all historical policies
(say, 7+ for some t,), could running one-step GOLF on the exploration data at ¢, (Algorithm 3)
guarantee to find a good policy? Note that, for the original GOLF algorithm (in the known-reward case),
running so directly reproduces 7*+). Although knowing which is the best over all historical policies
seems impossible in the known-reward case, thanks to the reward-free nature, we will show that the
value of g(z1,74,1) directly captures “how bad is ¢g” (akin to the regret in the known-reward case),
which allow us to find the best step over the reward-free exploration phase.

The following result provides a sample complexity guarantee for this strategy.

Theorem 23. Under Assumptions 1 and 2, there exists an absolute constants ¢, and co such that for
any 6 € (0,1] and T € N, if we choose Bo = c1 - log(THIG|/s) and Bes = (c1+c2) -log(THIG/s) in
Algorithms 2 and 3, then with probability at least 1 — 0, the policy T output by Algorithm 3 has

J(m*)=J(7) <0 (H\/SECRL,H(QHQ’T)IO%(THgl/5)> .

T

We defer the proof to Appendix G.2. We also introduce the following two lemmas, which are key to
adapting the known-reward results to the reward-free case.

Lemma 24 (Reward-free exploration overestimates regret). For any f € F, let g be defined as
gn = [n _ﬁlrfh+1 + Prgni1, Vh € [H|. Then for any (z,a,h) € X x A x [H], we have gp(z,a) >
fn(z,0)—Qp7 (z,a).

Since the Q-function for all policies in the zero-reward case are zero, Lemma 24 guarantees that, regret
in the reward-free exploration phase—(g1 (x1,74,1) —0) always upper bounds its counterpart of the
offline phase—(f1 (z1,7¢,1) — @}’ (z,7,1)). Equipped with the optimism argument, we can show that
if g1(x1,m4,1) is small, its corresponding 7 ¢ (the f with f, —Tr frr1=9n—Prgn+1, Yh € [H]) also
has small regret.

Lemma 25 (Reward-free exploration has larger confidence set). Suppose Assumption 2 holds and
under the same conditions as Theorem 23. For any f € F©® (defined in Eq. (30)), there must exist
g€ G (defined in Eq. (29)), such that fr,— Ty, frr1=9n—Prgn+1, VR E [H].

Lemma 25 ensures that the reward-free version space G“+~* subsumes the offline version space F©".
Thus, we can use the metrics during reward-free exploration to upper bound that of the offline phase.
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G.1.1 RELATED WORK

Our approach adapts techniques for reward-free exploration in nonlinear RL introduced in Chen et al.
(2022). In what follows, we discuss the connection to this work in greater detail. We focus on the
Q-type results of Chen et al. (2022), but similar arguments are likely apply to the V' -type.

Briefly, Chen et al. (2022) extends the OLIVE algorithm to the reward-free setting by using the idea
of online exploration with zero rewards. The most important difference here is that, as discussed
in Section 5, since OLIVE only considers average Bellman residuals, it cannot capture coverability.
Beyond this difference, let us compare the completeness assumptions in Assumption 2 to those made
in Chen et al. (2022). We will show that the completeness assumption used by Chen et al. (2022,
Assumption 2) is a sufficient condition for ours (Assumptions 1 and 2). In our notation, Chen et al.
(2022),use F:=¥+ R:={t1.5(-,") + R1.1 (+,-) : v € U} for some function class ¥ during offline
phase, and select G := U — U := {¢p1. 5 (-,-) — 1.4 (+,-) : ¥4’ € U} for the reward-free exploration
phase. Thus for any h € [H|, we have: For Assumption 1 and Assumption 2(a):

77L-7:h+1 - Rh +,Ph(leh+1 +Rh+1)

CRyL+Y,=Fp. (by Chen et al. (2022, Assumption 2))
PrGht1=Pr(Ynt1—¥hi1)
CU1 =Y 1=Gp. (by Chen et al. (2022, Assumption 2))

For Assumption 2(b):

Fn—=ThFrnt1="p+Ry—Rp—Pn(¥prt1+Rrt1)
=0, —Pp(¥pt1+Rit1)

C U, —Uy,. (by Chen et al. (2022, Assumption 2))
Grh=PrGni1=Yn =Y —=Pr(¥ny1—Vni1)
DUy —Vy,. 0eV,11—TYpt1)

== Fn—=ThFnh+1 S Gn—PnGns1-

G.2 PROOFS

We first present the following form of Freedman’s inequality for martingales (e.g., Agarwal et al.,
2014).

Lemma 26 (Freedman’s Inequality). Let { X, X® ... . XD} be a real-valued martingale difference
sequence adapted to a filtration {F | F @ . FD} (ie, E[X® | V] =0, Vt € [T)). If
| X ®| < R almost surely for all t € [T), then for any n € (0,1/Rr), with probability at least 1 — 4,

S S log(/e)
ZX“)SWZE[(X“))Q ’ :gzu—n]_i_ )
t=1 t=1 K

‘We now provide proofs from Appendix G.1.
Proof of Theorem 23. Over this section, the test function class is selected as
5;;’>rf(a:h,ah) =g, (zp,an)— (?hg;ltll)(xh,ah), V(ht) € [H]x[T].

By Theorem 5 (setting reward to be zero and replacing everything regarding F to G), we have

T H
SOY 0 05| < HyJTSECRL#(G g T) 5 31

t=1h=1
For any (h,t) € [H] x [T], we have,

E g0 [(Prgiiy) (zn,an)] = E o

Z]Ph(xh-i-l ‘ xh,ah)amaé(Ag;;jrl(wh+17ah+1)]
h+1

x!

=By

Z]Ph(xh—i-l \ xh,ah)gfﬁrl (Ths1,m)
I/

(m® is the greedy policy of g*)
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= Ed;tj-l [g;lt-)ﬁ-l (l'thl ,ah+1)} . (32)

Therefore, we know

Z]Ed(t) [ h rf} =

E, e (95" —Prg;]

M= an

= (Ed(ht) (92" ] =By, ) (by Eq. (32))
= ]Ed(f> [05"]
=g (z1,m)"). (33)
Now, since
t, :==argming\” (z1,7{"),
te[T]
then,

(t*) (t ) (f) (t)
g1 ¥ E 9" (z1,m7”)

1 ¢
_ TZZE 20 [004] (by Eq. (33))
t=1h=1
< H\/SECRL,rf(%Hg7T)5rf7 (34)

where the last inequality follows from Eq. (31).

By Lemma 25, we know there exists a g € G**~, such that fh —Thth =9n—Prgn+1, Vhe[H]. In
addition, we can obtain

Sf(xlﬂTfl)—J(Wf) (by Lemma 12)
/9\(3?1’775,1)- (by Lemma 24)
Therefore, we have
J(@*)=J(m5) <g(w1,mg,1)
<o (i)

< H\/SECRL,rf(%HQ’T)ﬁ"f_

Plugging back the selection of 3,f completes the proof. O

(by Eq. (34))

Proof of Lemma 24. We establish the proof by induction. For i = H, the the inductive hypothesis
holds because gy = frr — Ry = fu — Q% -

Suppose the inductive hypothesis holds at A+ 1, we have for any x € X,
Gh+1 (x,a) > fh+1 (x,a) - Q;;ril (a:,a), Vae A.

= gh1(T,7fht1) 2 frg1 (@7 f pg) —Q2i1($7ﬂf,h+1)-

= maxgn1(2,0) 2 1 (@,77,041) —Q L@ ng).
= gn+1(T,Tg.nt1) > frr1(@,7p g1) — h+1( ). (35)

Then, as gn, = fr, — Th fr+1+Prgn+1, we have for any (z,a) € X' x A,

1 (0)= 11 00) =R (00) =B i ()| + B gm0
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(2,0) = Rp(2,0) +Eqr |z algnr1 (2" g ny1) = farr (2,7 p oy

> fu(2,0) = Ri(2,0) + Egrjp 0 [ Vi f (2)] (by Eq. (35))
(2,0) — (R (2,0) +Eyr (g0 [Viiy (2)])

= fn(z,0)=Q}’ (z,0).

Therefore, we prove that the inductive hypothesis also holds at & using the inductive hypothesis at
h+1. This completes the proof. O

Proof of Lemma 25. Over this proof, we use d;f’ as the shorthand of d’gm . The proof of this lemma
consists of two parts.

(i) There exists aradius 31, such that for any g € G, if such g satisfies

to—1
ZEdEt) {(gh*Phth)Q <p1, Vhe[H]
t=1

then ge GU'+—Y,
(ii) There exists another radius (32, where 35 < 31. For any f € F°ff, we have

ty—1

> By |(fa=Tafur1)®| < B2, Vhe H).
t=1

Proof of part (i). Forany (¢,h,9) € [T] x [H] x G, let Y\ (g) be defined as

(t) (t)

: , 2 2
Y7 (9) = (gn(zy ap)) = ghe1 (), 17g.1)) " = (Prgnar) (@) ay)) = gnaa (25, 15mg,1)) "

Also, let Z," be the filtration induced by {z{”,a{” 25 ,a5’,...,x% }t_,, and we then have

E[Y"(9) | Z ] =E 0 [(9n—Pagns1)’] (36)
and

V[YiO(9) | Fi V) <E[(G0(9) | F 0 2BV (9) | F V) = 2B g0 (90— Phgnia)].

Now, let Y\ (g) = Y,\"(9) —E[V}\"(9) ‘ F3' V], so that {Y, (g)}th1 is a martingale difference

sequence adapts to the filtration {.Z, “)} .y and [Y,{”(g)| < 2 almost surely. Then, by applying
Lemma 26 with a union bound, we have for any (h,g) € [H] x G and any n € (0,1/2), with probability at
least 1—4,

t,—1 ty—1

: : log (1]
3 Y, <77§ E[ (V(g ‘mt 1>} Og(n/‘s)
t=1

t,—1

<nZE[ vi9(9))° | y,;t—whwng'/&)

(variance is bounded by the second moment)
to—1
* log (HIG]
< nZE Y (g) | 75 "]+ M. (|Y,”(g)| <1 by its definition)
n

ty—1 te—1 t,—1

=Y ¥ <nZJE V0 () | ] + 128 'g‘/é ZE [V (g) | Z0]
=1

(by the definition of Y, (g))
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to—1
< . . log(HI91/s
=(14+n)Y_E[Y,"(g9) | Z\ 1)]+g(n/)' (37)
If some g € G satisfies
t.—1

ZEd;w [(ghfph,ghﬂ)ﬂ <pi1, Yhe[H],
=1

= 'E [Yh@ (9) ‘ 3’},,"‘”] by Eq. (36)

then by Eq. (37), we have for any h € [H]

te—1

STV < (L+mbi+

t=1
< 3(B1+log(H191/5)). (e.g., by picking n=1/3)

log(H191/5)

So we only need to guarantee

3-(B1+log(H191/5)) < By

e h< @_bg(mgvé). (38)

Proof of part (ii). Similar to (i), for any (¢,h,f) € [T] x [H] x F,let X" (f) be defined as
t t t t t t 2
X ()= (fulzy)ay)) = R(z) ay”) = faia (@3)1.11g))
t t t 2
—((Tafu) () ai”) = R(@y” ai)) = faga (@31 7 g n1))

Alsolet X, (f) =E[X;"(f) | Z' "] = X;7(f), so that {)_(,(;)(f)}t:l is a martingale difference
sequence adapts to the filtration {.7," }thl, and | X" (f)| <2 almost surely.
Thus, by same arguments as Eqs. (36) and (37) (as well as applying Lemma 26), we have

E[X"(F) | Z4°) =By [(fa =T fus1)’] (39)
and for any (h,f) € [H] x F and any 7 € (0,1/2), with probability at least 1 —4,
to—1 t—1 to—1
: : log(HIFIfs) %
B | 2 ) <o DBl | 7]+ S )
n
t=1 t=1
SR o) | o] < 087 RS
— (-0 Y_E[X ()| AT ===+ D X0, (40)
t=1 t=1

Therefore, if f € F©", we have

S -~ ty—1
t + , ) 2
DXV =Y Unlay ay) = fara @i imrne) = Y (Trfua) (@0l = fr (@37 g )
- - t=1
t,—1 (t) 9 ) to—1 e ., 2
< Z fu(@ysap)) = frer (@) 7)) ~ min (fr (s i) = fagr (25 1T pne1)
h=h =1
< E;:ff)(fhy }(Lii*_)l)—f?gghﬁﬁloﬁ)(fé,f}i:)l)
< Boff- "
We then combine Egs. (39) to (41) and obtain
t*71
D g |(fn=Tifin)?) = ZE (X5 [ 73] (by Eq. (39))
t=1
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log(#IF/s) 1 =,
X, (f) (by Eq. (40))
(1=n)n 1*77; g

< log(HIF1/s) 1

+ Boff (by Eq. (41))
(I=mn 1-7
< 5log(HIF1/5) 42 (by e.g., setting n=1/3)
=52
So we only need to guarantee
Slog(H171/5)+2Bof = 2 < f1. (42)

Putting everything together. By Eqs. (38) and (42), we know we only need the following inequality
to hold:

Slog(HIF1/8) 42 B0 < % —log(H191/s).
= Bt > 65+ 18log(HI91/5).
This is satisfied via the condition of Theorem 23.

Combining (i) and (ii), we can simply obtain for any h € [H],

ty—1

{In=Tufnsr: feFT}C {fhmh+1: > Eyo|(fa=Tifnsr)’] <Baivhe [H],fef}
t=1
(by (ii))
ty—1
< {gh—thh+15 ZEd;‘) [(g}L_thh+1)2:| <p1,Vhe [HLQEQ}
- (by Assumption 2 and 32 < 31)

C{9h—Prgn+1:9€G" "V} (by (1))

This completes the proof. O
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