Can Large Language Models Build Causal Graphs?
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Abstract

Building causal graphs can be a laborious process. To ensure all relevant causal pathways have been captured, researchers often have to discuss with clinicians and experts while also reviewing extensive relevant medical literature. By encoding common and medical knowledge, large language models (LLMs) represent an opportunity to ease this process by automatically scoring edges (i.e., connections between two variables) in potential graphs. LLMs however have been shown to be brittle to the choice of probing words, context, and prompts that the user employs. In this work, we evaluate if LLMs can be a useful tool in complementing causal graph development.

1 Introduction

Advances in causal inference have important implications in empirical research as most research questions asked in the health and medical context are not associational, but causal in nature. Examples of such research questions include: What is the efficacy of a given drug in a given population? What is the expected effect of a given intervention on a specific outcome? Common amongst these research questions is the desire to uncover the cause-and-effect relationships amongst a set of variables i.e., treatments, interventions, and outcomes. Such causal questions cannot be answered from (observed) data alone or from the distributions that govern said data [18]. In addition, external knowledge is needed to understand the underlying data-generating mechanisms to enable the setup of an appropriate ‘inference engine’.

Causal diagrams play a central role in causal inference because they encode contextual knowledge of the observable and unobservable variables, and their causal dependencies. Causal inference pioneer Judea Pearl refers to the nodes in a causal diagram as a “society of listening variables” [19]. The term “listening” stresses the defining property of directed and acyclic relationships between the variables, i.e., listening being asymmetrical, variable A listening to variable B, does not imply variable B listening to variable A, motivating the commonly adapted nomenclature of Directed Acyclic Graphs (DAGs) [5,4].

The first step when aiming to address causal questions using data is to draw a causal diagram e.g., a causal DAG. However, with the growing complexity and depth of health and medical knowledge being generated and increasing availability of new research articles daily, research databases are reaching dimensions that limit the possibility of parsing through the enormity of evidence needed to craft comprehensive DAGs [20]. Though expert opinion is the most valuable tool for drawing DAGs, experts do not always generate perfect DAGs, sometimes missing important confounding pathways [16]. Additionally, obtaining the opinions of numerous experts is costly both in time and resources. Thus, the ongoing developments of Large Language Models (LLM) may offer promise to help overcome some of these challenges by leveraging existing text data that may express causal sentiments (e.g., “X causes Y”).

This research aims to answer the question, "Can large language models help researchers build causal diagrams in the medical context using existing text data?" Here we will conduct experiments to
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Figure 1: **Overview of the evaluation.** To predict the structure of a given causal graph, for every ordered variable pair, we scored two statements using GPT-3, where the first statement implied the presence of an arrow and the second implied the absence of an arrow. GPT-3 was accurate if the correct statement had a higher accuracy score than the incorrect statement. For example, GPT-3 would be accurate if the statement implying the presence (or absence) of an arrow had a higher accuracy than the incorrect statement and the arrow was present (or absent) in the true DAG.

determine under what conditions (e.g., prompt engineering, use of alternative language) GPT-3 [1] is able to provide accurate answers regarding the relationship between variables in a medical context and what are its limitations in doing so.

The main contributions of this paper are:

- Determining whether GPT-3 can signal the presence or absence of an edge between two variables in a directed acyclic graph from the medical context.
- Evaluating whether the use of certain language in prompts or linking verbs improves the classification accuracy of GPT-3.
- Exploring the limitations of GPT-3 in understanding the causal relationships between variables in the medical context.

2 Background

2.1 Large language models

Large language models capture non-trivial relationships and knowledge about the datasets they have been trained upon. This knowledge has the possibility to unlock numerous applications in healthcare such as summarizing research papers, assessing patient risks from subjective symptoms, and diagnosing patients from clinical notes.

Although LLMs perform well on general natural language processing (NLP) tasks, its performance has been shown to be sensitive to its prompt [15][2]. The advent of prompt-based learning introduced a possible solution to context sensitive text, by querying LLMs with a prompt that uses in-domain examples or task descriptions [14]. For example, chain-of-thought prompts such as "Let’s take this step by step” have been shown to trigger multi-step reasoning in solving arithmetic problems [11]. Such prompts have also been shown to significantly improve performance in reasoning about medical questions [13].

Large language models are also sensitive to the type of text data they are trained on. For instance, GPT-3 [11] was trained on the corpus of text information on the internet. As one can imagine, the entirety of the internet would include a range of text data from lay and casual use of language on social media to more formal language in news articles. These differences in writing styles may influence the frequency of the use of causal language describing non-causal relationships. For instance, an individual writing a social media post may use the word ‘cause’ more lightly than medical researchers in medical journals.
Figure 2: **Ground Truth DAGs.** Four DAGs illustrating well-known exposure-outcome effects in the medical literature. DAG (A) represents the simplest DAG evaluated by GPT-3. DAGs (B-D) represent more complex structures involving a collider variable (node with two arrows pointing into it e.g., 'respiratory disease', 'body weight', and 'heart failure') with a common cause with the outcome.

### 2.2 Causal diagram overview

Causal models are typically accompanied by graphical representations i.e., Directed Acyclic Graphs (DAGs) which are acyclic graphs that succinctly illustrate the qualitative assumptions made by the models, not captured by conventional statistical models or machine learning algorithms [3, 5].

In epidemiological research, DAGs have a variety of purposes including: (1) representing the causal relationships amongst variables [3, 4, 17]; (2) identifying the potential confounding variables which need to be controlled for in order to estimate causal effects [4, 17, 21, 10]; and more recently (3) as a means of classifying the types of causal relationships that may give rise to selection bias [9].

A DAG is composed of variables (nodes), both measured and unmeasured, and their connections are displayed via line segments (directed edges) [5, 9]. The absence of an arrow between variables indicates the lack of a direct relationship between the variables. If the edge has an arrowhead, the variable at the tail is the parent node and the variable at the arrowhead is the child node [4]. An edge or arc is any line (with an arrowhead or not) that connects two variables [3]. The main characteristics of DAGs are that they are: (1) directed i.e., the edge has a defined direction (arrowhead), and (2) acyclic i.e., lack of cycles or loops within the graph.

A DAG is causal if: (1) the arrows between variables can be interpreted as direct causal effects, and (2) all common causes of any pair of variables are present [9]. The causal effects are ‘direct’ relative to certain degrees of abstraction in that the DAG does not include any variables that may mediate the effect [4]. As the name suggests, DAGs are acyclic because a variable cannot be the cause of itself, either directly or indirectly through another variable i.e., there are no feedback loops; as illustrated by each DAG in Figure 2 [9]. Additionally, in DAGs, causal pathways are represented with directed paths from the starting variable to the final variable; thus, a variable is the cause of its descendants and an effect of its ancestors [4].

### 3 Experiments

#### 3.1 Experimental details

To empirically assess the potential effectiveness of LLMs in building DAGs, we used four DAGs representing well-known exposure-outcome relationships in the medical literature (Figure 2) as the Ground Truth. These DAGs are varied in complexity, amount of variables, and reflect different medical contexts. For a DAG of \( N \) variables, there are \( \binom{N}{2} \) possible edges between two variables, and there are twice this amount of possible arrows since the arrows are directed. For example, a DAG of 4 variables has \( 2 \times \binom{4}{2} = 12 \) possible arrows.
For each DAG, we looped through every ordered variable pair, and asked GPT-3 to score two statements per pair: (1) one implying the presence of a directed edge from variable 1 to variable 2, and (2) one implying the absence of a directed edge from variable 1 to variable 2. The presence or absence of an edge between two variables is a binary decision (Yes / No), thus, we defined the prediction as accurate, if GPT-3 scored the correct statement higher than the incorrect one. We reported the accuracy or the proportion of correct predictions of our model.

3.2 Results

Q1: Does using prompt engineering lead to more accurate answers? We investigated if the prediction accuracy of GPT-3 could be improved by prompting the statements with a reference to a medical authority. For example,

"According to X, var1 increases the risk of developing var2",

instead of

"Var1 increases the risk of developing var2" (baseline),

where X is an individual or entity with medical authority or expertise, e.g., medical doctors, medical studies, or "Big Pharma". These prompts were chosen as they vary in their credibility with the public. We found that in 2 cases (Diabetes and Obesity DAGs) prompt engineering did not help and baseline (no prompting individual or authority) outperformed all other prompts. While in 2 other cases, the "According to medical doctors," prompting significantly improved the accuracy of GPT-3. Interestingly, conditioning on "According to Big Pharma," decreases the accuracy of 3 of the 4 DAGs compared to the baseline. Furthermore, prompting the model on medical studies or medical doctors resulted in different results for half the DAGs. See Table 1 for all results.

<table>
<thead>
<tr>
<th>DAG name</th>
<th>Prompt</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol</td>
<td>Baseline</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>Big Pharma</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Medical doctors</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>Medical studies</td>
<td>0.67</td>
</tr>
<tr>
<td>Cancer</td>
<td>Baseline</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Big Pharma</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Medical doctors</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Medical studies</td>
<td>1.00</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Baseline</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>Big Pharma</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Medical doctors</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>Medical studies</td>
<td>0.42</td>
</tr>
<tr>
<td>Obesity</td>
<td>Baseline</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Big Pharma</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Medical doctors</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Medical studies</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 1: Prompt engineering: The medical authority used to prompt the statement.

Q2: Does the verb used to denote the relationship between the variables have an impact on accuracy? For instance, "Variable 1 X Variable 2" where X represents the verb (or phrase) that denotes the relationship between the variables, e.g., "causes" or "increases the risk".

Our results demonstrated that while no verb consistently improved classification accuracy, the choice of verb linking the two variables of interest influenced accuracy. "Increases risk" had the highest accuracy for three of the four DAGs. Though it did not achieve the highest accuracy in the Alcohol DAG. Overall, the use of 'cause' yielded decent results for all DAGs. Results are reported in Table 2.

Q3: Does specificity in language improve accuracy? We investigated if making our statements more specific or descriptive improved GPT-3’s accuracy.
Unsurprisingly, rephrasing the "alcohol" variable to "excessive alcohol consumption" increased the accuracy of GPT-3 on the Alcohol DAG. However, being more specific about the number of cigarettes being smoked and using a clinical term to qualify obesity resulted in worse accuracy for the Cancer and Obesity DAGs. Overall, in this analysis, more specific statements did not increase the accuracy and often resulted in worse accuracy for different linking verbs. Results are reported in Table 3.

Table 3: Specificity: More extensive descriptions of variables/concepts.

<table>
<thead>
<tr>
<th>DAG name</th>
<th>Variable Name</th>
<th>Linking Verb</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol</td>
<td>Alcohol</td>
<td>Cause</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Increases risk</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Excessive alcohol consumption</td>
<td>Cause</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Increases risk</td>
<td>0.67</td>
</tr>
<tr>
<td>Cancer</td>
<td>Cigarette smoking</td>
<td>Cause</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Increases risk</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>Smoking 100 cigarettes a day</td>
<td>Cause</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Increases risk</td>
<td>0.58</td>
</tr>
<tr>
<td>Obesity</td>
<td>Obesity</td>
<td>Cause</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Increases risk</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>Excessive fat accumulation</td>
<td>Cause</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Increases Risk</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Table 2: Linking verb: The verb or phrase used to link the two variables of interest.

4 Discussion

In this work, we explored if LLMs could be used to complement and speed up the workflow of researchers by automatically scoring edges in potential DAGs. For the relatively simple and well-studied DAGs that we tested GPT-3 on, the results were overall encouraging as the performance reached much higher than 50% accuracy (random guessing) on all DAGs for at least one of the tested settings (e.g., prompt or linking verb). In this analysis, we found that GPT-3’s accuracy performance was influenced by different prompts and linking verbs between variables of interest.

To the best of our knowledge, this is the first study to examine using LLM for causal diagram development in the medical context. Though there is growing interest, to date, there are few studies exploring the utility of LLM in causal diagram development. A recent study by Willig et al., (2022) [23] compared the performance of three query LLMs in making causal graph predictions in a general context. There also has been some interesting works applying causal inference in the LLM context. For instance, Vig et al., (2020) [22] investigated gender bias present in LLM using causal mediation analysis. Feder et al., (2022) [2] released a preprint of a consolidated exploration of causal inference.
situated in NLP. These works suggest more focus is being devoted to researching how causal inference can be applied to LLMs and NLP.

Furthermore, there has been some research investigating LLM’s ability to answer and reason with medical text data. Several recent studies [13, 6] showed promising results on LLMs ability to answer medical exam questions. Others [15, 7] have shown that context-specific LLMs such as BioBert are able to outperform GPT-3 in medical domain NLP tasks.

**Limitations** This study has some limitations. First, it must be acknowledged that the updating of LLMs, themselves as well as the data they are trained upon, lags behind the availability of new medical literature, and, thus may not be useful for informing the building of DAGs for novel diseases. Additionally, GPT-3 was trained upon the corpus of text data uploaded to the internet. The language used on the broader internet is likely more casual with the use of causal language than the medical academic literature [8]. Lastly, the way in which we probed GPT-3’s ability to draw an edge between variables assumes that the causal connections between variables would be well-established in the corpus of text data.

**Future work** Future work aims to use a medical language context-specific LLM such as web-GPT with PubMed or BioBert [12] to signal the presence or absence of edges in DAGs using medical terminology. Additionally, since our preliminary evaluations only examined the presence/absence of arrows and their direction, upcoming projects will be focused on controlling for acyclicity amongst variables, another important characteristic of DAGs.

5 Conclusion

Our results illustrate that GPT-3’s level of accuracy in confirming an edge connecting two variables in a DAG depends on the language used to describe the relationship. Presently, expert opinion is the most valuable tool for constructing DAGs; however, like LLMs, experts are not exempt from making errors resulting in imperfect or erroneous DAGs via omission of important confounder variables [16]. These imperfections highlight that the use of LLMs to build DAGs should be, at present, only conducted with expert verification. We see LLMs providing utility in extracting common knowledge from medical text which when paired with expert knowledge may present a more efficient means to generate comprehensive DAGs.

Large Language Models represent an exciting opportunity to extract common knowledge from the medical literature to complement and speed up DAG creation, but further research must be done to address the limitations reported above.
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