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Abstract
How can learning systems exploit the temporal smoothness of real-world training data? We tested the learning of neural networks equipped with two architectural features inspired by the temporal properties of neural circuits. First, because brain dynamics are correlated over time, we implemented a leaky memory mechanism in the hidden representations of neural networks. Second, because cortical circuits can rapidly shift their internal state, “resetting” their local memory, we implemented a gating mechanism that could reset the leaky memory. How do these architectural features affect learning efficiency and how do they affect the representations that are learned by neural networks? We found that networks equipped with leaky memory and gating could exploit the temporal smoothness in training data, surpassing the performance of conventional feedforward networks. Moreover, networks with multi-scale leaky memory and gating could learn internal representations that “unmixed” data sources which vary on fast and slow timescales across training samples. Altogether, we showed that brain-inspired architectural mechanisms enabled neural networks to learn more efficiently from temporally smooth data, and to generate internal representations that separate timescales in the training signal.

1 Introduction
Events in the world are correlated in time: the information that we receive at one moment is usually similar to the information that we receive at the next. For example, when having a conversation with someone, we see multiple samples of the same face from different angles over the course of several seconds (Figure 1.A). What characteristics may enable a learning system to exploit this temporal smoothness?
Neural circuits have temporal characteristics which may allow them to take advantage of the temporal properties of information for more efficient and meaningful representation learning. Cortical dynamics exhibit autocorrelation on the scale of milliseconds to many seconds (Murray et al., 2014; Honey et al., 2012; Bright et al., 2020). Such autocorrelation is observed even in the absence of external stimuli, suggesting that correlation in consecutive internal states is unavoidable (Murray et al., 2014; Raut et al., 2020). One possible benefit of such autocorrelation is that it may enable learning systems to combine information from consecutive training samples. But cortical states are not always correlated: neural circuits can identify event boundaries in the information and shift their state accordingly. This shift appears to be associated with “resetting” of context representations (DuBrow et al., 2017; Chien and Honey, 2020; Baldassano et al., 2018). This “memory resetting” mechanism may enable neural circuits to flexibly adapt its learning, only combining information over time for related training samples.

We hypothesized that a combination of these two brain-inspired mechanisms – leaky memory and memory gating – could enable neural networks to flexibly learn from different amounts of temporal smoothness.
smoothness in the training data. First, we tested whether these two brain-inspired mechanisms would enable a neural network to learn more efficiently from temporally smooth training data. Second, we studied the nature of the internal representations learned by networks equipped with these brain-inspired mechanisms.

2 Brain-inspired mechanisms for learning from smooth data

Leaky memory: We added leaky memory to the internal representations (hidden units) by linearly mixing them across consecutive time points. Hidden unit activations were updated according to the following function:

\[ H(n) = \alpha H(n-1) + (1 - \alpha)ReLU(W_{IH}I(n)) \]  

where \( H(n) \) is the state of the hidden units for trial \( n \), \( I(n) \) is the state of the input units for trial \( n \), \( \alpha \) is a leak parameter, \( W_{IH} \) are the connections from the input layer to the hidden layer, and ReLU is a rectified linear activation. We set \( \alpha = 0.5 \) for modeling leaky memory in these experiments.

Memory Gating: In order to reduce the interference between unrelated information in the leaky memory, we employed a gating mechanism to reset the memory. Memory was reset (setting \( \alpha = 0 \) in Eq(1)) at the transitions between categories in classification tasks (Figure 1.E) and at the transitions between dissimilar features in reconstruction tasks (Figure 2.B).

3 Learning efficiency in brain-inspired architectures

We first explored how these brain-inspired mechanisms affected the speed and accuracy of category learning, for training data with varying levels of smoothness.

3.1 Methods

We tested MNIST, Fashion-MNIST, and further synthetic datasets containing low category overlap (LeCun et al., 2010; Xiao et al., 2017). We trained models using backpropagation with mean squared error (MSE) primarily for the ease of comparison with later reconstruction error measures in this manuscript. To test incremental learning, we employed stochastic gradient descent (SGD), updating weights for each training sample. We applied ReLU to hidden units and Softmax or Sigmoid to the output units. For initialization and optimization methods see Appendix A.1.

Hyperparameters. For MNIST and Fashion-MNIST, we used a 3-layer fully connected network with (784, 392, 10) dimensions and a learning rate of 0.01. We used the same learning rate across all conditions so that the smoothness would be the only variable manipulated across conditions. For hyperparameters in synthetic dataset see Appendix A.1.

Manipulating smoothness in training data. We manipulated smoothness in the training data by varying the number of consecutive samples drawn from the same category. To sample with minimum smoothness, we sampled exactly one exemplar from each category (Figure 1.B). This condition is called “minimum smoothness” because all consecutive items were from different categories, and there were not more examples from a category until all other categories were sampled. We increased smoothness by increasing the number of consecutive samples drawn from each category (e.g. 3 repetitions and 5 repetitions in Figure 1.B). Finally, we also used the standard random sampling method, in which items were sampled at random, without replacement, from the training set. The training set was identical across all conditions, as was the order in which samples were drawn from within a category (Figure 1.B).

3.2 Results

Learners with leaky memory learned more efficiency from temporally smooth data (Figure 1.D, E). Conversely, in memoryless learners, smoothness slowed learning (Figure 1.C). Moreover, adding a gating mechanism to the leaky memory units further increased their learning efficiency. In learners with leaky memory and gating, all levels of smoothness significantly outperformed memoryless learners (Figure 1.E). These findings generalized across MNIST, Fashion-MNIST, and synthesized datasets (see Appendix A.1).
3.3 Discussion

In contrast to memoryless learners, learners with leaky memory could exploit the shared information across samples for more efficient category learning. Importantly, the resetting mechanism prevented the mixing of hidden representations from samples of different categories; this allowed the leaky memory systems to benefit most from the smoothness, while not suffering from between-category interference. Across all levels of smoothness in training data, networks with leaky memory and resetting surpassed the performance of feedforward networks, resulting in more efficient learning (Figure 1.E). This is notable because the leaky memory is easy to implement, and autocorrelated states are ubiquitous in brain dynamics (Honey et al., 2012; Murray et al., 2014).

4 Representations learned by brain-inspired architectures

In the real world, we may need to learn from data with multiple levels of smoothness. For instance, while having a conversation, features around a person’s mouth may change quickly, while their face outline changes more slowly (Figure 2.A). Moreover, there are no labels to support the learning of representations in this setting. We hypothesized that neural networks equipped with multi-scale (i.e. fast and slow) leaky memory and gating could learn to effectively represent structures that vary on multiple scales.

4.1 Methods

Dataset. We synthesized a simplified training dataset which contained three levels of temporal structure. The input to the model at each time point contained 3 subcomponents (top row, middle row, bottom row), which varied at fast, medium and slow timescales, respectively (see Appendix A.2).

Architectures. We used the same brain-inspired mechanisms for unsupervised learning models: leaky memory and gating. To evaluate the effectiveness of the added mechanisms, we compared 4 types of autoencoders (AE): i) Feedforward AE (Figure 2.C); ii) AE with leaky memory in internal representations (Figure 2.D); iii) AE with multi-scale leaky memory in internal representations (Figure 2.E), inspired by the presence of multiple timescales within a single neural circuit (Bernacchia et al., 2011; Ulanovsky et al., 2004); iv) AE with multi-scale leaky memory in internal representations and feature-boundary gating (Figure 2.F).

Hyperparameters. To vary the timescale of leaky memory, we varied the time constants across the nodes in the hidden layer. Thus, the variable $\alpha$ in Eq. (1) was set to 0, 0.3, and 0.6 for “no-memory”, “short-memory”, and “long-memory” nodes, respectively (Figure 2.G). Also, see Appendix A.2.

Un-mixing Measures. We measured the system’s ability to “un-mix” the time-scale of input, i.e. to learn representations that selectively track distinct sources used to generate each training sample. In other words, we tested whether no-memory, short-memory and long-memory nodes would track the fast-, medium-, and slow-changing data features, respectively. To this end we measured the Pearson correlation between each hidden unit (no-memory, short-memory, or long-memory) and all of the data features (fast, medium and slowly changing). We then quantified the “timescale-matching” – e.g. whether the long-memory node was correlated with the slowly-varying data feature (Figure 2.H) – and the “timescale-selectivity” – e.g. whether the long-memory node was more correlated with slowly-varying features than the other features (Figure 2.I).

4.2 Results

Multi-scale networks with leaky memory and gating most effectively un-mixed fast and slow data sources: their individual hidden state units were most strongly correlated with their corresponding data features (Figure 2.H, e.g. long-memory nodes correlated most strongly with slowly-varying data), and most selective (Figure 2.I, e.g. the long-memory node was more correlated with the slow features than with the other features).

4.3 Discussion

The autoencoder model with multi-scale leaky memory and feature-boundary gating was most successful in learning internal representations which tracked distinct timescales of the input. Slowly (or quickly) varying features were extracted by slowly (or quickly) varying subsets of the network,
analogous to a matched filter (see also Mozer (1992)). Thus, by adding leaky memory and memory-gating to a simple feedforward AE model, we equip it with an ability to separate different levels of structure in the environment.

5 Conclusion

We investigated how brain-inspired mechanisms – leaky memory and memory-gating – affected the efficiency of learning and the type of representations that were learned. We focused on settings in which the training data exhibited varying levels of temporal smoothness. We found that learners with leaky memory in internal representations and gating mechanisms were able to flexibly adapt to the smoothness in the data, so that they could benefit from repeating structure while not mixing unrelated information. Moreover, neural networks with multi-scale memory and feature-sensitive gating learned representations that un-mixed features varying on different timescales. Features that change on different timescales may correspond to different levels of structure in the world (Wiskott and Sejnowski, 2002). Thus, the “un-mixed” representations learned by brain-inspired architectures may provide a more “meaningful” description of the input data, reflecting underlying data sources that operate on fast and slow timescales (Mitchell, 2020; Mahto et al., 2020). Moreover, because intrinsic brain dynamics vary on multiple scales (Stephens et al., 2013; Murray et al., 2014; Honey et al., 2012; Raut et al., 2020), slowly-varying brain circuits may be biased to extract slowly-varying structure from the world (Honey et al., 2017).

Leaky memory networks produced more efficient learning and more interpretable representations, even though the networks were trained with a learning rule that did not employ any temporal
Figure 2: **Representations learned from temporally smooth data.** A) Multiple levels of smoothness in the world. B) Multiple levels of smoothness in synthesized data. C, D, E, F) Different tested AE models. G) Architectural details used for timescale-matching and timescale-selectivity analyses in part H and I. H) “Timescale-matching” of models, as measured by the squared Pearson correlation of internal representations (hidden units) with corresponding output units. I) “Timescale-selectivity” of models, measured by computing the difference between the squared Pearson correlations for time-scale matching units and non-matching units, e.g. long-memory correlation with slow features minus long-memory correlation with fast and medium features. In no-memory and in uniform leaky-memory systems, we measured these correlations for hidden units in the corresponding position as those in the multi-scale leaky memory. We ran 20 runs with different initializations. Error bars show the mean and standard deviation across 10,000 bootstraps, with 20 values per bootstrap.
Broader Impact
This section is not applicable to the current work.
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A Appendix

A.1 Further details about testing the learning efficiency in brain-inspired architectures

Loss functions

For the results reported in Figure 1, we used an MSE loss function, mainly for the ease of comparison with reconstruction error measures in this manuscript. Additionally, it has been shown MSE loss provides comparable performance to commonly utilized classification models with cross-entropy (CE) loss function [Illing et al., 2019].

However, we also tested memoryless classifier models with cross-entropy loss and found the same pattern: smoothness in training data slowed learning, and the condition with minimum smoothness showed highest learning speed (Figure A.1.1).

![Graph showing test accuracy and error for memoryless classifier trained using CE loss on MNIST dataset.](image)

Figure A.1.1: Left: test accuracy for a memoryless classifier trained using CE loss on MNIST dataset. Right: test error (CE loss) for a memoryless classifier trained using CE loss on MNIST dataset. Hyperparameters were identical to the ones explained in section 3.1.

Initialization and Optimization Methods

We tested the model both with and without RMSprop optimization, along with Xavier initialization method [Tieleman and Hinton, 2012; Glorot and Bengio, 2010]. When RMSprop was implemented, beta-1 and beta-2 were set to 0.9 and 0.99, respectively [Ruder, 2016].

Synthesized dataset with low category overlap

We synthesized a dataset with low category overlap consisting of 4 categories, each with 300 training items. Each item was a 1-by-16 vector. Different examples of a category were created by adding uniform noise to the template of the category (Figure A.1.2).

![Examples from each category in synthetic dataset.](image)

Figure A.1.2: Sample items from each of 4 categories in the synthetic dataset.

Category learning in neural networks with memory and gating for synthetic dataset

Figure [A.1.3] shows effects of smoothness on neural network models equipped with leaky memory and gating for the synthetic dataset. Similar to the pattern observed in Figure 1.D, here we can see that in the network with leaky memory, higher levels of smoothness show better performance. Moreover, adding a gating mechanism enhanced learning such that all levels of smoothness surpassed minimum smoothness (1 repetition), as was observed in Figure 1.E (Figure A.1.3).
Figure A.1.3: The results of learning efficiency were generalized to synthetic dataset with low category overlap. Left: Test error (MSE loss) at the end of first training epoch with SGD on synthetic dataset, for networks with leaky memory in internal representation. Right: The same as left, but for networks with leaky memory in internal representations and gating. Error bars show the mean and standard deviation of bootstrapping 10,000 times on 100 values achieved from 100 runs with different weight initialization.

How our approach differs from averaging in mini-batch training and momentum optimization

What we are doing here is different from mini-batch training and momentum optimization. In those methods, the smoothness is in the gradients (mini-batch training) and weight-updates (momentum), whereas here we are studying smoothness in the activation patterns.

Effects of smooth data on mini-batch training

We explored how smooth data affects learning when weights are being updated using mini-batch training. We used MNIST dataset and trained it with batches of size 16. Network dimension and other hyperparameters were identical to those used in incremental SGD. Our results showed that smoothness does not influence mini-batch training similar to SGD. Early in the training, minimum smoothness showed highest learning speed and higher levels of smoothness showed lower learning speed (Figure A.1.4). Whereas later in the training, another pattern was observed: the condition with the smoothness level equal to the batch size (e.g. 16 repetitions for batch of 16) showed highest learning efficiency compared to both lower levels of smoothness (e.g. 10 repetitions) and higher levels of smoothness (e.g. 24 repetitions) (Figure A.1.4).

One way to think about the observed results could be that in mini-batching, smoothness can happen at 2 levels: smoothness within a batch and smoothness across batches. It seems that early in the training, the condition with “minimum within-batch smoothness” has the highest learning speed. Minimum within-batch smoothness refers to the condition that has no smoothness inside a training batch. However, later in the training, the condition with minimum across-batch smoothness has the best learning speed. Minimum within-batch smoothness refers to the condition that has no smoothness inside a training batch, and minimum across-batch smoothness refers to the condition where each batch consists of items from only one category (e.g. 16 repetitions for batch of 16). This condition can be thought of as having minimum smoothness at the batch level.

Future work needs to further investigate how smooth data interact with mini-batch training.

A.2 Further details about testing the representations learned by brain-inspired architectures

Synthesizing simplified dataset with multiple levels of smoothness

We created training items with 3 features. Each feature consisted of 2 elements, forming a 3-by-2 item (Figure A.2.1). To form a training sequence with multiple levels of smoothness, we ordered...
Figure A.1.4: Left: Test error (MSE loss) in different levels of smoothness in data, early in mini-batch training of MNIST dataset for classification. Right: The same as left, for later in the training, toward the end of first epoch.

Figure A.2.1: First 9 training items. Each item is the input and the desired output at each iteration. Top, middle, and bottom row change every 1, 3, and 5 items, which results in 3 levels of smoothness.

Learning algorithm, optimization, and initialization
We used backpropagation with MSE loss, with RMSprop optimization method, and Xavier initialization \cite{Tieleman2012,Glorot2010}. We applied ReLU and Sigmoid as activation functions for hidden and output units, respectively. In RMSprop, the beta-1 and beta-2 were set to 0.9 and 0.99.

Hyperparameters
All 4 tested networks were 3-layer, fully connected autoencoders with (6, 3, 6) dimension. The learning rate was 0.01. For leaky memory in internal representations alpha in Eq. (1) was set to 0.5 (Figure 2).

Test error in unsupervised learning models
Before evaluating models’ ability to “un-mix” timescales of the input, we first confirmed that all of the autoencoder (AE) models could learn to reconstruct the input. The two most efficient architectures were the multi-scale leaky AE with gating and the memoryless AE (Figure A.2.2).
Figure A.2.2: Comparing reconstruction test error (MSE loss) during training for learning individual items across 4 different AE models. All the curves in this plot have been averaged over 20 runs with different initializations.