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Abstract

In unsupervised environment design, reinforce-
ment learning agents are trained on environment
configurations (levels) generated by an adversary
that maximises some objective. Regret is a com-
monly used objective that theoretically results in
a minimax regret (MMR) policy with desirable
robustness guarantees; in particular, the agent’s
maximum regret is bounded. However, once the
agent reaches this regret bound on all levels, the
adversary will only sample levels where regret
cannot be further reduced. Although there may be
possible performance improvements to be made
outside of these regret-maximising levels, learn-
ing stagnates. In this work, we introduce Bayesian
level-perfect MMR (BLP), a refinement of the
minimax regret objective that overcomes this lim-
itation. We formally show that solving for this
objective results in a subset of MMR policies, and
that BLP policies act consistently with a Perfect
Bayesian policy over all levels. We further intro-
duce an algorithm, ReMiDi, that results in a BLP
policy at convergence. We empirically demon-
strate that training on levels from a minimax regret
adversary causes learning to prematurely stagnate,
but that ReMiDi continues learning.

1. Introduction

Unsupervised environment design (UED) is an approach
to automatically generate a training curriculum of environ-
ments for deep reinforcement learning (RL) agents (Dennis
et al., 2020; Jiang et al., 2021a). Regret-based UED trains
an adversary to select environment configurations (referred
to as levels) that maximise the agent’s regret, i.e., the differ-
ence in performance between an optimal policy on that level
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Figure 1. An illustration of the regret stagnation problem of min-
imax regret that our work addresses. In the T-mazes, the reward
for reaching the goal is 1.0 and —1.0 for failing. The reward
for the mazes is 0.9 for reaching the goal, and zero otherwise.
Regret-based UED methods gravitate towards sampling high re-
gret environments (T-mazes in this case with a regret of 1.0), even
if the agent cannot improve on these levels. This is despite the
existence of non-high-regret levels (the mazes, with regret upper-
bounded by 0.9) on which the agent can still improve.

and the agent. In other words, regret measures how much
better a particular agent could perform on a particular level.
Empirically, training on these regret-maximising levels has
been shown to improve generalisation to out-of-distribution
levels in challenging domains (Dennis et al., 2020; Jiang
et al., 2021a; Parker-Holder et al., 2022; Samvelyan et al.,
2023; Team et al., 2023). Furthermore, at equilibrium, UED
methods theoretically result in a minimax regret policy (Den-
nis et al., 2020; Jiang et al., 2021a), meaning that the pol-
icy’s worst-case regret is bounded. Minimax regret (MMR)
works well when the agent can simultaneously perform
optimally on all levels: at convergence, the MMR policy
would achieve zero regret for each level. However, this is
not possible in all environments (Sukhbaatar et al., 2018).
As an example, consider the T-mazes in Figure 1: these
levels have different optimal behaviours but, due to partial
observability, are indistinguishable to the agent. In this case,
the agent cannot simultaneously perform optimally on both
levels, and therefore suffers some irreducible regret. Since
MMR-based UED methods prioritise sampling the highest
regret levels, these two levels will continually be sampled
for training—even though they provide nothing more for
the agent to learn.

This phenomenon is problematic if we have a subset of lev-
els that (a) are distinguishable from the irreducible regret
levels and (b) have lower, but reducible, regret; for instance,
the set of all simultaneously solvable mazes in Figure 1
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(which have regret of 0.9 or lower). A theoretically-sound
UED method that implements MMR will converge to sam-
pling each T-maze with 50% probability, and fail to sample
any of the solvable mazes. While this does technically
satisfy the MMR objective, there is no guarantee we will
achieve a policy that is effective at solving normal mazes, as
the agent would only rarely see these, if at all. This shows
a weakness of MMR—which we call regret stagnation—
because we know there exists a policy that obtains optimal
regret on T-mazes and normal mazes.

We theoretically address this regret stagnation problem by
proposing a refinement of the MMR objective, which we
call Bayesian level-perfect MMR (BLP). Our objective aims
to be minimax-regret over non-MMR levels, under the con-
straint that the policy must act according to the MMR policy
in all trajectories that are consistent with MMR levels. This
process is iteratively repeated, each time over a smaller sub-
set of levels. In this way, a BLP policy retains minimax
regret guarantees, and iteratively improves its worst-case re-
gret on the remainder of the levels. We further show that any
BLP policy acts consistently with a Perfect Bayesian policy
on all levels. Finally, we develop an algorithm, ReMiD;j,
that results in a BLP policy at convergence.

Our contributions are as follows:

1. We theoretically introduce and characterise the regret
stagnation problem in minimax regret UED.

2. We propose BLP, a refinement of minimax regret for
UED, that retains global minimax regret, and addi-
tionally obtains minimax regret-like guarantees under
trajectories that do not occur in high-regret levels.

3. We introduce a proof-of-concept algorithm, ReMiDi,
that solves our new objective and returns a BLP policy.

4. We empirically demonstrate that, in settings with high
irreducible regret, ReMiDi significantly outperforms
standard regret-based UED.

By solving this problem, we empower the use of UED in
larger and more open-ended settings, where irreducible re-
gret is likely, as a BLP policy can be robust even outside
these (potentially very rare) highest-regret levels.

2. Background
2.1. UPOMDPs

We consider an underspecified partially-observable Markov
decision process (Dennis et al., 2020, UPOMDP) M =
(A,0,0,85, Ps, Po,R,~). Here A is the action space, O
is the observation space, and S is the state space. © is the
space of underspecified parameters commonly referred to as

levels, Ps : S x A x © — A(S)! is the level-conditional
transition distribution. We denote the initial state distribu-
tion as Py : © — A(S). In the partially observable setting,
the agent does not directly observe the state, but an obser-
vation variable o € O that is correlated to the underlying
state. R : S x A — R is the scalar reward function, we
denote instances of reward at time ¢ as r; = R(s;, a;) and 7y
is the discount factor. Each set of underspecified parameters
0 € © indexes a particular POMDP called a level. In our
maze example in Figure 1, the level determines the location
of the goal and obstacles but dynamics such as navigating
and the reward function remain shared across all levels.

At time t the agent observes an action-observation his-
tory (or trajectory) 7+ = (09, ag,...,0t—1,0¢—1,0¢) and
chooses an action according to a trajectory-conditioned
policy a; ~ w(7¢). We denote the set of all trajectory-
conditioned policies as [I={7|7 : T — A(A)} where T
denotes the set of all possible trajectories. For any level
0, the agent’s goal is to maximise the expected discounted
return (called utility), which we denote as:

T
UQ(T()iEﬂ',O lz ’YtTt] )
t=0

where E ¢ denotes the expected value on 6 if the agent
follows policy 7 (Sutton & Barto, 2018). We denote an op-
timal policy for level § as 7 € arg max,, Ug(n’). Finally,
similar to prior work (Dennis et al., 2020), for all proofs, we
restrict our attention to finite and discrete UPOMDPs.

2.2. Unsupervised Environment Design

Unsupervised Environment Design (UED) is posed as a two-
player game, where an adversary A selects levels 6 for an
agent 7 to train on (Dennis et al., 2020). The adversary’s
goal is to choose levels that maximise some utility function,
e.g., a constant utility for each level corresponds to domain
randomisation (Tobin et al., 2017). One commonly-used
objective is to maximise the agent’s regret (Savage, 1951;
Bell, 1982; Loomes & Sugden, 1982). Formally, the regret
of policy 7 with respect to an optimal policy 7 on a level
6 is equal to how much better 7; performs than 7 on 6,
Regret, (m)=Uy(m}) — Up(m).

If regret is used as the payoff, at Nash equilibrium of this
two-player zero-sum game, the policy satisfies minimax
regret (Osborne et al., 2004; Dennis et al., 2020):2

™MMR € pr= arg min{?aéc{Regrete(w)}}. (1)
- €

Constraining policies to the set of MMR policies 11} has
several advantages: when deploying our policy, our regret

"A(X) is the set of all probability distributions over the set X
%A Nash equilibrium always exists in finite games (Nash, 1950).
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can never be higher than the minimax regret bound, so the
policy has a certain degree of robustness. Using minimax
regret also results in an adaptive curriculum that increases
in complexity over time, leading to the agent learning more
efficiently (Dennis et al., 2020; Parker-Holder et al., 2022).

Further, choosing levels based on maximising regret avoids
sampling levels that are too easy (as the agent already per-
forms well on these) or impossible (where the optimal policy
also does poorly). This is in contrast to standard minimax,
which tends to choose impossible levels that minimise the
agent’s performance (Pinto et al., 2017; Dennis et al., 2020).

A drawback of using minimax regret is the assumption of
having access to the optimal policy 7 per level, which
is generally unavailable. To circumvent this issue, most
methods approximate regret in practice. We discuss several
commonly-used heuristics in Appendix C.3. A more serious
issue with using minimax regret in isolation is that there
is no formal method to choose between policies in T .
Typically it is chance and initialisation that determines the
policy an algorithm converges to. While all minimax regret
policies protect against the highest-regret outcomes, these
events may be rare and there may be significant differences
in the utility of policies in I}z in more commonly en-
countered levels. We discuss this issue further in Section 3.
Finally, we refer the interested reader to Appendix C for
additional background on decision theory and UED.

3. The Limits of Minimax Regret

To elucidate the issues with using minimax regret in isola-
tion, we analyse the set of minimax regret policies II{nr
introduced in Section 2.2. For any mymr € Ijg and
¥ € O, it trivially holds that:

Regret,y (mymr) < min {I;la(})( {Regrety (71'/)}} :
L €06

However, it is unclear whether all policies in Il are
equally desirable across all levels. In the worst case, the
minimax-regret game will converge to an agent policy that
only performs as well as this bound, even if further improve-
ment is possible on other (non-minimax regret) levels. In
addition, the adversary’s distribution will not change at such
Nash equilibria, by definition. Thus, at equilibrium, the
agent will not be presented with levels outside the support
of A and as such will not have the opportunity to improve
further—despite the possible existence of other MMR poli-
cies with lower regret outside the support of A.

This observation, and the concrete example in Figure 1
demonstrate that minimax regret does not always correspond
to learnability: there could exist UPOMDPs with high regret
on a subset of levels on which an agent is optimal (given the
partial observability constraints), and low regret on levels in

which it can still improve. Our key insight is that optimising
solely for minimax regret can result in the agent’s learning
to stop prematurely, preventing further improvement across
levels outside the support of MMR levels. We summarise
this regret stagnation problem of minimax regret as follows:

1. The minimax regret game is indifferent to which MMR
policy is achieved on convergence; and

2. Upon convergence to a policy in I}z, no improve-
ments occur on levels outside the support of A.

4. Refining Minimax Regret

Having described the regret stagnation problem of minimax
regret, we now introduce a new objective to address it. Con-
cretely, we propose Bayesian level-perfect Minimax Regret
(BLP), our refinement of the MMR decision rule applied
to UED. To describe this objective succinctly, we first in-
troduce the notion of a realisable trajectory, and the refined
MMR game. The refined game fixes a policy 7 and set of
levels ©, and restricts the solution to act consistent with 7
in all trajectories possible given 7 and ©’, where behaviour
for other trajectories can be chosen arbitrarily.

Definition 4.1. (Realisable Trajectory): For a set ©’ and
policy , T, (©") denotes the set of all trajectories that are
possible by following 7 on any 6 € ©'. We call a trajectory
7 realisable under 7 and ©' iff 7 € T (©').

Definition 4.2. Refined Minimax Regret game: Given a
UPOMDP with level space O, suppose we have some policy
7 and some subset of levels ®’ C ©. We introduce the re-
fined minimax regret game under 7 and ©’, a two-player
zero-sum game between an agent and adversary where:

* the agent’s strategy set is all policies of the form

(al7) = {71'(@7’) ifr e 7,(0)

7(a|T) otherwise,
where 7 is an arbitrary policy;
* the adversary’s strategy set is =0 \ ©’;

* the adversary’s payoff is Regret, (7’).

In other words, 7’ represents the set of policies that perform
identically to 7 in any trajectory possible under 7 and ©'.
At Nash equilibrium of the refined game, the agent will
converge to a policy that performs identically to 7 under
all levels in © (by definition), but otherwise will perform
minimax regret optimally over © with respect to these con-
straints. The adversary will converge onto a minimax regret
equilibrium distribution with support only on levels in ©.

We note that the solution to the refined game is not guaran-
teed to obtain absolute best worst-case regret over O, since
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it is constrained to act according to m when observing cer-
tain trajectories. However, we can guarantee that the Nash
solution must obtain optimal worst-case regret compared to
all other policies that also have this constraint.

We now state and prove an important property of the equi-
librium policy in the refined game: it must monotonically
improve upon 7 in the highest-regret 6 € © \ ©’, while
maintaining 7’s regret over ©’.

Theorem 4.3. Suppose we have a UPOMDP with level
space ©. Let 7 be some policy and ©' C © be some subset
of levels. Let (7', A") denote a policy and adversary at Nash
equilibrium for the refined minimax regret game under 7
and ©'. Then, (a) for all § € ©', Regret,(n') = Regret,(7);
and (b) we have,

Regret,(n')} < Regret .
ggl@a\%,{ egrety(m')} < ggg@,{ egrety(m))}

Proof. (a) By definition, 7" must act according to 7 on
all trajectories possible under 7w and ©’. Therefore, the
performance (and thus regret) of 7’ must be identical to
7 for all levels in ©’. (b) In the refined MMR game, 7 is
trivially in the agent’s strategy set. So regardless of what
level the adversary plays, the agent can always play 7. Thus
the agent’s best response can never be worse than 7. O

Theorem 4.4 next shows the benefits of iteratively refining
an initial minimax regret policy.

Theorem 4.4. (Minimax Regret Refinement Theorem):

Let (w1, A1) be in Nash equilibrium of the minimax regret
game. Let (m;, \;) with 1 < i denote the Nash equilibrium
solution to the refined minimax regret game under m;_,
and O} = U;;ll Supp(A;).> Then, forall i > 1, (a) m; is
minimax regret and (b) we have

R t i < R t i— . 2
9?(198{)(5);{ egree(?f)}wg&g;{ egrety(mi—1))}. (2)

Finally, (c) for1 < j < iand 0 € Supp(A;), Regrety(m;) =
Regrety (). In other words, iteratively refining a minimax
regret policy (a) retains minimax regret guarantees; (b)
monotonically improves worst-case regret on the set of levels
not already sampled by any adversary, and (c) retains regret
of previous refinements on previous adversaries.

This result holds due to inductively applying Theorem 4.3.
At every iteration of the refined game, we must perform
equally on all previously chosen levels, by definition. On
the non-chosen levels, we must either maintain or improve
the regret bound of the previous step, by Theorem 4.3. For
space reasons, the formal proof is in Appendix A.1.

*Supp(A) denotes the support of A, i.e., the set of all environ-
ments that it samples with nonzero probability.

We have now defined the refined game, and shown that it-
eratively solving it retains minimax regret guarantees and
monotonically improves worst-case regret in non-MMR lev-
els. We next define the solution concept we propose to use
instead of standard minimax regret, which we call Bayesian
level-perfect Minimax Regret (BLP MMR). Intuitively, a
BLP policy solves all of the refined games until all levels
have been sampled.

Definition 4.5. Bayesian level-perfect Minimax Regret:
Let (71, A1) be in Nash equilibrium of the minimax re-
gret game. Let (m;, A;), 1 < i denote the solution to
the refined game under 7;_; and U;;ll Supp(A;). Pol-
icy m; is a Bayesian level-perfect minimax regret policy if
Ul_, Supp(Ag) = 0.4

Next, Theorem 4.6 shows that BLP is similar to a Bayes per-
fect refinement of minimax regret, in that it acts consistently
with a Perfect Bayesian policy under a minimax regret prior
over levels. Its proof can be found in Appendix A.2.

Theorem 4.6. A Bayesian level-perfect minimax regret pol-
icy ' acts consistently with a Perfect Bayesian policy on
all realisable trajectories under ' and ©.

5. ReMiDi

Having introduced our refinement of minimax regret op-
timality, we now introduce our proof-of-concept method
Refining Minimax Regret Distributions (ReMiDi, see Algo-
rithm 1) that learns a Bayesian level-perfect minimax regret
policy. Figure 2 illustrates how our approach works.

Algorithm 1 Refining Minimax Regret Distributions

Require: Level space ©
1: Initialise agent S = {} and adversary buffers A = {}
2091
3: while |J;_, Supp(A;) # © do
4 Initialise adversary A; and policy ;.
5: while (;, A;) is not at Nash equilibrium do
6: Sample level 6 ~ A;
7: 7' < Combine(SU {m;},A)
8 Sample trajectory 7 using 7’ and 6.
9: if 7 & T (U}Z] Supp(A;)) then
10: Update 7; and A; using 6 and 7
11: end if
12: end while
13 S« SU{m}
14: A+ AU{A;}
150 1+ i+1
16: end while
17: return Combine(S, A)

“We refer the interested reader to Appendix B, where we dis-
cuss simpler, but ultimately flawed alternatives to BLP.
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Figure 2. The BLP solution concept iteratively restricts the sets of policies by altering behaviour only in certain trajectories. (a) Each node
corresponds to a level-trajectory pair, and the root node indicates that the adversary samples some level 8. MMR results in adversary A;
and policy 71, reaching the nodes in blue. MMR would terminate at step 1, but we instead refine our policy further. In step 2, we learn
A5 and 75. Following 71 in 03 leads to a trajectory that never happens under A; and 7r1. In step 3, we fill in behaviour for 64, as these
trajectories are never reached under any of the previous MMR adversaries. We terminate after all environments have been sampled by an
adversary. (b) Iterative refinement reduces the set of policies we consider, improving upon the initial MMR policy 7. (¢) If we have a
minimax regret adversary A1, we are only guaranteed that the regret on all other levels must be at or below the regret of levels in the
support of A1 (indicated by the dashed blue line). Refining our policy improves the bound on all levels except those sampled by A;. We
iterate this process until all levels have been sampled, monotonically improving the regret bound on all non-previously-sampled levels.

In Algorithm 1, Combine(S, A) returns «,, with n =
|S|, which is constructed as follows, with 7j = m; being

minimax regret:

o (alr) = {w;1<a|f> if T e 7oy (UL Supp(Ay))

7 (a|T) otherwise.

Outer Loop. Algorithm 1 is a direct implementation of the
successive refined MMR games. Thus, at convergence, it
will return a BLP policy. The outer loop continues until all
levels have been sampled by an adversary. In practice, this
is both infeasible and excessive. Thus, one may choose to
only compute a fixed number of outer iterations. Lines 9-11
ensure that the current adversary only contains levels with
trajectories inconsistent with any previous adversary.

Checking for convergence in the inner loop. Line 5 re-
quires convergence to Nash equilibrium, which is not guar-
anteed to occur in practice; even if equilibrium is reached,
determining when this has happened is also non-trivial. One
way to approximately determine convergence is to mea-
sure the expected regret over the adversary, and if this has
plateaued, we can terminate the optimisation and continue
to the next level. We use another, simpler, technique of
having a fixed number of timesteps that each adversary is
trained for, and assuming that (approximate) convergence is
reached after training for this number of timesteps.

Choice of adversary. Algorithm 1 is agnostic to the choice
of the adversary; it could be an antagonist, level generator
pair as used in PAIRED (Dennis et al., 2020), or a curated
level buffer (e.g., PLR (Jiang et al., 2021b)). In the case of
PAIRED, only one antagonist is required for all generators.

6. Experiments
6.1. Experimental Setup

In this section, we empirically demonstrate that the prob-
lems identified in Section 3 do occur, and that ReMiDi alle-
viates these issues. First, in Section 6.2, we illustrate some
of the failure cases of ideal UED in a simple tabular setting.
Next, in Section 6.3, we experiment in the canonical Mini-
grid domain. In Section 6.4, we consider a different setting
where regret-based UED results in a policy that performs
poorly over a large subset of levels. Finally, we evaluate
on a robotics task in Section 6.5. To compare against an
ideal version of UED, we use perfect regret as our score
function. All plots show the mean and standard deviation
over 10 seeds, whereas the tabular experiments use 50.5

For the latter experiments, we compare against Robust
PLR (Jiang et al., 2021a, PLR"), which is based on cu-
rating randomly-generated levels into a buffer of high-regret
levels. At every step, the agent is either trained on a sample
of levels from the buffer, or evaluated on a set of randomly-

SWe publicly release our code at https://github.com/
Michael-Beukman/ReMiDi.
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generated levels. These randomly generated levels replace
existing levels in the buffer that have lower regret scores. In
robust PLR, the agent does not train on randomly generated
levels. Our second baseline is a minimax return adversary,
which represents a large class of robust RL and worst-case
methods (Iyengar, 2005; Pinto et al., 2017). We implement
this baseline as PLR* with a different score function: the
negative of the agent’s return. The buffer therefore contains
levels that the agent obtains a low return on, and implicitly
optimises agent performance on the worst-case levels. Our
ReMiDi implementation maintains multiple buffers, and we
perform standard PLR on the first buffer for a certain num-
ber of iterations. We then perform PLR' again, but reject
levels that have complete trajectory overlap with levels in a
previous buffer. Instead of explicitly maintaining multiple
policies, we have a single policy that we update only on the
parts of trajectories that are distinguishable from levels in
previous buffers, approximately maintaining performance
on previous adversaries. Algorithm 1 assumes knowledge
of whether a trajectory is possible given a policy and a set of
levels, and we can compute this exactly in each environment.
We use JaxUED (Coward et al., 2024) for our experiments,
and Appendix D contains more implementation details.

6.2. Exact Settings

We consider a one-step tabular game, where we have a set of
N levels 61, ...,6N. Eachlevel i corresponds to a particular
initial observation 7;, such that the same observation may
be shared by two different environments. Each level also
has an associated reward for each action a;,1 < j < M.

We model the adversary as a N-arm bandit, implemented
using tabular Actor-Critic. Each action corresponds to a
different level 6;. For ReMiDi, we have a sequence of
adversaries, each selecting levels where the observations are
disjoint with any previous adversary. In both cases, the agent
is also a tabular Actor-Critic policy, with different action
choices for each observation (equivalent to a trajectory) 7.

6.2.1. WHEN MINIMAX REGRET IS SUFFICIENT

In Figure 3, we first consider a case where MMR has none
of the problems discussed in Section 3. Here, each 6 has a
unique initial observation 7, thus the level can be deduced
solely from this observation. Minimax regret succeeds and
converges to the globally optimal policy. Convergence oc-
curs because a single policy can be simultaneously optimal
over the set ©, as for every observation, there is one optimal
action. The MMR policy is therefore also unique.

6.2.2. WHEN MINIMAX REGRET FAILS

We next examine a UPOMDP where a single policy can no
longer be simultaneously optimal over all levels. The setup
is the same as the previous experiment, except that 7o = 7y,

T4 = T3, etc., meaning that there is some irreducible re-
gret. Figure 4 shows that regret-based UED rapidly obtains
minimax regret, but fails to obtain optimal regret on the
non-regret-maximising levels. By contrast, ReMiDi obtains
optimal regret on all levels. It does this by first obtaining
global minimax regret, at which point it restricts its search
over levels to those that are distinguishable from minimax
regret levels. Since the agent’s policy is not updated on
these prior states, it does not lose MMR guarantees.

Highest Regret Per T

— T — Ty
1.0 T — Ts
g — ) Optimal
& 0.5 — T3
0.0

0 250 500 750 1000 1250 1500 1750 2000
Training Iteration

Figure 3. Plotting the regret of MMR UED throughout training for
each of the 6 trajectories. Here the optimal regret is 0 for each
trajectory, and minimax regret achieves this.

We analyse this further in Figure 5 by plotting the proba-
bility of each level being sampled over time. Regret-based
UED rapidly converges to sampling only the highest-regret
levels (A4 and 65), and shifts the probability of sampling
the other levels to zero. By contrast, our multi-step process
first samples these high-regret levels exclusively. Thereafter,
these are removed from the adversary’s options and it places
support on all other levels. This shows that, while we could
improve the performance of regret-based UED by adding
stronger entropy regularisation (Mediratta et al., 2023), or
making the adversary learn slower, the core limitation re-
mains: when regret does not correspond to learnability,
minimax regret UED will sample inefficiently.

6.3. Maze

We next consider Minigrid, a common benchmark in
UED (Dennis et al., 2020; Jiang et al., 2021a; Parker-Holder
et al., 2022). We discuss two distinct experimental settings.
The first is an implementation of the T-maze example in Sec-
tion 1. Here the adversary can sample T-mazes or normal
mazes. The reward of T-mazes is +1 or —1 depending on
whether the agent reaches the goal or not, and the standard
maze reward is the same as is used in prior work (Dennis
et al., 2020; Jiang et al., 2021a). The second experiment is
where the adversary has the choice of blindfolding the agent;
in other words, it can zero out the agent’s observation. In
both cases, we evaluate on a standard set of held-out mazes.

Figure 6a shows that PLR" with perfect regret as its score
function results in poor performance on actual mazes. The
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Figure 4. The greatest regret on each trajectory 7 for (left) Stan-
dard Minimax Regret UED; and (right) ReMiDi. ReMiDi obtains
optimal regret on all levels, whereas MMR does not.

reason for this is that it trains almost exclusively on T-mazes,
and not on actual mazes (see Figure 7a). ReMiDi, by con-
trast, samples T-mazes initially, and thereafter does not, as
they have identical observations with previous MMR levels.
This results in improved performance on actual mazes.

The blindfold experiment (Figure 6b) shows a similar re-
sult. ReMiDi performs better than PLR'; again, this is
because PLR™ trains the agent almost exclusively on blind-
fold levels (Figure 7b), as these have high irreducible regret.
Interestingly, PLR ™, despite training almost exclusively on
blind levels, still manages to solve many test mazes, a phe-
nomenon investigated by Wijmans et al. (2023).

Average Solve Rate Average Solve Rate

1.0 1.0

mmm ReMiDi
PLR*
B Minimax Return

mmm ReMiDi
PLR*
W Minimax Return

) 0.5‘ -
0.0 ' —t— g

(a)

Figure 6. Solve rate on a set of held-out test mazes for the (a) T-
maze and (b) blindfold experiments. ReMiDi is more effective at
solving mazes than either PLR™ or Minimax return.
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Figure 7. Fraction of replay levels that are (a) T-mazes or (b) blind-
folded. PLR' converges to almost never sampling normal mazes.

6.4. Lever Game

In this environment, inspired by Hu et al. (2020), there are
64 levers to pull, one of which is correct (reward of +1),
and pulling a wrong lever results in a reward of —1. The
adversary can make the correct lever known or unknown to
the agent. In the latter case, the reward is multiplied by 10

MMR UED ReMiDi

C

0 500 1000 1500 2000 O 500 1000 1500 2000
Training Iteration

Probability
=3
N
u

— O, — O3 — 0 —Os |

— O 61

Figure 5. The Adversary’s probability of sampling each environ-
ment 6 for (left) Standard Minimax Regret UED; and (b) ReMiDi.
MMR UED exclusively samples the irreducible-regret levels.
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Figure 8. Solve rate in the lever game for two subsets of evaluation
levels: (a) invisible; and (b) visible answers. ReMiDi can solve
both types, whereas PLR™ cannot, as it trained almost exclusively
on invisible-answer levels.

(to simulate a harder problem having a higher reward). Our
analysis in Section 3 suggests that regret-based UED should
solely sample levels where the correct answer is unknown,
and the best option for the agent is to guess randomly (as
this induces irreducible regret). Training solely on these
levels, however, would cause the agent to perform poorly
when it observes the correct answer. Indeed, Figure 8 shows
that on levels where the correct lever is not given—and the
best policy guesses randomly—PLR~ performs the same
as ReMiDi, with a solve rate of around 6%1 ~ 0.015 (since
there are 64 levers). On levels where the correct answer is
given, however, ReMiDi performs perfectly (as it is possible
to obtain 100% accuracy), but PLR™ fails as it almost never
trained on these types of levels. Importantly, this result
shows that both PLR* and ReMiDi satisfy minimax regret,
but PLR™ results in a policy that is effectively random,
whereas ReMiDi learns a much more useful policy.

6.5. Robotics

Our final experimental domain is robotics, using
Brax (Todorov et al., 2012; Freeman et al., 2021) and a
horizon of 100 timesteps. There are two types of levels
that the adversary can choose, type A or type B. In type
A levels, the task is standard: to walk forward. The levels
represent disturbances to the agent’s actions; the agent’s ac-
tion a € R™ is multiplied by the level § € R™ before being
applied to the simulation. Type B levels require the agent
to perform a specific, but arbitrary, action that it cannot ob-
serve. The agent receives a large positive or negative reward,
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depending on whether the action is correct or not, and the
episode terminates. After training, we evaluate performance
when no disturbances are applied. For these experiments,
we use an episode length of 100, and consider four separate
morphologies, Ant, Half-Cheetah, Hopper and Walker.

We present the results in Table 1. MMR and minimax return
both fall victim to irreducible regret, training primarily on
type B levels, causing the agent to fail when presented with
type A ones. ReMiDi, by contrast, does not suffer from this
problem, and is able to learn an effective policy.

Table 1. Brax results; mean + standard deviation over 10 seeds.

Method Ant Cheetah ~ Hopper = Walker

PLR* -50+2 -19+14 67+£19 126+68

Minimax Return  -49 +4 -16 £3 86+ 15 148 £67

ReMiDi 257+35 321+16 193+2 344+21
7. Related Work

UED and Adaptive Curricula. Many recent works aim
to find an adaptive curriculum for an RL agent to train on,
with different methods using different metrics to choose
training levels. The learning potential (Oudeyer et al., 2007)
of an agent on a particular level or training example is a
measure of how much an agent’s loss or reward will im-
prove after training on this data point. Therefore, a level
with a high learning potential is a promising one to train on,
as the agent can still improve on it, but the level is not too
difficult for the agent’s current capability. While methods
based on learning potential have shown promise empiri-
cally (Florensa et al., 2018; Portelas et al., 2019; Matiisen
et al., 2020), techniques that aim for robustness adversarially
sample levels; for instance, adversarial minimax trains the
agent in levels that minimise the agent’s performance (Pinto
et al.,, 2017; Wang et al., 2019). However, these worst-
case levels may be impossible, and therefore provide no
learning benefit (Dennis et al., 2020). Minimax regret pro-
vides stronger robustness guarantees (Dennis et al., 2020;
Jiang et al., 2021a; Parker-Holder et al., 2022) and also
alleviates the problem of minimax choosing impossible lev-
els. Implicit in these methods is that regret corresponds to
some notion of learnability (Dennis et al., 2020). However,
we have shown that regret does not always coincide with
learnability, and that minimax regret may therefore cause
learning to stagnate, a problem ReMiDi addresses. Some
works in UED also discuss problems with minimax regret;
for instance, Gur et al. (2021) describe situations in which a
minimax regret adversary is incentivised to generate levels
that are too difficult for the agent, and would provide no
learning. Garcin et al. (2024) also show that minimax regret
may not be a suitable objective if there is a particular distri-
bution of interest we desire the agent to perform well over.

They address this problem by using a small sample from
this distribution to inform the level-generation process.

Decision Theory. From another perspective, regret-based
UED implements a minimax regret decision rule—i.e., min-
imising the worst-case regret (Savage, 1951; Luce & Raiffa,
1957; Peterson, 2017; Dennis et al., 2020). This decision
rule provides an ordering over policies, preferring policies
with lower worst-case regret. However, any two policies that
have the same worst-case regret are treated as equally good
by this decision rule. Our BLP objective imposes further
ordering, breaking ties according to worst-case regret over
all other levels that are distinguishable from MMR levels.

Game Theory and Equilibrium Refinements. Our work
is also related to the rich literature of Nash equilibrium
refinements in game theory (Selten, 1975b;a; Kreps & Wil-
son, 1982; Fudenberg & Tirole, 1991; Osborne et al., 2004;
Bonanno, 2015). In particular, our BLP solution concept
is similar to the notion of Perfect Bayesian (or sequential)
equilibria (Selten, 1975a; Kreps & Wilson, 1982; Fuden-
berg & Tirole, 1991), where a strategy must be optimal at
all nodes of the game tree (given some belief), regardless of
whether these nodes are reached under equilibrium or not.

SAMPLR. Jiang et al. (2022) also focus on the limitations
of standard minimax regret. They identify the problem of
an automatic curriculum shifting the distribution of envi-
ronment parameters away from the ground truth, which is
problematic in partially-observable settings. The authors
propose a solution to this problem that involves training on
fictitious transitions based on the ground-truth distribution
of unseen parameters. The regret stagnation problem we
address—where degenerate environments with irreducible
regret are continually trained on—is also a side-effect of
using minimax regret in partially observable settings. Im-
portantly, one of SAMPLR’s core assumptions is that the
adversary and ground truth share support; however, as we
have shown, this is not a given, as the adversary can place
all of its probability mass on irreducible regret levels.

Worst-Case and Robust RL. There are also other for-
malisms outside of the UED field, such as robust MDPs
and robust control in general (Iyengar, 2005; El Ghaoui
& Nilim, 2005; Xu & Mannor, 2010; Wiesemann et al.,
2013; Lim et al., 2013; Shen et al., 2020; Nakao et al., 2021;
Yang et al., 2022; Béuerle & Glauner, 2022; Wang et al.,
2023; Bhardwaj et al., 2023; Ye et al., 2023; Goyal & Grand-
Clément, 2023). This field generally has a different overall
objective to UED. In particular, the Robust MDP literature
often focuses on the case where the model of an MDP has
some statistical or estimation errors, and the task is to learn a
robust policy with respect to the real dynamics. UPOMDPs,
on the other hand, are rather aimed at modelling transfer
as a decision under ignorance problem (Milnor, 1951; Pe-
terson, 2017; Dennis et al., 2020), where there is extreme
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uncertainty about the environment, and the goal is to obtain
an agent that obtains minimax regret over this set of environ-
ments. Furthermore, Robust RL methods tend to focus on
worst-case objectives (Iyengar, 2005; El Ghaoui & Nilim,
2005) which—as our results and prior work (Dennis et al.,
2020) have shown—often prioritises unsolvable levels.

8. Limitations & Future Work

One limitation of our work—indeed, of the UED field in
general—is that all of our theoretical results hold only at
convergence to Nash equilibrium. While a Nash equilibrium
always exists in finite games (Nash, 1950), there is no guar-
antee that we will converge to it. Despite this, UED meth-
ods are still empirically useful (Dennis et al., 2020; Parker-
Holder et al., 2022; Samvelyan et al., 2023; Team et al.,
2023). Using more sophisticated algorithms for the agent
and adversary—such as magnetic mirror descent (Sokota
et al., 2023)—could be a way to alleviate this problem.

Furthermore, since we build on prior UED work, we use
the same set of assumptions, that is, that our UPOMDPs are
finite and discrete. In a continuous setting, we would require
some other condition that ensures equilibria exist (for in-
stance, closed convex continuous strategy spaces). Despite
this, our algorithm can directly be applied to continuous
settings, as our robotics experiments have shown.

We also note that ReMiDi requires finding the Nash equilib-
rium of multiple MMR games, which is theoretically more
computationally challenging than just finding the equilib-
rium of one game. However, since existing UED methods
merely run for a fixed number of environment timesteps,
this problem falls away in practice. Furthermore, to obtain
a BLP policy, ReMiDi potentially has to perform a large
number of outer loop iterations (at most |©|). However, in
practice, we similarly approximate this by running for a
small (e.g. 4) number of outer-loop iterations.

We intentionally designed our experiments to exhibit irre-
ducible regret, but we note that in many prior benchmarks,
learning stagnation due to irreducible regret levels has not
been a major problem. One reason for this is if a policy can
do well on all levels, then irreducible regret does not occur.
Another reason is that irreducible regret is less of a problem
when using imperfect measures of regret, as current methods
do (Dennis et al., 2020; Jiang et al., 2021a). Nevertheless,
as our regret measures improve, and as UED is applied to
more complex environments with more room for irreducible
regret, our analysis will become increasingly relevant. We
would further like to extend our work to the more general
case where the score of a level does not correspond to its
learnability. Moreover, we believe that the connection (and
difference) between regret and learnability merits further
investigation. This would improve understanding of, and po-

tentially disentangle the separate robustness (Iyengar, 2005;
Pinto et al., 2017) and curriculum (Matiisen et al., 2020;
Florensa et al., 2018) aspects of UED.

A final limitation is that our algorithm requires knowing
the likelihood of a trajectory under a set of environments
a priori, but this may be impractical in practice. Learning
a belief model (Hu et al., 2021; Jiang et al., 2022) could
alleviate this issue and make our algorithm more practical.
Relatedly, we would like to investigate more practical ways
of not degrading performance on previous adversaries, for
instance, periodically training on these prior buffers.

There are several promising avenues for future work, such
as attempting to refine our solution concept further, to move
towards true leximinimax regret (Peterson, 2017). Ties
among minimax regret policies would then be broken by
considering the second-worst case environments, and so on
(instead of considering only the second-worst case levels
that are distinguishable from MMR levels). Another avenue
that would merit further investigation is using constrained
optimisation approaches (e.g. Ghosh et al. (2022)), where
we train the policy on new levels with the constraint that its
performance on past levels cannot degrade.

9. Conclusion

In this work, we show that the minimax regret decision rule
has a significant limitation in partially-observable settings
with high irreducible regret: the minimax regret policy may
perform poorly on a large subset of levels. We propose the
Bayesian level-perfect objective, a refinement of minimax
regret that iteratively solves smaller games, obtaining mini-
max regret-like performance over more environments than
is guaranteed by regret-based UED, alleviating this problem
of MMR. We also develop a proof-of-concept algorithm,
ReMiDi, that results in a BLP policy at convergence.

We provide theoretical justification for our approach, and
show that it retains minimax regret guarantees while mono-
tonically improving worst-case regret on non-highest-regret
levels. We perform experiments in several settings with high
irreducible regret and demonstrate that regret-based UED
methods suffer from the regret stagnation problem we de-
scribe, causing the resulting policies to perform poorly on a
large number of levels. ReMiDi, by contrast, is less suscep-
tible to environment distributions that contain degenerate
high-irreducible regret environments.

Ultimately, we believe that UED has great potential to de-
velop robust, generalisable and effective RL agents. Our
BLP solution concept is an improved objective that obtains
stronger robustness guarantees than minimax regret, and
avoids its pathologies in irreducible-regret environments—
paving the way for UED to be applied to more open-ended
and complex task spaces.
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A. Proofs of Theoretical Results
A.1. Proof of the Minimax Regret Refinement Theorem (Theorem 4.4)

Theorem 4.4. Let (w1, A1) be in Nash equilibrium of the minimax regret game. Let (7;, A;) with 1 < i denote the Nash
equilibrium solution to the refined minimax regret game under 7;_; and ©} = U;;ll Supp(A;). Then, for all i > 1, (a) m;
is minimax regret and (b) we have

eél(laai)é/ {Regret, (m;)} < 9?&%; {Regret,(m;—1))} . 3)

i

Finally, (c) for 1 < j < i and 6 € Supp(A;), Regret,(m;) = Regret,(m;).

Proof. We first prove (a) inductively. For each k, we assume 7, is minimax regret and must show that 7y ; is also minimax
regret.

Base Case: 7 is trivially minimax regret by definition.

Inductive Case: Suppose 7 is minimax regret. By Theorem 4.3, 7,1 must have better worst-case regret than 7 for
the set of levels outside the support of all previous adversaries. Given this, and since 73 is also constrained to behave
identically to 7 under the support of these previous adversaries, it cannot perform worse over any previously-sampled level.
Thus, 741 cannot decrease worst-case performance compared to 7, on the full level set ©. Hence 741 is minimax regret
optimal.

We prove (b) inductively again.
Base Case: The case of ¢ = 2 follows directly from Theorem 4.3.

Inductive Case: Again, we can invoke Theorem 4.3 to show that ; must monotonically improve worst-case regret of m; _;

over © \ ©/.

(c) This follows directly from the definition of the refined game, as m; cannot change behaviour for any level sampled by any
previous adversary.

O

A.2. Proof of Bayesian Perfect Policy (Theorem 4.6)

Theorem 4.6. A Bayesian level-perfect minimax regret policy 7’ acts consistently with a Perfect Bayesian policy on all
realisable trajectories under 7’ and ©.

Proof. We denote O, as the information set of 7, consisting of all levels # that could have generated 7.

Let 7’ be a Bayesian level-perfect MMR policy (as per Definition 4.5). To show that 7’ is a Perfect Bayesian policy, we must
show (a) that at every trajectory, corresponding to an information set, 7’ acts optimally with respect to some distribution
wu(7) over ©,. Furthermore, (b) this belief must be updated using Bayes’ rule wherever possible, i.e., we do not update the
posterior on a 0 probability event.

(i): Equlibrium Paths We first consider on-equilibrium paths, i.e., those trajectories reachable by 7 and A;.

Define

= mi Regret
1% 17316111_11{1516&5({ egreo(ﬂ)}}

to be the optimal worst-case regret.

Since 7" and A; are in equilibrium of the minimax regret game, we have that, for each 6 € Supp(Py, (9)), Regret, (7') = W.
Therefore, for any probability distribution P’ () such that Supp(P’(6)) C Supp(Pha, (8)), we have that

Eg.pr(9)[Regrety (")) = W.
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Now, let 7 be any trajectory along the equilibrium path. Then we know that P(6|7) is a probability distribution that has
support that is a subset of the support of A;.

Assume, for the sake of contradiction, that there exists a policy 7 that obtains a lower expected regret over P(6|7). If this
is true, it must mean that 7 improves upon 7’ in some environments in the support of P(6|7). Since Supp(P(6|7)) C
Supp(Ph, (0)), ® must improve in performance compared to 7’ over the entire distribution P, (¢#). This provides the
contradiction, since 7’ and A; are at Nash equilibrium—therefore, there does not exist a policy 7 that obtains a better utility
while the adversary is fixed.

(ii): Off-Equilibrium Paths Let 7 be a realisable trajectory that is not reached under A; and 7;. Let ¢ be the smallest
integer such that 7 is reached under A; and 7. Then, using A; as the prior and performing Bayesian updating using 7 will
result in a well-defined probability distribution over O.. If there exists a policy that performs better starting at 7 than 7
over this distribution, then—similarly to case (i)—that contradicts 7} being a Nash equilibrium of the i-th refined game.
Therefore, by contradiction, 7’ satisfies (a) on off-equilibrium paths.

(iii): Non-Realisable Paths Consider a trajectory that does not occur under any A;, 7. This must mean that the trajectory
can happen in some environment 6, but 7} never acts such that this trajectory occurs. Let 7 denote one of these non-realisable
trajectories. If 7’ is strictly dominated over the information set ©,, let 7 be any policy that weakly dominates 7" and
is itself not strictly dominated. This must exist, as some strategies must survive iterated deletion of strictly-dominated
strategies (Osborne & Rubinstein, 1994, Proposition 61.2).

We can modify 7’s actions in all descendants 7" of 7 to act according to 7. We call this modified policy myayes. This policy
acts according to 7’ in all realisable trajectories, and therefore obtains the same regret in all environments.

If 7’ is not strictly dominated, we can let Thayes aCt according to 7' on all descendants of 7.

Then, in either case, we have that mpaye is not strictly dominated over ©, and therefore must be optimal over some
distribution 14(©,) (See Lemma 60.1 of Osborne & Rubinstein (1994)).

By (i) and (ii), we have that y,ye satisfies optimality over some belief (which is updated using Bayes’ rule) on all realisable
paths. By construction, we must have that myay.s also satisfies this on all non-realisable paths. Therefore, my.yes i a Perfect
Bayesian policy. However, since 7’ acts consistently with mpayes Over all realisable trajectories (by construction), ' acts
consistently with some Perfect Bayesian policy on these realisable trajectories. This proves the result.

O

B. On the Temporal Inconsistency of Minimax Regret
In this section we expand upon some simpler, but ultimately flawed alternatives to our BLP formulation.

Global Regret One possible approach is to consider each trajectory 7, and the associated set of levels consistent with it O ..
We could aim to find the policy that satisfies MMR over all of these subsets. In other words, a policy in the intersection of
I} forall ©;:

e lr= ﬂ arg min {maX{Regrete(ﬂ)}} : “4)
rer TEH 0eor

However, a simple counterexample suffices to show that this set is not guaranteed to be non-empty in general. Consider a
two-step MDP that has a single initial observation but multiple levels 6; and 65, each having a unique second observation
T1 Or To, respectively. Finally, suppose that 61 and 6, have different optimal actions in the initial state. Then, ©,, = {6:}
and O, = {2}, and the minimax regret policy over ©,, and O, must perform different actions given the shared initial
observation. Therefore, the set of minimax regret policies over ©,, and O, must be disjoint. This means that the policy in
Equation (4) is not always guaranteed to exist.

Local Regret Next, if we use a local form of regret, where regret at a trajectory 7 is defined as the performance difference
between the optimal agent and the current agent, given that both are initialised to 7.

We propose the following environment as a counterexample to this: A two-step MDP with two levels 64 and 6. These
share an initial state sg, and there are two possible next states, s 4 and sp. There is only one allowed action in sg, which

15



Refining Minimax Regret for Unsupervised Environment Design

stochastically transitions to s 4 (99% probability if the level is 6 4, 1% probability if the level is 05) or sp (99% probability
infg and 1% in 0 4).

Once the agent is in either s4 or s, it must bet $100 on whether it is in 6 4 (action ay) or fp (action as). If it wins the
bet it gains $100, otherwise it loses the $100. Any policy can therefore be described by two actions, 7, j, corresponding to
the policy’s actions in s 4 and sp respectively. Table 2 contains the utility for each policy, and Table 3 shows the regret for
each policy. We note here we consider only deterministic policies, and stochastic policies can be obtained by using a mixed
strategy.

Now let us consider the minimax regret policy for the entire MDP. It is clear that the policy must perform action a; in 64
and as in 6, with an overall regret of 2. Therefore, the policy a;as is MMR.

Table 2. The decision matrix for this MDP. Table 3. Regret Matrix corresponding to Table 2.

Utility aja1  ai1ae2  asai;  asaq Regret aja; ajas aga;  agas
04 +100 +98 —-98 —100 04 0 2 198 200
0 —-100 498 —98 +100 0B 200 2 198 0

Now let us consider the game starting from s 4, with utility and regret shown in Tables 4 and 5. Here we note that the policy
can be described solely by one action, that which it takes in s 4.

In this case, the game is similar to matching pennies (Osborne & Rubinstein, 1994; Bonanno, 2015) and we have that the
minimax regret policy must perform action aq and a2, each with 50% probability. By symmetry, the same holds for the
game starting at sp. The resulting policy that satisfies minimax regret starting from both s 4 and sp is to act according to
aia; 50% of the time, and according to agas 50% of the time. If we apply this policy in the original game, we can see that
it obtains a worst-case regret of 100—much higher than the global MMR policy’s worst-case regret of 2. Therefore, being
minimax regret on both s 4 and sp causes a policy to not be minimax regret over the entire game.

Table 4. The decision matrix for the MDP starting at s 4. Table 5. The regret for the MDP starting at s 4.
Utility ay as Utility a as
04 +100 —100 04 0 200
0p —100 4100 0B 200 0

This counterexample shows that if we aim to perform minimax regret using a local regret measure at a particular trajectory
7, then we can invalidate global minimax regret guarantees.

Some Intuition An intuitive explanation for why this happens is that the global policy can hedge its risk by committing
100% to 64 in state s4 and 100% to Op in sp; in this way, it has minimax regret globally because the environment can
transition to either s 4 or sp. The local policy, by contrast, assumes it is already in s 4 or sp, and therefore has to hedge its
risk in each case.

Summary The side-effect of these counterexamples is that we cannot aim to be minimax regret given any trajectory using
a local regret measure, because if we change behaviour on any future trajectory, it may cause the agent to lose minimax
regret guarantees. This is why our BLP formulation only alters behaviour of trajectories that never occur under the previous
adversaries and policies. This allows us to circumvent this temporal inconsistency problem.

C. Additional Background

In this section, we provide additional background. Appendix C.1 discusses decisions under ignorance—an important
foundational body of work for UED. Appendix C.2 discusses practical UED methods and Appendix C.3 describes common
approximations for regret.
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C.1. Decisions under ignorance

Decisions under ignorance (Peterson, 2017) is the setting where a particular agent has to make a decision, i.e., performing
an action, which will have a particular outcome, depending on the true state of the world. The possible world states, actions
and outcomes are known, but the probability of the world being in any particular state is unknown.

Generally, this can be formalised by letting .S be all possible world states, A being all possible actions that the agent can
take, and U (s, a) being the utility of the agent performing action a in state s.

This in turn can be written as a matrix, where each row corresponds to a particular state s and each column corresponds
to a particular action a. The entry in the matrix is the utility of performing action a in state s. There are several different
decision rules of which we briefly discuss three, minimax, leximin and minimax regret.

Concretely, each rule r induces an ordering over actions >,. The minimax decision rule chooses actions based on
maximising the worst case utility, i.e., &; >minimax @; if and only if min, U(s, a;) > min, U(s, a;), i.e., that the worst case
performance of a; is better than that of a;.

However, if multiple actions have the same worst case utility, then the minimax decision rule is indifferent between these
actions. leximin breaks ties by choosing, among those actions that have optimal worst-case utility, the one with the best
second worst-case utility, and so on. Concretely, if we let min™ as the n'" worst possible outcome. The leximin ordering is
as follows:

a; Zleximin @j iff In >0, s.t., min"(a;) > min™(a;) and

min" (a;) = min" (a;) for all m < n.

Minimax regret. Finally, the minimax regret decision rule chooses actions based on minimising the maximum regret, i.e.,
@i >minimax regret @ if and only if (letting U*(s) = max,{U (s, a)}):

msax{U*(s) —U(s,a;)} < msax{U*(s) —Ul(s,a;)}.

For instance, if we consider Table 6, a; and as would both be minimax, since their worst case is the best. as would be
leximin, since its second worst case is better than a;’s second worst case. Both a3 and a4 would be minimax regret, since
their worst-case regret is the lowest.

Table 6. An example decision matrix

aq a9 as a4
sy —100 —-100 -—101 —101
s —90 -2 -1 1
sy —90 0 -1 -2

Table 7. The regret matrix of Table 6

ap a2 a3 Q4

ss 0 0 1 1
st 91 3 2 0
s 90 0 1 2

C.1.1. TWO-PLAYER ZERO-SUM GAMES

Here we briefly connect the above setting to two-player zero-sum games. While we have explained the above in the context
of a fixed, but unknown world state s, the world state could also be chosen by another agent, with its payoff being the
negative of the first agent’s payoff.

If these players are in a Nash equilibrium, it means that neither player can improve their payoff by unilaterally changing
their strategy. If each strategy set is finite, this game has a Nash equilibrium (Nash, 1950), and the minimax theorem applies
directly (Osborne et al., 2004), implying that the payoff is min,{max{Payoff(s, a)} }.
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C.2. Practical UED Methods

In practice, there are two primary classes of UED methods, generation- and curation-based. Generation-based methods,
such as PAIRED (Dennis et al., 2020), train a level-editor adversary using reinforcement learning, and it learns how to
generate levels that maximise the agent’s regret. As an example, in a maze setting, the adversary performs /N sequential
actions, and each action places either the agent, the goal, or a wall. It is updated using RL with a reward of —Regret, (7).

Our method is agnostic to the exact UED algorithm used, but our concrete implementation builds on PLR* (Jiang et al.,
2021a).

The other broad class of methods are curation-based (Jiang et al., 2021a; Parker-Holder et al., 2022; Samvelyan et al.,
2023). These methods generate levels using domain randomisation—effectively generating random levels by e.g. sampling
maze tiles i.i.d. Then, the agent is evaluated on these levels and its approximate regret is measured. The levels that induce a
high regret are then added to a buffer of levels, which the agent is later trained on. In this way, the UED algorithm only has
to curate high-regret levels instead of generating them directly, which is quite challenging.

C.3. Regret Approximations in UED

While regret has desirable theoretical properties, it is intractable to compute in general. Therefore, UED methods have
to instead approximate regret. PAIRED (Dennis et al., 2020) does this by concurrently training two agents, and using
the difference in performance between these as a proxy for regret. PLR™ (Jiang et al., 2021a) uses two different scoring
functions, Positive Value Loss (PVL) and Maximum Monte Carlo (MaxMC). PVL approximates regret as the average of the
value loss (the reward obtained minus the predicted reward) over all transitions that have positive value loss in an episode.
This prioritises levels on which the agent can still improve. MaxMC approximates the optimal return on any level as the best
performance the agent has ever achieved on this level.

D. Experimental Details
D.1. ReMiDi Implementation Details

We implement ReMiDi on top of PLR™ as our base UED algorithm. The procedure is as follows. We first run PLR*
normally for N = 1000 iterations. We then initialise a new adversary. When new levels are sampled, we perform the agent’s
action on every one of the levels in the previous buffer(s). Using the observations we obtain, we determine when the current
trajectory is distinguishable from a trajectory from a prior adversary. If the trajectory has complete overlap with any level in
the previous buffer, we do not add it to the new one. If it has partial or no overlap, we add it to the new buffer as normal (i.e.,
if the level has a higher score than any existing one). We continue to initialise a new adversary after every NN steps. For
computational reasons, we only have a fixed number of adversaries, and remain at the last one after we have iterated through
all of the previous ones.

The above works since each of our environments is deterministic. In stochastic settings, one could either add the random
seed to the level 6, in which case the environment becomes deterministic given 6. Alternatively, we can learn a belief model
P(7|A;) concurrently with learning A;. Then, if P(7|A;) is lower than some threshold for all previous adversaries, we can
consider it as distinguishable.

Finally, we approximate Algorithm 1 in that we do not train separate policies for each adversary. However, we update 7
only on parts of trajectories that are distinguishable from previous adversaries. While we could periodically train the agent
on levels from previous buffers to ensure it does not forget, we opt for the simpler option.

D.2. Environment Description

D.2.1. TABULAR SETTING

The tabular game consists of 6 environments 61, . . ., 0. In the first experiment, each of these consists of a unique trajectory
7;. In each state, the agent can choose between two actions, A and B. The environment terminates after one step, with
rewards given by Table 8.
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Table 8. The rewards of the first tabular setting in Section 6.2.

Environment Trajectory Reward A Reward B

01 T —-0.1 +0.1
02 T2 +07 *07
93 T3 —0.7 +07
94 T4 +01 —0.1
05 T5 —1.0 +1.0
O¢ T6 +1.0 —1.0

The second experiment used the same rewards, except that my = 1o, 73 = 74 and 75 = 74.

In both cases, the adversary and agent were implemented using tabular actor-critic (Sutton & Barto, 2018). The procedure
is similar to PAIRED (Dennis et al., 2020), except that we used perfect regret (corresponding to an antagonist that is
optimal on each level and does not learn). Both the agent and adversary are effectively bandit agents, and the adversary was
updated using regret as the reward, and the agent’s reward was the negative of regret. When updating the agent, its reward
is computed by taking the expectation over the adversary’s distribution given the action the agent takes. Likewise, when
computing the regret for updating the agent, we compute the agent’s expected return over the environment selected by the
adversary. At each iteration, we perform 5 updates of the adversary and then 5 updates of the agent.

We use v = 0.95, entropy coefficient of 0.1, policy learning rate of 0.01 and value function learning rate of 1.0.

D.2.2. T-MAZE & MAZES

Every time we generate a new random level in this experiment, there is a 50% chance that it is a T-maze, and it is a
normal maze otherwise. The T-maze’s goal is invisible to the agent, and each T-maze looks like the levels in Figure 9. The
boundaries are generated randomly. This has the effect that each T-maze in our buffer is unique, even though they play
identically. The T-maze terminates once the agent moves with a reward of either +1 or —1, depending if the goal is reached

or not.

Figure 9. Several Examples of T-mazes

The mazes are generated using 25 walls sampled IID, similar to prior work (Jiang et al., 2021a). We use perfect Monte
Carlo regret as the score. This is computed by first finding the shortest path from the agent’s start location to the goal, and
computing the number of steps that would take. The optimal return is then computed using this. The regret is then computed
as the optimal return, minus the average return of the agent on this level.

Agent Architecture The agent architecture is similar to that used by prior work (Dennis et al., 2020; Jiang et al., 2021a).
In particular, it observes the 5 x 5 window in front of and including the agent. The agent uses a 3 x 3 convolutional
layer with 16 channels to process the input image. The agent’s direction is embedded into a 5-dimensional vector. The
image embedding is concatenated to the direction embedding and processed using a 256-feature LSTM (Hochreiter &
Schmidhuber, 1997). The output of this is processed by two 32-hidden node fully-connected layers, one for the policy and
one for the value estimate.

Evaluation Levels We evaluate the agent on a set of held-out standard test mazes used in prior work (Jiang et al., 2021a;
Parker-Holder et al., 2022; Jiang et al., 2023). In particular, we use SixteenRooms, SixteenRooms2, Labyrinth,
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LabyrinthFlipped, Labyrinth2, StandardMaze, StandardMaze?2, StandardMaze3, SmallCorridor
and LargeCorridor.

D.2.3. BLINDFOLD

In the blindfold experiment, levels are generated as normal, and then have a 50% chance of being “blindfold” levels, in
which case the agent’s observation is filled with zeros. The agent architecture and evaluation procedure are the same as in
the T-maze case.

D.2.4. LEVER GAME

The lever environment is a one-step environment where there are 64 actions the agent can take. The observation consists of
a 65-dimensional, one-hot-encoded vector. If the first dimension is active, that indicates that the correct answer is hidden. If
any of the other ¢ dimensions is activated, then the correct action is ¢« — 1. We generate levels by first choosing a correct
action and then, with 50% probability, choosing whether or not the correct answer is visible or not.

The reward for the visible case is +1, —1 for the correct and the incorrect answers respectively, and +10, —10 for the
invisible case.

The agent’s architecture consists of two 256 hidden node fully-connected layers, and then the same policy and value heads
used in the other experiments. For hyperparameters, we use top-k prioritisation with £ = 32, and a buffer size of 64 for
PLR, where ReMiDi has two buffers of size 32 each.

D.2.5. BRAX

We use the Brax simulator, and restrict our episodes to only consist of 100 timesteps. The observation space is the standard
Brax observations, with a one-hot encoded indication of whether the agent is in a type A or B level. In type B levels, since
the joint positions do not matter, they are set to a dummy value of —1. The reward for type B levels is either +10000 or
—10000 depending on if the agent performs the correct (but unobserved) action. Correct here means that the sign of the
final action dimension is either positive or negative, depending on the level.

Since we cannot compute the optimal policy in a closed-form manner, we use the heuristic of setting the optimal return per
level to be the same as obtained by a policy trained to convergence without disturbances. Since 7y has access to the level, it
can apply the necessary corrections to account for the particular disturbances of level 6.

Finally, during training, we divide the reward obtained by 10 (as it can become quite large), and use a running observation
normalisation. We use the fully connected network architecture inspired by PureJaxRL (Lu et al., 2022). The network has
two fully connected layers, then a recurrent cell, followed by two more fully connected layers for the actor and critic.

D.3. Hyperparameter Tuning
Table 9 contains the hyperparameters we used for our experiments.

We tuned PLR"’s hyperparameters by training on standard mazes and choosing the hyperparameters that obtained the
best performance over the evaluation levels. We used these for the minigrid experiments, and made slight changes for the
simpler lever game. We performed a grid search over entropy coefficient of {0.01, 0.0}, learning rate of {0.001,0.0001}, A
of {0.95,0.98}, temperature of {0.3, 1.0} and replay rate of {0.5,0.8}. We searched over the same hyperparameters for the
Brax experiments, separately for each environment. We use the same parameters for ReMiDi and minimax return as for
PLR.

We used the same hyperparameters for ReMiDi, except that we have an inner buffer size of 256, and 4 outer buffers for the
minigrid experiments. The inner buffer size of 256 performed better than a larger buffer of 1000 but is computationally
more efficient.
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Table 9. Hyperparameters

Parameter Minigrid ~ Lever Brax
PPO

Number of Updates 30000 2500 200
y 0.995 0.99
AGAE 0.95 0.95
PPO number of steps 256 100
PPO epochs 5 4
PPO minibatches per epoch 1 32
PPO clip range 0.2

PPO # parallel environments 32 256
Adam learning rate 0.001 0.0001
Anneal LR yes

Adam e le-5

PPO max gradient norm 0.5

PPO value clipping yes

return normalization no

value loss coefficient 0.5

entropy coefficient 0.0

PLR

Replay rate, p 0.8 0.8 0.8
Buffer size, K 4000 64 512
Scoring function Perfect Perfect Perfect
Prioritisation Rank Top K Rank
Temperature, 3 1.0 - 1.0
k - 32 -
Staleness coefficient 0.3 0.3 0.3
ReMiDi

Number of Adversaries 4 2 2
Inner Buffer Size 256 32 512
Number of Replays per adversary 1000 1000 25
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