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Abstract

This paper describes Japanese essay grading001
models with Generative Pre-trained Transform-002
ers (GPTs) in Japanese. Previous studies of003
essay grading show that neural network based004
models utilizing pre-trained language model005
such as BERT are effective for several essay006
data. With the recent rapid development of007
downloadable GPTs, which are trained on sig-008
nificantly larger datasets compared to BERT, it009
has become feasible to employ GPTs for the010
task of essay grading through fine-tuning with011
Low-Rank Adaptation (LoRA). Most models in012
previous studies have been applied to English013
essay data and evaluated for the accuracy, but014
it is not clear how much prediction accuracy015
can be achieved for Japanese essays, where016
linguistic resources are limited. Thus, we ap-017
ply several Japanese GPTs into Japanese essay018
data with 12 prompt composed of 4 themes.019
The experimental results show that a model pre-020
trained from the beginning with Japanese data021
has higher accuracy than a model additionally022
pre-trained from multilingual Llama.023

1 Introduction024

Automated essay scoring (AES) is one of the most025

promising and rapidly evolving fields in educa-026

tional technology owing to the growing opportuni-027

ties of online lectures.028

Previous studies first revealed neural network-029

based models such as LSTM and CNN are effective030

for essay tasks (Taghipour and Ng, 2016; Dong031

et al., 2017; Yi Tay and Minh C. Phan and Luu032

Anh Tuan and Siu Cheung Hui, 2018). A neu-033

ral network-based essay scoring model is roughly034

divided into two parts: encoding a sentence to a035

vector and assigning scores. After a pre-trained lan-036

guage model BERT (Devlin et al., 2019) has suc-037

ceeded in improving the accuracy of benchmarks038

in NLP, some previous studies have applied simple039

BERT-based models into essay scoring task (Ro-040

driguez et al., 2019; Mayfield and Black, 2020).041

The simple models were unable to improve the ac- 042

curacy of existing neural network-based models, 043

the newly proposed models, however, combining 044

regression and ranking loss show improved perfor- 045

mance comparing to the existing neural network- 046

based models (Yang et al., 2020; Wang et al., 2022). 047

Thus, the previous studies have revealed pre- 048

trained language models are effective for AES. In 049

the recent advancements in Generative Pre-trained 050

Transformers (GPTs) (Brown et al., 2020; Ope- 051

nAI et al., 2023), which have much larger weight 052

size and are trained on extensive datasets, sev- 053

eral studies have explored the application of GPTs, 054

both with and without fine-tuning (Mizumoto and 055

Eguchi, 2023; Xiao et al., 2024). It has been ob- 056

served that a prompt-based GPT model yields lower 057

accuracy compared to the fine-tuned GPT-3.5 or 058

BERT-based model (Xiao et al., 2024). 059

The findings of the models studied above have 060

been often conducted on the commonly used En- 061

glish essay dataset ASAP (Hamner et al., 2012), but 062

on the other hand, it is not clear how much predic- 063

tion accuracy can be achieved for Japanese essays, 064

where linguistic resources are limited. There are 065

studies conducted on Japanese essay written by 066

Japanese learners (Hirao et al., 2020; Obata et al., 067

2023); however, Japanese essay data (Takeuchi 068

et al., 2021)1 written by native Japanese speakers 069

that can be used for research has recently been pub- 070

lished, thus, in this paper, we conduct on the study 071

of essay scoring model for Japanese. 072

Previous studies show that the fine-tuned lan- 073

guage models based on BERT or GPT-3.5 are 074

promising for AES task (Hirao et al., 2020; Xiao 075

et al., 2024). Thus, the middle size of downloadable 076

GPT models such as Llama (Touvron et al., 2023) 077

are worth to be applied into Japanese essay scor- 078

ing task because of the following reasons: 1) API- 079

based GPTs such as GPT-3.5 have limitations of 080

1GSK2021-B https://www.gsk.or.jp/catalog/gsk2021-b/
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learning while we can freely build an essay grading081

model that incorporate the downloaded GPT, 2) it082

is expected that linguistic knowledge within a GPT083

will contribute to solve the grading of Japanese es-084

says, and 3) Low-Rank Adaptation (LoRA) (Hu085

et al., 2021) enables us to apply fine-tuning on a086

local GPU at a laboratory scale.087

Several Japanese GPT models that are specifi-088

cally pre-trained on Japanese texts are published;089

however, it is not clear which model is suitable090

for Japanese essay scoring task. The dataset in-091

cludes Japanese essays to 12 prompts consists of092

4 themes, which ranges in length from 100 to 800093

characters. Therefore, in this paper, we clarify the094

performance of the several Japanese GPT models095

for the Japanese essay dataset and discuss the rela-096

tions between GPTs and features of essays.097

The contributions of this study are as follows:098

1) it unveils Quadratic Weighted Kappa (QWK)099

and F1 scores achieved for Japanese essays us-100

ing a Japanese GPT model, 2) it provides a com-101

parative analysis of the performance across vari-102

ous Japanese GPT models employing Low-Rank103

Adaptation (LoRA) fine-tuning on Japanese essay104

datasets, and 3) it reveals that GPT models initially105

trained on Japanese texts outperform the model106

subjected to additional pre-training on multilingual107

Llama model using Japanese texts.108

2 Previous Studies109

In the initial phases of AES development, a vari-110

ety of statistical models were employed. These111

included regression models that relied on hand-112

crafted features, exemplified by systems like e-113

rater (Attali and Burstein, 2006), as well as sta-114

tistical approaches utilizing latent semantic index-115

ing (LSI) (Deerwester et al., 1990; Ishioka and116

Kameda, 2006).117

Neural network models that do not require hand-118

crafted features has been proposed and shown to119

be superior to previous models. Many studies used120

LSTM and CNN models (Taghipour and Ng, 2016;121

Dong et al., 2017; Yi Tay and Minh C. Phan and122

Luu Anh Tuan and Siu Cheung Hui, 2018), but123

there is also a study using word embedding and124

Support Vector Regression model (Cozma et al.,125

2018) that achieved an equivalent performance to126

the neural network-based models (Mayfield and127

Black, 2020).128

Instead of learning sentence embedding directly129

from target data, pre-trained language models are130

employed (Rodriguez et al., 2019; Mayfield and 131

Black, 2020; Yang et al., 2020; Wang et al., 2022; 132

Mizumoto and Eguchi, 2023; Xiao et al., 2024; Hi- 133

rao et al., 2020; Obata et al., 2023). Pre-trained 134

models can be broadly divided into BERT (Ro- 135

driguez et al., 2019; Mayfield and Black, 2020; 136

Yang et al., 2020; Hirao et al., 2020; Wang et al., 137

2022) and GPT (Mizumoto and Eguchi, 2023; 138

Obata et al., 2023; Xiao et al., 2024). Although 139

the initial model using BERT could not achieve 140

high accuracy, it was shown that adding ranking 141

to the loss function improved accuracy and outper- 142

formed neural network-based models (Yang et al., 143

2020; Wang et al., 2022). The prompt-based GPT 144

model showed the limited performance compared 145

to the linguistic feature-based model (Mizumoto 146

and Eguchi, 2023; Obata et al., 2023) or fine-tuned 147

GPT-3.5 model (Xiao et al., 2024). This indicates 148

that significant large language model is not so ef- 149

fective for AES. 150

While most of the previous studies are conducted 151

on English essay dataset, studies on Japanese es- 152

say are limited. Hirao et al. (2020) revealed that 153

the BERT-based model is effective compared to 154

the LSTM-based model on Japanese essay dataset2. 155

The other Japanese essay dataset used in Obata et al. 156

(2023) contains essays for one prompt3. Thus, eval- 157

uating essay scoring models using a Japanese essay 158

dataset—comprising essays of various lengths and 159

themes, based on data available for research—is 160

deemed valuable. 161

3 Methodology 162

3.1 Essay Scoring Model 163

A neural network-based essay scoring model is 164

roughly divided into two parts: encoding a sen- 165

tence to a vector and assigning scores. The pre- 166

trained language models are employed for the en- 167

coding part. The employed Japanese pre-trained 168

language models are Japanese BERT4, open-calm 169

models, calm2-7b models5, Japanese StableLM Al- 170

pha models6, and ELYZA7. In these models, the 171

ELYZA models are built by applying continual pre- 172

2https://goodwriting.jp/wp/?lang=en
3That is included in I-JAS corpus https://

www2.ninjal.ac.jp/jll/lsaj/.
4https://huggingface.co/tohoku-nlp/bert-base-japanese-

v3
5https://huggingface.co/cyberagent
6https://huggingface.co/stabilityai/japanese-stablelm-

base-alpha-7b
7https://huggingface.co/elyza/ELYZA-japanese-Llama-2-

7b
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training into Llama2 to train Japanese texts. The173

other models are trained with Japanese texts from174

the beginning.175

Let an input essay document be s and its tokens176

be x1 to xn generated by the tokenizer of a pre-177

rained langauage model. When using BERT, the178

vector corresponding to [CLS] token is used as an179

embedding vector of s. On the other hand, when180

using the GPT model, the vector that outputs the181

next token8 after the final token xn is used as an182

embedding of s.183

Our setup involved the following key compo-184

nents:185

• GPT Configuration: We utilized a GPT186

model specifically configured for the Japanese187

language, ensuring that it is finely attuned188

to the linguistic characteristics unique to189

Japanese.190

• Early Stopping: To prevent overfitting, we191

employed an early stopping mechanism. This192

approach allowed the model to cease training193

once the improvement in performance on the194

validation set plateaued, thereby ensuring the195

generalizability of the model.196

• Gradient Accumulation: Recognizing the197

computational demands of training large lan-198

guage models, we implemented a gradient199

accumulation strategy. By setting the accu-200

mulation steps to 2 in a batch size of 8, we201

effectively simulated a larger batch size of202

16. This method allowed for more stable and203

effective training of the model.204

• LoRA: we apply LoRA implemented in PEFT205

by HuggingFace and the rank is set to 8.206

3.2 Desing of the Loss Function207

Since the proposed model is categorical classifica-208

tion model, the class is not independent, but order209

then we apply soft labeling (Diaz and Marathe,210

2019) into the loss function. In training phase the211

loss for categorical model is cross entropy and give212

with one-hot labels. On the other hand the soft213

label gives k-th value as the following formula.214

dk =
exp(−|k̂ − k|)∑K
i=1 exp(−|k̂ − i|)

(1)215

8The token that denotes the end of input document varies
depending on the model. For open-calm-7b, the final token is
’<|endoftext|>’.

The dk stands for the teacher value for each k-th 216

unit in the final layer of the classification model. 217

The k̂ denotes the correct category. By applying 218

this, a large penalty is given when outputting results 219

that are far from the correct answer class. 220

4 Experimental Setup 221

4.1 Dataset 222

The Japanese essay tests was conducted on 223

Japanese university students, and then, Japanese 224

essay dataset consists of 12 prompts with 4 themes. 225

In each theme, there are three prompts The four 226

themes are globalization (Global), natural science 227

(Natural), east Asian economics (Easia) and Crit- 228

ical thinking (Criticize). Each theme has three 229

prompts from question 1 to 4. The length of the es- 230

says ranges from 100 characters to 800 characters. 231

The essays are manually scored on 5-point scale 232

for comprehension, logic, validity, and grammar. 233

In this paper, we focus on comprehension scores to 234

evaluate the essay scoring models. Table 1 shows 235

the number of essays for each prompt. The P, ML, 236

Num stand for Prompt number, Maximum Length 237

of essay and number of essays. 238

Table 1: Japanese essay data

Theme P ML Num Theme P ML Num
1 100 290 1 300 328

Criticize 2 400 290 Global 2 250 327
3 800 290 3 300 327
1 300 290 1 100 327

Easia 2 250 288 Science 2 400 325
3 300 288 3 800 327

This data was divided into training, development, 239

and test data in a ratio of 8:1:1. 240

4.2 Score Distribution Across Themes 241

The score distribution across different essay themes 242

and prompts provides valuable insights into the 243

grading trends and the level of challenge posed 244

by each prompt. The table below illustrates how 245

scores were allocated across five possible score lev- 246

els (1 to 5) for each theme and prompt within the 247

dataset. This distribution highlights the variabil- 248

ity in grading across different prompts, with some 249

prompts showing a higher concentration of scores 250

in the middle ranges (Scores 2 and 3), while others 251

have a significant number of essays scored at the 252

higher end (Score 5), particularly in themes like 253

science_q1. 254
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Figure 1: Scores Distribution per theme

4.3 Performance Measures255

To evaluate the effectiveness of our model, we em-256

ployed several performance metrics:257

• Accuracy: This metric provided a straight-258

forward measure of the model’s ability to cor-259

rectly predict the essay scores.260

• Root Mean Square Error (RMSE): RMSE261

offered a quantitative measure of the model’s262

prediction error, giving insights into the devi-263

ation of the predicted scores from the actual264

scores.265

• Quadratic Weighted Kappa (QWK): QWK266

was used to assess the degree of agreement267

between the predicted and actual essay scores.268

This metric is particularly valuable in grading269

scenarios, as it accounts for the ordered nature270

of the rating scale.271

5 Experimental Results272

5.1 Overall Performance273

With Soft Labeling:274

• open-calm-medium: It stands out with a high275

QWK of 0.5303 and the lowest RSME of276

0.7243, indicating strong agreement with hu-277

man raters and accuracy in score predictions278

as indicated in Table 2.279

• open-calm-large: Table 2 shows that this280

model has the highest Accuracy of 0.6208,281

showing a good balance between precision282

and recall and correct predictions of essay283

scores while BERT has highest F1 score of284

0.5056.285

Without Soft Labeling:286

• calm2-7b: This model shows top perfor- 287

mance with the highest QWK of 0.5982, and 288

the lowest RSME of 0.6957, suggesting that it 289

is highly effective in scoring essays when soft 290

labeling is not used. 291

• open-calm-medium: Notably, this model has 292

the highest Accuracy of 0.6233 and a very 293

competitive RSME of 0.7259, just slightly 294

higher than open-calm-large, which has the 295

lowest RSME of 0.7053 as shown in Table 2. 296

5.2 Category-wise Performance 297

With Soft Labeling Table 3 298

• Criticize: The japanese-stablelm-instruct- 299

alpha-7b-v2 model has the best QWK of 300

0.5239, but the best RSME is achieved by 301

open-calm-medium at 0.7287. 302

• Easia: The calm2-7b model leads with the 303

highest QWK of 0.5129, and RSME of 0.6259, 304

indicating strong performance in this category. 305

• Global: open-calm-large scores highest in 306

QWK (0.5593), which shows its strength in 307

global content essays. 308

• Science: Both open-calm-medium and open- 309

calm-large share the lead with an F1 score 310

of 0.4515 and QWK of 0.7092. However, 311

open-calm-medium has a slight edge with 312

a lower RSME of 0.6604 compared to 0.6604 313

for open-calm-large. 314

Without Soft Labeling Table 4 315

• Criticize: calm2-7b excels with the highest 316

QWK of 0.5831, as well as the lowest RSME 317

of 0.7133, demonstrating its strong evaluative 318

consistency in the "Criticize" category without 319

soft labeling. 320

• Easia: The calm2-7b model again shows the 321

best performance with the highest QWK of 322

0.5886, and the lowest RSME of 0.6280, in- 323

dicating its robustness in understanding and 324

scoring essays within this category. 325

• Global: The calm2-7b-chat model leads in 326

QWK (0.5585), suggesting its effectiveness 327

in the "Global" content essays. It also has the 328

lowest RSME (0.6511), suggesting precise 329

score predictions. 330
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Table 2: Performance of GPT Models for all prompts

With Soft labeling Without Soft labeling
Model Name F1 QWK Accuracy RSME F1 QWK Accuracy RSME
open-calm-small 0.2803 0.3417 0.5677 0.7855 0.2910 0.3848 0.5679 0.8112
open-calm-medium 0.3284 0.5303 0.5899 0.7243 0.3621 0.5551 0.6233 0.7259
open-calm-large 0.3502 0.5272 0.6208 0.7282 0.3772 0.5614 0.6219 0.7053
open-calm-7b 0.3072 0.4362 0.5963 0.7787 0.3370 0.5068 0.6089 0.7279
calm2-7b 0.3252 0.5288 0.6001 0.7417 0.3872 0.5982 0.6140 0.6957
calm2-7b-chat 0.3109 0.4512 0.5873 0.7761 0.3303 0.4994 0.6072 0.7332
japanese-stablelm-base-alpha-7b 0.2961 0.4201 0.5652 0.7933 0.3518 0.5367 0.6072 0.7332
japanese-stablelm-instruct-alpha-7b-v2 0.3372 0.4750 0.5886 0.7788 0.3362 0.4690 0.5918 0.7829
ELYZA-japanese-Llama-2-7b-instruct 0.2909 0.3760 0.5305 0.8980 0.3143 0.4501 0.5274 0.8365
ELYZA-japanese-Llama-2-7b-fast 0.2415 0.3105 0.5216 0.8884 0.2630 0.3375 0.5329 0.9217
ELYZA-japanese-Llama-2-7b 0.3372 0.4716 0.5930 0.7728 0.3526 0.4843 0.5768 0.8207
ELYZA-japanese-Llama-2-7b-fast-instruct 0.3115 0.4376 0.5481 0.7893 0.3260 0.4495 0.5520 0.8053
BERT 0.5056 0.4318 0.5602 0.7863 0.4681 0.3352 0.5450 0.8433

• Science: The japanese-stablelm-base-alpha-331

7b model achieves the highest Accuracy of332

0.6061 and the best QWK of 0.7050, but open-333

calm-medium has the best RSME (0.6479),334

indicating its predictions are most closely335

aligned with actual scores.336

BERT achieved highest F1 score in Criti-337

cize, Easia and Global themes with scores338

of 0.4775, 0.5176 and 0.4699 respectively.339

5.3 Prompt-wise Performance340

With Soft Labeling Table 5341

• Prompt 1: The japanese-stablelm-instruct-342

alpha-7b-v2 model leads with an impressive343

QWK of 0.6881, and Accuracy of 0.6869, cou-344

pled with the lowest RSME of 0.6541, indicat-345

ing its superior capability in accurately assess-346

ing essays based on the first prompt. BERT347

suppased with a relatively lower margin to348

have a better F1 score of 0.5605.349

• Prompt 2: open-calm-large has the highest350

Accuracy (0.5876), while calm2-7b-chat has351

the highest QWK of 0.6963, suggesting nu-352

anced understanding of the second prompt.353

• Prompt 3: japanese-stablelm-instruct-354

alpha-7b-v2 scores highest in QWK (0.4243)355

BERT in F1(0.5035), but open-calm-large356

leads in Accuracy (0.6300) and RSME357

(0.7100), reflecting its strong evaluative per-358

formance on the third prompt.359

Without Soft Labeling Table 6360

• Prompt 1: The japanese-stablelm-instruct-361

alpha-7b-v2 model again dominates with the362

highest QWK of 0.7356, and Accuracy of363

0.7355, while also maintaining a competitive 364

RSME of 0.6070. 365

• Prompt 2: ELYZA-japanese-Llama-2-7b- 366

fast-instruct has the highest QWK of 0.6920 367

and the lowest RSME of 0.6931, indicating 368

it can effectively gauge the nuances of the 369

second prompt. 370

• Prompt 3: The open-calm-large model per- 371

forms best in Accuracy (0.6089) and has the 372

lowest RSME (0.6834), while calm2-7b has 373

the highest QWK (0.4373), showcasing its 374

strong performance on the third prompt. 375

Conclusive Best Model Considering the consis- 376

tent top-tier performance across multiple metrics 377

and contexts, the calm2-7b model appears to be 378

the most robust and versatile across themes and 379

prompts, especially without soft labeling. Its ability 380

to maintain high scores in F1 and QWK while also 381

achieving the lowest RSME in several instances 382

suggests that it could potentially offer the best over- 383

all performance for scoring Japanese essays. 384

6 Discussions 385

The analysis of various models on the Japanese 386

essay scoring task demonstrates that some models 387

exhibit a high degree of proficiency within certain 388

thematic areas. This is evidenced by their consis- 389

tently strong performance across most evaluated 390

metrics. Such results suggest that these models do 391

better on predicting scores in that thematic area. 392

While BERT’s performance was not the 393

strongest, it did achieve commendable results in 394

the F1 measure across all themes, indicating a bal- 395

anced precision and recall in the classification task. 396

However, in comparison to GPT models, BERT 397

was surpassed in other key metrics, suggesting that 398
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Table 3: Performance of GPT Models across different themes with Soft Labeling

Criticize Easia Global Science
Model Name F1 QWK Acc RSME F1 QWK Acc RSME F1 QWK Acc RSME F1 QWK Acc RSME
open-calm-small 0.2253 0.1956 0.5505 0.8631 0.2279 0.2648 0.6111 0.7109 0.2691 0.3683 0.5402 0.8029 0.3989 0.5381 0.5690 0.7653
open-calm-medium 0.3133 0.4983 0.6111 0.7287 0.3109 0.5071 0.6162 0.7157 0.2868 0.4257 0.4943 0.8156 0.4515 0.7092 0.6667 0.6604
open-calm-large 0.2707 0.3965 0.6010 0.7978 0.2930 0.4437 0.6465 0.6735 0.3857 0.5593 0.5690 0.7810 0.4515 0.7092 0.6667 0.6604
open-calm-7b 0.2581 0.3097 0.5707 0.7870 0.2756 0.4078 0.6364 0.7203 0.2831 0.4218 0.5460 0.8428 0.4119 0.6056 0.6322 0.7647
calm2-7b 0.2930 0.4464 0.5707 0.8354 0.3119 0.5129 0.6919 0.6259 0.3185 0.5045 0.5517 0.7646 0.3445 0.6515 0.5862 0.7409
calm2-7b-chat 0.2521 0.3361 0.5303 0.9231 0.2742 0.4136 0.6465 0.6922 0.3615 0.4732 0.5920 0.7435 0.3559 0.5819 0.5805 0.7456
jp-stablelm-base-alpha-7b 0.2182 0.1111 0.4949 0.9905 0.2657 0.4221 0.6566 0.6916 0.3207 0.4781 0.5172 0.7975 0.3798 0.6692 0.5920 0.6936
jp-stablelm-instruct-alpha-7b-v2 0.3395 0.5239 0.6061 0.7819 0.2799 0.3051 0.6162 0.8460 0.3247 0.4246 0.5575 0.7522 0.4048 0.6463 0.5747 0.7350
ELYZA-jp-Llama-2-7b-instruct 0.2346 0.2358 0.5202 0.9799 0.2933 0.4551 0.5960 0.7669 0.3356 0.2630 0.4655 1.0714 0.3710 0.5501 0.5402 0.7737
ELYZA-jp-Llama-2-7b-fast 0.2169 0.2616 0.5404 0.8682 0.2702 0.4420 0.6263 0.7245 0.1459 0.0265 0.4253 1.2031 0.3332 0.5119 0.4943 0.7576
ELYZA-jp-Llama-2-7b 0.3019 0.3841 0.5960 0.8578 0.2812 0.5123 0.6667 0.6597 0.3560 0.3992 0.5230 0.8460 0.4097 0.5907 0.5862 0.7276
ELYZA-jp-Llama-2-7b-fast-instr 0.2800 0.3636 0.5657 0.8660 0.2833 0.3906 0.5808 0.6990 0.3603 0.5048 0.5287 0.7593 0.3223 0.4914 0.5172 0.8329
BERT 0.4871 0.5217 0.5287 0.7982 0.5146 0.4122 0.5402 0.8157 0.5315 0.3755 0.6162 0.6884 0.4493 0.4117 0.5556 0.8429

Table 4: Performance of GPT Models across different themes without Soft Labeling

Criticize Easia Global Science
Model Name F1 QWK Acc RSME F1 QWK Acc RSME F1 QWK Acc RSME F1 QWK Acc RSME
open-calm-small 0.2906 0.4172 0.6111 0.7863 0.2544 0.3008 0.5859 0.7885 0.2413 0.2945 0.5000 0.8919 0.3776 0.5268 0.5747 0.7780
open-calm-medium 0.3535 0.5565 0.6313 0.7415 0.3488 0.5293 0.6667 0.6878 0.3216 0.4878 0.5632 0.7766 0.4379 0.7025 0.6494 0.6479
open-calm-large 0.3153 0.5097 0.6212 0.7232 0.3576 0.4547 0.6364 0.6729 0.3980 0.5787 0.5805 0.7771 0.4379 0.7025 0.6494 0.6479
open-calm-7b 0.2691 0.3812 0.5909 0.7838 0.3448 0.5481 0.6667 0.6532 0.3144 0.4503 0.5747 0.7561 0.4196 0.6477 0.6034 0.7184
calm2-7b 0.3805 0.5831 0.5960 0.7133 0.3620 0.5886 0.6818 0.6280 0.3992 0.5948 0.5920 0.7239 0.4070 0.6264 0.5862 0.7177
calm2-7b-chat 0.3042 0.3961 0.6111 0.8073 0.2625 0.4212 0.5758 0.7394 0.4092 0.5585 0.6149 0.6511 0.3453 0.6216 0.5920 0.7780
jp-stablelm-base-alpha-7b 0.3136 0.4974 0.6061 0.7666 0.3350 0.5452 0.7121 0.6200 0.3308 0.3991 0.5172 0.8498 0.4277 0.7050 0.6494 0.6565
jp-stablelm-instruct-alpha-7b-v2 0.3040 0.4741 0.6010 0.8333 0.2701 0.2939 0.6111 0.8454 0.3976 0.5302 0.6034 0.6740 0.3731 0.5777 0.5517 0.7788
ELYZA-jp-Llama-2-7b-instruct 0.2624 0.3308 0.5354 0.8760 0.2631 0.3918 0.5455 0.8264 0.2663 0.4267 0.4483 0.9178 0.4653 0.6510 0.5805 0.7257
ELYZA-jp-Llama-2-7b-fast 0.1759 0.2653 0.4899 0.9575 0.3614 0.5472 0.6818 0.6578 0.1414 0.0922 0.4080 1.2287 0.3733 0.4455 0.5517 0.8428
ELYZA-jp-Llama-2-7b 0.3388 0.3823 0.5859 0.9083 0.3261 0.5496 0.6465 0.6962 0.3642 0.4552 0.5057 0.8407 0.3811 0.5501 0.5690 0.8378
ELYZA-jp-Llama-2-7b-fast-instr 0.2847 0.3056 0.5758 0.8807 0.2714 0.3680 0.5404 0.8019 0.3374 0.4675 0.4943 0.8378 0.4106 0.6569 0.5977 0.7007
BERT 0.4775 0.4473 0.5172 0.8282 0.5176 0.4297 0.5517 0.8339 0.4699 0.1996 0.5859 0.8333 0.4075 0.2642 0.5252 0.8775

Table 5: Performance of GPT models across different Prompts with soft Labeling

Prompt 1 Prompt 2 Prompt 3
Model Name F1Score QWK Accuracy RSME F1 QWK Accuracy RSME F1 Score QWK Accuracy RSME
open-calm-small 0.3274 0.5068 0.6182 0.7332 0.3144 0.3920 0.5294 0.8052 0.2367 0.1263 0.5555 0.8182
open-calm-medium 0.4079 0.6524 0.6361 0.6999 0.3158 0.6270 0.5408 0.7362 0.2615 0.3116 0.5927 0.7369
open-calm-large 0.3684 0.5779 0.6447 0.7353 0.3741 0.6466 0.5876 0.7392 0.3082 0.3570 0.6300 0.7100
open-calm-7b 0.3857 0.5779 0.6361 0.7860 0.3358 0.6173 0.5530 0.7545 0.1999 0.1136 0.5998 0.7956
calm2-7b 0.3962 0.6237 0.6464 0.7607 0.3610 0.6925 0.5823 0.7116 0.2185 0.2703 0.5717 0.7527
calm2-7b-chat 0.3680 0.4767 0.6306 0.7812 0.3603 0.6963 0.5606 0.7388 0.2045 0.1806 0.5707 0.8083
japanese-stablelm-base-alpha-7b 0.4047 0.6579 0.6437 0.6664 0.2592 0.5212 0.5332 0.7659 0.2243 0.0813 0.5187 0.9476
japanese-stablelm-instruct-alpha-7b-v2 0.4352 0.6881 0.6869 0.6541 0.2564 0.3126 0.4932 0.9472 0.3201 0.4243 0.5857 0.7351
ELYZA-japanese-Llama-2-7b-instruct 0.2930 0.3468 0.5438 1.0113 0.3532 0.6463 0.5673 0.7700 0.2264 0.1349 0.4804 0.9126
ELYZA-japanese-Llama-2-7b-fast 0.2216 0.3078 0.5206 1.0370 0.3109 0.5356 0.5380 0.7680 0.1922 0.0881 0.5060 0.8600
ELYZA-japanese-Llama-2-7b 0.4342 0.6482 0.6739 0.6633 0.3322 0.6376 0.5543 0.7839 0.2451 0.1290 0.5507 0.8711
ELYZA-japanese-Llama-2-7b-fast-instruct 0.3030 0.3414 0.5858 0.8055 0.3563 0.6008 0.5586 0.7712 0.2751 0.3705 0.4999 0.7913
BERT 0.5605 0.4855 0.6393 0.7232 0.4529 0.4433 0.5024 0.9066 0.5035 0.3666 0.5389 0.7292

Table 6: Performance of GPT models across different Prompts without soft Labeling

Prompt 1 Prompt 2 Prompt 3
Model Name F1 Score QWK Accuracy RSME F1 Score QWK Accuracy RSME F1 Score QWK Accuracy RSME
open-calm-small 0.3056 0.4817 0.5534 0.8477 0.3050 0.4817 0.5500 0.7918 0.2623 0.1910 0.6003 0.7942
open-calm-medium 0.4031 0.6171 0.6609 0.7203 0.3947 0.6619 0.6131 0.7160 0.2883 0.3863 0.5960 0.7413
open-calm-large 0.4222 0.6235 0.6706 0.6570 0.4297 0.6721 0.5861 0.7754 0.2797 0.3885 0.6089 0.6834
open-calm-7b 0.4134 0.6511 0.6442 0.7317 0.2994 0.5709 0.5445 0.7299 0.2982 0.2985 0.6381 0.7221
calm2-7b 0.4752 0.6874 0.7128 0.6365 0.3424 0.6699 0.5375 0.7585 0.3440 0.4373 0.5917 0.6922
calm2-7b-chat 0.4661 0.6837 0.7106 0.6013 0.3023 0.5301 0.5449 0.8490 0.2225 0.2843 0.5398 0.7817
japanese-stablelm-base-alpha-7b 0.4592 0.7154 0.7079 0.6192 0.3158 0.5476 0.5419 0.8162 0.2803 0.3471 0.6138 0.7342
japanese-stablelm-instruct-alpha-7b-v2 0.4835 0.7356 0.7355 0.6070 0.2611 0.3939 0.4688 0.9581 0.2641 0.2774 0.5712 0.7835
ELYZA-japanese-Llama-2-7b-instruct 0.3259 0.5479 0.5546 0.8271 0.3868 0.5859 0.5568 0.8163 0.2300 0.2164 0.4707 0.8660
ELYZA-japanese-Llama-2-7b-fast 0.2554 0.3082 0.5573 1.0299 0.3243 0.5227 0.5759 0.8271 0.2093 0.1817 0.4654 0.9081
ELYZA-japanese-Llama-2-7b 0.4411 0.6489 0.6631 0.6951 0.3471 0.5042 0.5246 0.9254 0.2695 0.2999 0.5426 0.8417
ELYZA-japanese-Llama-2-7b-fast-instruct 0.2918 0.3452 0.5119 0.9161 0.3932 0.6920 0.5990 0.6931 0.2930 0.3113 0.5452 0.8066
BERT 0.5558 0.5128 0.6296 0.7501 0.3720 0.1839 0.4731 1.0328 0.4765 0.3089 0.5324 0.7469
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Table 7: Prompt 3:Performance of long sentences with soft labeling

Science Criticize
Model Name F1 Score QWK Accuracy RSME F1 Score QWK Accuracy RSME
open-calm-small 0.1676 0.0069 0.4394 0.9614 0.2318 0.2055 0.5517 0.7428
open-calm-medium 0.1655 0.2292 0.4545 0.8528 0.1333 0.0000 0.5000 0.8710
open-calm-large 0.2360 0.2028 0.5303 0.9374 0.3616 0.4262 0.5517 0.6695
open-calm-7b 0.1561 -0.0803- 0.5152 0.8961 0.1516 0.0204 0.5172 0.8610
calm2-7b 0.2258 0.3579 0.5000 0.8528 0.1506 0.0628 0.4310 0.7878
calm2-7b-chat_results 0.2535 0.3642 0.5000 0.8704 0.1333 0.0000 0.5000 0.8710
japanese-stablelm-base-alpha-7b 0.1265 -0.2170 0.2576 1.3540 0.1485 -0.0397 0.4138 1.0586
japanese-stablelm-instruct-alpha-7b-v2 0.2737 0.4094 0.4697 0.9211 0.2193 0.2685 0.5172 0.7311
ELYZA-japanese-Llama-2-7b-instruct 0.1481 -0.0233 0.3333 1.2851 0.1817 0.0752 0.4310 0.8200
ELYZA-japanese-Llama-2-7b-fast 0.1333 0.0000 0.5000 0.8439 0.1976 0.0796 0.4138 1.0422
ELYZA-japanese-Llama-2-7b 0.2094 0.1122 0.4697 1.0372 0.2034 -0.1177 0.4655 0.9738
ELYZA-japanese-Llama-2-7b-fast-instruct 0.1939 0.3438 0.4242 0.9455 0.1792 0.2991 0.4483 0.7428
BERT 0.521 0.5865 0.5455 0.7385 0.5135 0.4612 0.5172 0.7656

Table 8: Prompt 3: Performance of long sentences without soft labeling

Science Criticize
Model Name F1 Score QWK Accuracy RSME F1 Score QWK Accuracy RSME
open-calm-small 0.2272 0.1524 0.5152 0.9455 0.2240 0.1785 0.5345 0.7543
open-calm-medium 0.2606 0.3402 0.4848 0.9129 0.1716 0.1626 0.5000 0.8094
open-calm-large 0.1977 0.3255 0.5000 0.7977 0.2182 0.3119 0.5172 0.6948
open-calm-7b 0.1988 0.0408 0.5303 0.8876 0.2619 0.3840 0.6207 0.6565
calm2-7b 0.4420 0.5291 0.5455 0.7385 0.2095 0.2927 0.5000 0.7071
calm2-7b-chat_results 0.2238 0.1925 0.5152 0.8876 0.1763 0.1791 0.4138 0.8610
japanese-stablelm-base-alpha-7b 0.2409 0.2812 0.4848 0.9293 0.2267 0.2127 0.5345 0.7878
japanese-stablelm-instruct-alpha-7b-v2 0.2196 0.1815 0.5000 1.0000 0.1880 0.0596 0.4655 0.7987
ELYZA-japanese-Llama-2-7b-instruct 0.1909 0.0321 0.3939 1.0517 0.1218 0.0752 0.2931 0.9826
ELYZA-japanese-Llama-2-7b-fast 0.0857 0.0000 0.2727 1.3200 0.1981 0.3165 0.4483 0.7768
ELYZA-japanese-Llama-2-7b 0.2357 0.1338 0.4697 1.0372 0.1963 0.0977 0.3793 1.0586
ELYZA-japanese-Llama-2-7b-fast-instruct 0.2531 0.2115 0.4545 0.9535 0.2093 0.0932 0.4655 0.9377
BERT 0.4166 0.4384 0.4848 0.8348 0.5169 0.3767 0.5172 0.7656v

Table 9: Performance comparison using classification model with soft labeling (WS), without soft labeling (WOS)
and Regression model (RM)

Small Medium Large
Metric WS W0S RM WS W0S RM WS W0S RM
F1 Score 0.2803 0.2910 0.5109 0.3284 0.3621 0.5552 0.3502 0.3772 0.5358
QWK 0.3417 0.3848 0.3872 0.5303 0.5551 0.4521 0.5272 0.5614 0.3528
Accuracy 0.5677 0.5679 0.5441 0.5899 0.6233 0.5980 0.6208 0.6219 0.5882
RMSE 0.7855 0.8112 0.6826 0.7243 0.7259 0.6511 0.7282 0.7053 0.6793
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while BERT is proficient in identifying relevant399

instances, GPT models may offer a more compre-400

hensive understanding of the dataset, reflecting a401

deeper contextual grasp that extends beyond mere402

classification accuracy. The analysis of prompt403

lengths in relation to essay difficulty reveals that404

longer prompts, such as Criticize prompt 3 and Sci-405

ence prompt 3, do not necessarily correlate with406

increased challenge levels as results from Table 7407

and Table 8. Contrastingly, Prompt 2 stands out,408

where despite its shorter length, human graders409

scored it as more difficult, indicating that the inher-410

ent complexity of a prompt and the resultant essay411

responses are not solely determined by length.412

This insight suggests that prompt difficulty could413

be influenced by the intricacy of the topic and the414

cognitive demands it places on the essay writers.415

The research sought to gain deeper insights into the416

effectiveness of using a Regression Model (RM)417

for classification tasks and results were recorded418

in Table 9 for 3 GPT models (calm small, medium419

and large). In the Japanese essay scoring task, it420

was found that models employing the classification421

model with soft labeling (WS) generally had su-422

perior performance in terms of QWK compared423

to those using the classification model with soft424

labeling (WOS) and the regression model.425

This suggests that soft labeling models are better426

at accounting for the ordinal nature of the grading427

task. Although the regression models using Mean428

Square Error loss achieved the highest F1 Scores,429

this did not consistently extend to higher accuracy430

or QWK. Such findings indicate that while RM is431

proficient at minimizing the variance of the errors,432

it may not always translate into the most accurate433

categorization, especially when the task requires434

understanding the ordered grading system.435

When evaluating the differences in the pre-436

training methods among the models in Table 2,437

the GPT models trained on Japanese texts from the438

beginning (i.e., open-calm, calm2-7b and jp-stable439

models) outperform the model subjected to contin-440

ual pre-training on multilingual Llama model (i.e.,441

ELYZA) for Japanese texts. Since there is only442

one model of continuous pre-trained model, how-443

ever, this outcome presents intriguing prospects for444

future insights into pre-trained models.445

7 Conclusions446

In this paper, we have expanded the AES field447

by applying GPTs to Japanese essay grading—a448

linguistic domain previously underexplored due 449

to limited resources. Our research demonstrates 450

that Japanese-specific pre-trained GPT models, par- 451

ticularly when fine-tuned with LoRA, can effec- 452

tively navigate the complex linguistic landscape of 453

Japanese and provide accurate essay assessments. 454

The research revealed that models pre-trained ex- 455

clusively on Japanese corpora outperformed their 456

counterparts fine-tuned from multilingual datasets, 457

highlighting the importance of tailored linguistic 458

training in automated essay scoring systems. 459

The calm2-7b model demonstrated exceptional 460

capability, consistently achieving high scores 461

across various evaluation metrics, including QWK 462

and RSME especially in Easia theme. Its robust 463

performance across this topic underscores its suit- 464

ability as a precise and reliable tool for the auto- 465

mated grading of Japanese essays in this thematic 466

area. 467

This study not only contributes a significant find- 468

ing to the field of educational technology but also 469

opens avenues for the deployment of language- 470

specific automated grading tools. 471

8 Limitations 472

The study’s scope was impacted by several key limi- 473

tations encompassing data availability, model archi- 474

tecture, and computational resources. Architectural 475

exploration was confined by resource constraints, 476

inhibiting our ability to innovate beyond the exist- 477

ing pre-trained GPT models specifically optimized 478

for Japanese text. Furthermore, computational lim- 479

itations were encountered, particularly with GPU 480

memory constraints that precipitated "CUDA out 481

of memory" errors at higher batch sizes. This ne- 482

cessitated the use of gradient accumulation with a 483

reduced batch size of 8 and a step size of 2 to miti- 484

gate memory issues, which may have constrained 485

the models’ learning capacity and the overall effi- 486

ciency of the training process. 487

9 Ethical Considerations 488

In the development and evaluation of our models, 489

ethical considerations were rigorously adhered to, 490

ensuring the protection of individual privacy. The 491

dataset utilized for this study did not contain any 492

personal information, guaranteeing the anonymity 493

of all individuals involved. Furthermore, the data 494

employed is publicly available, reinforcing the eth- 495

ical integrity of our research by using sources that 496

are accessible and transparent. 497
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