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Abstract

Large Language Models (LLMs) have demon-001
strated remarkable potential in handling com-002
plex reasoning tasks by generating step-by-step003
rationales. Some methods have proven effec-004
tive in boosting accuracy by introducing ex-005
tra verifiers to assess these paths. However,006
existing verifiers, typically trained on binary-007
labeled reasoning paths, fail to fully utilize the008
relative merits of intermediate steps, thereby009
limiting the effectiveness of the feedback pro-010
vided. To overcome this limitation, we propose011
Tree-based Preference Learning Verifier (Tree-012
PLV), a novel approach that constructs reason-013
ing trees via a best-first search algorithm and014
collects step-level paired data for preference015
training. Compared to traditional binary clas-016
sification, step-level preferences more finely017
capture the nuances between reasoning steps,018
allowing for a more precise evaluation of the019
complete reasoning path. We empirically eval-020
uate Tree-PLV across a range of arithmetic021
and commonsense reasoning tasks, where it022
significantly outperforms existing benchmarks.023
For instance, Tree-PLV achieved substantial024
performance gains over the Mistral-7B self-025
consistency baseline on GSM8K (67.55% →026
82.79%), MATH (17.00% → 26.80%), CSQA027
(68.14% → 72.97%), and StrategyQA (82.86%028
→ 83.25%). Additionally, our study explores029
the appropriate granularity for applying pref-030
erence learning, revealing that step-level guid-031
ance provides feedback that better aligns with032
the evaluation of the reasoning process.033

1 Introduction034

Large Language Models (LLMs) have demon-035

strated the ability to decompose complex ques-036

tions into step-by-step problem-solving processes037

(Brown et al., 2020; Achiam et al., 2023; Liu et al.,038

2023; Frieder et al., 2024), achieving strong rea-039

soning performance across a variety of tasks.040

To enhance the reliability of reasoning paths, the041

best-of-N decoding strategy (Nakano et al., 2021;042

Askell et al., 2021; Cobbe et al., 2021) is employed, 043

where N candidate solutions are generated by the 044

LLMs, and the most plausible one is selected based 045

on specific rules (Golovneva et al., 2022; Prasad 046

et al., 2023), such as coherence, logical consistency, 047

and alignment with known facts. Recently, some 048

studies have introduced an auxiliary model, termed 049

a verifier (Cobbe et al., 2021), to assess the quality 050

of candidate solutions. The training of verifiers can 051

be divided into outcome supervision (Cobbe et al., 052

2021; Yu et al., 2023a; Hosseini et al., 2024) and 053

process supervision (Li et al., 2022; Lightman et al., 054

2023; Wang et al., 2023) based on the granularity 055

of the supervision signal (see Figure 1). Outcome 056

supervision labels the entire path based on the fi- 057

nal result, while process supervision evaluates the 058

correctness of each individual step. 059

Whether employing outcome supervision or pro- 060

cess supervision, verifiers are typically trained us- 061

ing binary classification (Uesato et al., 2022; Light- 062

man et al., 2023; Wang et al., 2023), which may not 063

align ideally with the goals of optimizing verifiers. 064

In the best-of-N decoding, verifiers are expected 065

to rank candidate paths accurately. However, bi- 066

nary labels, offering rudimentary correct or incor- 067

rect signals, fail to capture the relative merits of 068

different paths. Such coarse supervisory signals 069

are insufficient to provide the detailed feedback 070

necessary for verifiers to discern which steps are 071

more effective, thereby limiting the potential for 072

further improvements. Moreover, the annotations 073

used in training, often derived from answers, in- 074

herently contain some degree of noise. Even if 075

the final answer is correct, the reasoning process 076

may not be entirely accurate. Unfaithful reasoning 077

and spurious shortcuts can also lead to the correct 078

answer (Creswell and Shanahan, 2022; Lyu et al., 079

2023; Turpin et al., 2024). Consequently, training 080

verifiers using binary classification is particularly 081

vulnerable to noisy labels, which constrains the 082

verifier’s capacity to precisely validate the steps. 083
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Figure 1: A comparison of different methods: Traditional verifiers rely on binary labels for outcome and process
supervision, whereas Tree-PLV employs preferences instead of scalar values.

To tackle these challenges, we propose a shift084

from a binary to a preference-based verifier.085

Trained through preference learning, it ranks the086

relative merits of different reasoning paths, allow-087

ing for more nuanced partitioning than simply judg-088

ing them as correct or incorrect. The advantages of089

adopting this step-level preference-based verifier090

for ranking the reasoning paths include:091

• Granular Validation at the Step Level: Ver-092

ifiers based on preference learning can capture093

subtle differences between steps, thereby provid-094

ing more precise feedback.095

• Improving Verifier Robustness: Focusing on096

ranking rather than binary judgments enhances097

the verifier’s stability. As long as the relative098

ordering of steps is consistent, the training of the099

verifier remains robust against label noise.100

• Enhancing Model Explainability: The detailed101

feedback provided by preference learning offers102

deeper insights into the reasoning process, mov-103

ing beyond mere correctness on the final result.104

Therefore, we introduce Tree-based Preference105

Learning Verifier (Tree-PLV), a novel method in-106

spired by preference learning principles. Tree-107

PLV transcends traditional verifiers by modeling108

rewards based on comparisons between paths. Our109

method not only focuses on instance-level rewards110

derived from the outcomes but also emphasizes111

step-level optimization. This allows Tree-PLV to112

utilize intermediate steps to provide more finely113

grained feedback. Specifically, we employ a best-114

first search strategy during inference to construct a115

reasoning tree, with the initial problem statement 116

as the root and each step as a node. Upon devel- 117

oping the tree, we construct our dataset by tracing 118

paths from the root to each leaf node. At each level, 119

we form pairs by conducting pairwise comparisons 120

among child nodes, preferring those with higher 121

rewards. This dataset serves to train our verifier 122

using a ranking loss, greatly enhancing its ability 123

to discern subtle nuances in reasoning sequences. 124

We conduct an empirical evaluation of Tree-PLV 125

across diverse reasoning tasks, focusing on arith- 126

metic reasoning with the GSM8K (Cobbe et al., 127

2021) and MATH (Hendrycks et al., 2021) datasets, 128

and commonsense reasoning on the CSQA (Talmor 129

et al., 2018) and StrategyQA (Geva et al., 2021) 130

datasets. We benchmark Tree-PLV against existing 131

verifiers, including self-consistency (Wang et al., 132

2022) as a strong baseline. Our results indicate 133

substantial performance gains across all datasets. 134

For instance, when compared to the Mistral-7B 135

self-consistency baseline, our method showed the 136

following increases in accuracy: GSM8K (67.55% 137

→ 82.79%), MATH (17.00% → 26.80%), CSQA 138

(68.14% → 72.97%), and StrategyQA (82.86% → 139

83.25%). Notably, Tree-PLV, when trained with 140

data from GSM8K, demonstrates robust general- 141

ization to the more challenging MATH dataset. 142

2 Tree-PLV 143

In this section, we introduce the Tree-PLV method, 144

which leverages tree-based preference learning to 145

advance verification for large language models in 146

the context of stepwise reasoning processes. We 147

begin by outlining the problem formulations (§ 2.1). 148
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Problem: Ann's favorite store was having a 
summer clearance... She also bought 4 tops, all 
at the same price. How much did each top cost?

0.75

Step 1: Ann spent $75 in total.

0.25

Step 2: She bought 5 pairs of 
shorts for $7 each, so she 
spent 5 * $7 = $35 on shorts.

0.125

Step 2: She spent $7 * 5 = 
$35 on 5 pairs of shorts.

0.75

Step 2: She spent $75 on 5 
pairs of shorts at $7 each and 
2 pairs of shoes at $10 ... 

1.0

Step 3: So, the total amount 
she spent on 5 pairs of shorts 
and 2 pairs of shoes ...

0.25

Step 3: So, 5 * $7 + 2 * $10 = 
$75, which means 5 * 7 + 2 * 
10 = 75, which means 5 * 7...

0.75

Step 3: The total amount 
spent on the shorts and 
shoes is 5 * $7 + 2 * $10 =  ...

Step 3: So, Ann spent $75 - (5 * $7... The answer is 5.

Step 3: 5 * $7 + 2 * $10 = $35 + $2... The answer is 5.

Step 3: The total amount spent...The answer is 18.75.

·····

Completion 

·····

Figure 2: The construction process of the reasoning tree. Best-first search consistently selects the child node with
highest reward for further expansion. To evaluate the quality of the i-th step, we sample N completions from it,
denoted as Pi. The reward is then calculated based on the proportion of these N paths that yield the correct answer.

Next, we detail how to construct a reasoning tree149

that represents reward preferences at each step150

(§ 2.2). Finally, we describe how we gather paired151

data for step-level preference learning and imple-152

ment this into our verifier training (§ 2.3).153

2.1 Problem Formulations154

Following the best-of-N evaluation protocol pro-155

posed by Lightman et al. (2023), we generate N156

candidate solutions {y(1), y(2), . . . , y(N)} from the157

generator model for a given input x. Each solution158

y consists of a sequence of steps {y1, y2, . . . , yn}.159

These solutions are then ranked by the verifier, and160

the highest-rated one is selected as the most plausi-161

ble solution.162

2.2 Reasoning Tree Construction163

To provide precise step-level preference feedback,164

we implement a best-first tree search algorithm165

designed to generate paired data critical for prefer-166

ence learning. As Figure 2 depicts, our method con-167

structs a reasoning tree step-by-step, where each168

node represents a reasoning step. Expansion starts169

from the root of the tree at each search iteration.170

At step i of the tree expansion, we have a171

partial solution y1:i−1 consisting of the previous172

i − 1 reasoning steps. We use a reward function173

R(yi|x, y1:i−1) to evaluate the quality of the next174

potential step yi, given the input x and the current175

partial solution y1:i−1. The tree search proceeds176

by expanding the most promising node at each177

iteration, i.e., the node whose child (the next po-178

tential step) has the highest reward according to179

R. This guided exploration allows us to construct180

high-quality reasoning paths through the tree, pro- 181

viding paired data for preference learning between 182

competing steps. 183

The traditional approaches regard the correct- 184

ness of a step as its quality, relying on metrics like 185

perplexity (PPL) or self-evaluation by LLMs to 186

design the reward function R. However, recent 187

studies have shown that LLMs frequently struggle 188

to effectively recognize errors (Huang et al., 2023; 189

Hong et al., 2023; Ren et al., 2023b), which can 190

degrade performance. To address this, we lever- 191

age the model’s look-ahead capability to assess a 192

step’s quality by its potential to lead to the correct 193

conclusion. Specifically, to evaluate a candidate 194

step yi, we use the same model to simulate N sub- 195

sequent reasoning trajectories starting from yi, de- 196

noted as N completions Pi = {P 1
i , P

2
i , . . . , P

N
i }. 197

The quality of the step yi is quantified by the pro- 198

portion of trajectories reaching the correct answer: 199

R(yi) =

∑N
j=1 1[a[P

j
i ] = g]

N
(1) 200

where a[P j
i ] is the outcome of the j-th trajectory 201

P j
i and g represents the golden answer. 202

After determining the node with the highest re- 203

ward value according to R(yi|x, y1:i−1), we ex- 204

pand the tree by generating new child nodes. To 205

achieve this, we sample k potential subsequent 206

reasoning steps yji+1 ∼ πθ(yi+1|x, y1:i) for j = 207

1, . . . , k, where πθ is the language model used for 208

reasoning. Each of these candidate steps {yji+1}kj=1 209

becomes a new child node connected to the previ- 210

ously selected node. If the selected node represents 211
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the last step, indicating the end of the reasoning212

chain, we omit the expansion phase, and this itera-213

tion concludes. Guided by the reward function R,214

this approach ensures a systematic exploration and215

expansion of reasoning paths in the search tree.216

2.3 Step-Level Pairwise Training217

A reasoning tree illustrates all potential reasoning218

paths, starting from the root and branching out to219

various leaf nodes. Our objective is to create a220

dataset Dpair consisting of pairs that express prefer-221

ences of reasoning paths. We generate this dataset222

by tracing each unique path from the root to the223

leaves of the tree. Within this dataset, each en-224

try consists of a triplet in the form {(x, y+, y−)},225

where x denotes the initial problem statement, y+226

is the preferred reasoning sequence that leads to227

an accurate solution, and y− is a less desirable228

reasoning chain that results in an incorrect answer.229

To collect the paired data {(x, y+, y−)}, we con-230

duct pairwise comparisons between sibling nodes231

at each decision point along the tree. Sibling nodes232

are the various possible next steps in the reason-233

ing process branching from the same prior context234

y1:i−1. If the reward difference between a prefer-235

able step y+i and a less preferable step y−i meets the236

minimum margin α, we create a pair (x, y+, y−)237

that includes the initial problem x, the superior rea-238

soning sequence y+, and the inferior alternative y−.239

Specifically, for the preferable step y+i , we sample240

a path that leads to a correct solution among its241

completions P+
i . This constitutes the complete rea-242

soning path y+. Conversely, the less preferable243

step y−i is assembled with one of the subsequent244

paths P−
i that begins from it to form y−, which245

ultimately leads to incorrect outcomes. Based on246

the pairwise instance data {(x, y+, y−)}, we gather247

two types of step preferences during our training.248

The first type is derived from the reward function R249

for the current step yi, which assesses the choices250

at each decision point. The second type of pref-251

erence implicitly decomposes the outcome-guided252

instance preference into step-by-step comparisons,253

examining each potential path leading to possible254

outcomes. This breakdown allows us to allocate255

the instance preference to both the decision points256

and the completion steps in the reasoning process,257

ensuring that steps on the correct path are preferred258

over those on the incorrect path.259

The verifier is built upon a large language model260

with an additional randomly initialized linear layer261

that outputs a scalar value. During evaluation, we262

take the value linked to the end token to represent 263

the aggregate reasoning score. 264

We train the verifier using a step-level ranking 265

loss function designed to promote the choice of the 266

most effective solutions, defined as: 267

L = −
n∑

i=d

log σ
(
rϕ(x, y

+
1:i)− rϕ(x, y

−
1:i)

)
(2) 268

Here, d is the index where the two reasoning paths 269

diverge, and rϕ(x, y1:i) represents the output of 270

our verifier for an input x and a sequence of steps 271

{y1, . . . , yi} with parameters ϕ. 272

3 Experiments 273

3.1 Experimental Setup 274

Tasks and Datasets In our evaluation, we se- 275

lect benchmarks from two distinct reasoning cate- 276

gories: arithmetic reasoning and commonsense rea- 277

soning. These tasks encompass diverse reasoning 278

paradigms, enabling a comprehensive assessment 279

of our method’s effectiveness. For arithmetic rea- 280

soning, we utilize GSM8K (Cobbe et al., 2021) 281

and MATH (Hendrycks et al., 2021). GSM8K 282

comprises grade school math problems, whereas 283

MATH includes complex competition-level math 284

problems. We use the entire GSM8K test set and 285

a subset of 500 problems from MATH, which is 286

identical to the test set of Lightman et al. (2023). 287

For commonsense reasoning, we employ CSQA 288

(Talmor et al., 2018) and StrategyQA (Geva et al., 289

2021). CSQA challenges the model with multiple- 290

choice questions that often require reasoning based 291

on complex semantics and prior knowledge. Strate- 292

gyQA involves true-or-false questions that demand 293

implicit multi-hop reasoning to derive answers. 294

Metrics Following the methodology suggested 295

by Lightman et al. (2023), we adopt a best-of-N 296

evaluation paradigm. For arithmetic reasoning, we 297

generate 64 solutions for each problem. However, 298

for commonsense reasoning, due to the relatively 299

limited search space for answers in these tasks, we 300

generate 10 solutions for each question. 301

Models Our experiments leverage a series of 302

models to serve as the generator, including 303

LLaMA2-7B/13B (Touvron et al., 2023) and 304

Mistral-7B (Jiang et al., 2023). For arithmetic rea- 305

soning tasks, we additionally conduct experiments 306

with two specialized models: a version of Mistral- 307

7B fine-tuned on MetaMATH (Yu et al., 2023b), 308

and WizardMath-7B (Luo et al., 2023). 309
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Models Verifiers
Arithmetic Commonsense

GSM8K MATH500 CSQA StrategyQA

LLaMA2-7B

Self-Consistency 33.97 4.00 55.12 76.82
ORM 55.72 5.80 56.27 61.95
Self-Explore 51.40 7.20 57.82 72.47
Math-Shepherd 58.30 6.00 58.23 70.78
Tree-PLV (Ours) 62.70 14.00 64.21 79.81

LLaMA2-13B

Self-Consistency 54.51 3.40 64.62 78.77
ORM 66.34 9.40 66.34 64.74
Self-Explore 65.66 9.60 66.67 78.64
Math-Shepherd 68.01 6.60 67.89 71.23
Tree-PLV (Ours) 76.12 18.20 71.66 83.64

Mistral-7B

Self-Consistency 67.55 17.00 68.14 82.86
ORM 70.74 14.40 63.96 67.14
Self-Explore 72.18 20.00 67.49 77.99
Math-Shepherd 74.91 21.20 70.11 79.22
Tree-PLV (Ours) 82.79 26.80 72.97 83.25

Table 1: Results comparison (accuracy %) on arithmetic and commonsense reasoning tasks, with various generators.
Bold indicates the best results and underline indicates the second best.

Method GSM8K MATH500

Mistral-7B: MetaMATH

Self-Consistency 83.55 35.00
ORM 85.67 29.20
Self-Explore 86.05 34.80
Math-Shepherd 87.11 35.40
Tree-PLV (Ours) 87.72 37.20

WizardMath-7B

Self-Consistency 88.93 38.80
ORM 84.31 24.00
Self-Explore 88.86 39.60
Math-Shepherd 89.16 39.80
Tree-PLV (Ours) 90.14 40.20

Table 2: Results (accuracy %) of the arithmetic reason-
ing task on generators with stronger capabilities.

Data Collection To construct the training dataset,310

we selected 6,000 problems from each of the311

GSM8K and CSQA training sets to generate paired312

data. We applied a margin threshold of α = 0.375313

to filter these pairs, resulting in approximately 100k314

and 120k valid pairs for GSM8K and CSQA, re-315

spectively. For additional evaluation, we sampled316

750 questions from the StrategyQA training set,317

which yielded 15k pairs. The verifier then trains318

for an epoch on the corresponding dataset based on319

task types. A more detailed description of the train-320

ing parameter settings is provided in Appendix B.321

Baselines We conducted a comparative eval-322

uation against several well-established verifiers.323

Specifically, we compared Tree-PLV with two ver-324

ifiers trained using cross-entropy loss with binary325

labels: the outcome-supervised verifier, termed326

ORM (Lightman et al., 2023), and Math-Shepherd 327

(Wang et al., 2023), a state-of-the-art process- 328

supervised verifier that leverages automatically an- 329

notated data. Additionally, we adopted the self- 330

consistency (Wang et al., 2022) as a strong baseline, 331

following Lewkowycz et al. (2022). Regarding 332

paired data generation, we also considered Self- 333

Explore (Hwang et al., 2024) as a baseline method. 334

It identifies the first erroneous step in a solution and 335

uses the preceding steps to sample a correct path. 336

These sequences are then paired to form training 337

data. We evaluated the quality of data by compar- 338

ing a verifier trained on this data with ours. 339

3.2 Main Results 340

Arithmetic Reasoning As shown in Tables 1, 341

our proposed method significantly outperforms 342

other methods across all scenarios within the 343

GSM8K and MATH500 datasets. For the GSM8K 344

dataset, Tree-PLV consistently surpasses compet- 345

ing approaches. For instance, using the LLaMA2- 346

13B generator, Tree-PLV achieves an accuracy of 347

76.12%, outperforming the second-best method, 348

Math-Shepherd, by 8.11%. The Tree-PLV, initially 349

trained on the GSM8K dataset, yields effective re- 350

sults on the more complicated MATH500 dataset, 351

illustrating its strong generalization capabilities. Its 352

adaptability stems from the training approach of 353

Tree-PLV, which focuses on comparing the quality 354

of steps rather than simply identifying correct or 355

incorrect paths. This strategy makes the verifier 356

more versatile. Additionally, Tree-PLV requires 357

only 22.7% of the training data size used by Math- 358
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Figure 3: Performance of different verifiers across varying numbers of solution (N) generated by Mistral-7B.

Shepherd, significantly reducing data requirements.359

Table 2 displays the results of arithmetic rea-360

soning tasks using advanced generators, namely361

Mistral-7B: MetaMATH and WizardMath-7B, on362

the GSM8K and MATH500 datasets. In all sce-363

narios, our method, Tree-PLV, consistently out-364

performs the others. With Mistral-7B: Meta-365

MATH, it achieves accuracies of 87.72% on366

GSM8K and 37.20% on MATH500. Similarly,367

with WizardMath-7B, Tree-PLV delivers the high-368

est accuracies of 90.14% and 40.20% on GSM8K369

and MATH500, respectively. These results under-370

line Tree-PLV’s robust performance and adaptabil-371

ity in tackling complex arithmetic reasoning tasks372

across various generator settings.373

Commonsense Reasoning The results in Ta-374

ble 1 highlights Tree-PLV’s strong performance375

in commonsense reasoning tasks. Regardless of376

the dataset or the generator used, Tree-PLV consis-377

tently outperforms other verifiers, demonstrating378

its versatility and robustness. In the CSQA dataset,379

specifically, Tree-PLV improves accuracy by up to380

5.98%, 3.77%, and 3.03%, when compared with381

the second-best model. This high level of accuracy382

becomes even more pronounced with the Strate-383

gyQA dataset, confirming Tree-PLV’s strong ca-384

pabilities in handling intricate reasoning tasks. In385

contrast, both ORM and Math-Shepherd, which386

are trained using a binary supervision strategy, fail387

to show similar improvement. This underperfor-388

mance could indicate the limitations inherent to389

binary supervision, especially in tasks that require390

complex reasoning. It is more prone to introduc-391

ing noise into the binary supervision signal, which392

could consequently limit the verifier’s capabilities.393

We attribute these improvements to the follow-394

ing factors: 1) The training method of our verifier395

utilizes step-level preference learning, allowing for396

a nuanced evaluation of step quality that is better 397

aligned with the best-of-N ranking paradigm. 2) 398

The reward function, in our approach, is used to 399

compare sibling steps instead of annotating them, 400

which minimizes the impact of label noise. 3) 401

Our approach improves the diversity of the data 402

by incorporating comparisons among similar steps, 403

thereby enriching the dataset and improving the 404

robustness of our method. 405

4 Analysis 406

4.1 Different Amounts of Candidate Solutions 407

The number of candidate solutions impacts the per- 408

formance of verification. As the number of so- 409

lutions increases, more potentially superior can- 410

didates are introduced. However, there’s a trade- 411

off, as more solutions mean higher computational 412

overhead and diminishing performance gains. For 413

our study, we set a maximum of 64 solutions. As 414

shown in Figure 3, we found that all methods show 415

an enhancement in performance as the number of 416

solutions increases and finally stabilizes at 64, con- 417

sistent with Wang et al. (2023)’s findings. Through- 418

out the study, the Tree-PLV method consistently 419

outperforms the others across all quantities of solu- 420

tions. Remarkably, as the number of solutions rises, 421

Tree-PLV continues to widen the performance gap, 422

underscoring its robustness and superior capacity 423

to leverage a greater number of solutions. 424

4.2 Granularity of Preference Learning 425

We further analyze the appropriate granularity for 426

applying preference learning, aiming to determine 427

the most effective level of feedback for Tree-PLV. 428

Specifically, we compare our step-level preference 429

with instance-level and conventional token-level 430

training methods (Christiano et al., 2017; Ouyang 431

et al., 2022). Additionally, we include a verifier 432
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Figure 4: A performance comparison of verifiers trained with different levels of feedback granularity.

trained using instance-level binary classification in433

our comparison for a comprehensive analysis. The434

results presented in Figure 4 demonstrate that veri-435

fiers trained with preference learning consistently436

outperform those trained using binary classification437

across all levels of granularity. This finding sug-438

gests that preference learning is better aligned with439

the ranking evaluation pattern. Furthermore, step-440

level guidance exhibits the best performance, indi-441

cating that it represents the most suitable granular-442

ity. In contrast to instance-level sparse supervision,443

it provides more detailed and informative feedback.444

Moreover, in step-by-step inference scenarios, step-445

wise preference proves to be more reasonable than446

token-level supervision, and such step-level align-447

ment is also more consistent with the intuitive hu-448

man process of evaluating reasoning.449

4.3 Impact on Reasoning Path Distribution450

Recent studies have highlighted the difficulties451

large language models encounter in accurately452

identifying their errors (Huang et al., 2023; Hong453

et al., 2023). To assess our verifier’s effective-454

ness, we generate reasoning paths using greedy455

decoding, which are then scored by the original456

model’s generation confidence and by Tree-PLV.457

We compare the score distributions from both meth-458

ods. Figure 6 shows Tree-PLV’s capability to sepa-459

rate correct and incorrect reasoning paths. In con-460

trast, generation confidence scores produce overlap-461

ping distributions for both categories, highlighting462

their limited differentiation capacity. Specifically,463

Tree-PLV increases the scores of correct paths by464

35%, whereas the confidence scores show only465

a marginal 2% higher score for them. This pro-466

nounced disparity between the two methods not467

only confirms the superior performance of Tree-468

PLV in evaluating the quality of reasoning paths469

but also emphasizes the critical need for an effec-470

tive verifier to accurately assess model outputs.471
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Figure 5: Performance comparison of MCTS and Tree-
PLV across different generators on GSM8K.

4.4 Reward Design 472

Our proposed reward function R evaluates the qual- 473

ity of the current step by assessing the proportion 474

of its latent complete paths that reach accurate con- 475

clusions. Some research demonstrates the advan- 476

tages of integrating models’ self-evaluation capabil- 477

ities into inference to enhance accuracy (Hao et al., 478

2023; Ren et al., 2023a; Xie et al., 2023). Inspired 479

by this, we also developed a reward function that 480

relies on self-evaluation. As per Hao et al. (2023), 481

we first construct a reasoning tree based on Monte 482

Carlo Tree Search (MCTS) that incorporates self- 483

evaluation. We then collect preference data from 484

each step of this tree to train a verifier under the 485

same setting. The results, as shown in Figure 5, 486

reveal that the self-evaluation-based reward does 487

not perform as effectively as our proposed reward 488

function. This trend is consistent across different 489

generators, where the performance of the verifier 490

trained with self-evaluation rewards significantly 491

lagged behind our Tree-PLV. Our comparative anal- 492

ysis reveals that relying solely on the model’s in- 493

trinsic ability to evaluate reasoning steps falls short 494

in reliability. Additional results on the MATH500 495

dataset are provided in the Appendix C. 496

4.5 Margin Value for Preference Collection 497

We delve deeper into the analysis by applying vary- 498

ing margins to filter data. As shown in Figure 7, 499
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Figure 7: Results on GSM8K, showing verifiers trained
with data sampled using different margins.

increasing the margin value raises the proportion of500

paired data with more noticeable path differences,501

thereby reducing noise and improving the perfor-502

mance of the verifier. However, when the margin503

value reaches 0.5, the verifier’s performance de-504

clines, indicating that excessively high margins505

can diminish the comparison of similar paths and506

reduce the richness of the data. Results on the507

MATH500 dataset are provided in the Appendix C.508

4.6 Efficiency of Data Generation509

We further analyze our tree-based framework510

across the dimensions of data generation efficiency.511

We compare the average number of training data512

per problem generated by different methods over513

10 iterations, as shown in Figure 8. Math-Shepherd514

consistently labels ten paths. In contrast, Self-515

Explore struggles with datasets where the model516

already performs well, as it inherently relies on517

incorrect paths to form pairs. Our framework en-518

hances the utilization of single paths through the519

branching structure of a tree, demonstrating signifi-520

cant scalability and efficiency in data generation.521

5 Related Work522

Recent studies (Lightman et al., 2023; Cobbe et al.,523

2021; Yu et al., 2023a) have demonstrated that in-524

corporating a verifier can significantly enhance per-525
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Figure 8: A comparison of methods’ efficiency in gen-
erating training data.

formance in reasoning tasks. Primarily, there are 526

two methods for training verifiers: outcome super- 527

vision and process supervision. Unlike these ap- 528

proaches, which rely on supervised learning with 529

binary labels, our methodology employs prefer- 530

ence learning to achieve step-level alignment. We 531

provide a detailed discussion of additional related 532

work in Appendix A. 533

6 Conclusion 534

In this paper, we propose Tree-PLV, an innovative 535

verifier developed through step-level preference 536

learning. Utilizing a best-first tree search frame- 537

work to construct reasoning trees, this method cre- 538

ates a diverse and robust dataset, ensuring a rich 539

pool of paired data for preference training. By 540

leveraging step-level preferences instead of con- 541

ventional binary labels, our methodology provides 542

more granular and detailed feedback, enhancing the 543

verification of reasoning paths. Our empirical find- 544

ings highlight the efficacy of Tree-PLV, showing 545

significant performance improvements over exist- 546

ing benchmarks across a variety of arithmetic and 547

commonsense reasoning tasks. In future work, we 548

aim to delve deeper into integrating our verifier 549

within the reasoning process by combining it with 550

various search algorithms, thereby refining the ver- 551

ification of intermediate reasoning steps. 552
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Limitations553

While Tree-PLV is effective at scoring complete554

solutions, its potential to provide feedback that as-555

sists and refines the reasoning process during the556

inference phase has not been explored in this work.557

Additionally, aside from assisting in reasoning to558

encourage successful outcomes, some studies treat559

verifiers as reward models in reinforcement learn-560

ing scenarios. However, our current research fo-561

cuses on developing highly reliable verifiers, rather562

than employing reinforcement learning to enhance563

the generator. Addressing these aspects will be the564

focus of our future research.565

Ethics Statement566

The development of Tree-PLV aims to improve567

the accuracy and reliability of reasoning assess-568

ments in Large Language Models. Although our569

method poses no immediate ethical concerns, we570

acknowledge the potential for misuse if applied in571

sensitive areas such as automated decision-making.572

We recommend rigorous evaluation and oversight573

to prevent bias and ensure data privacy in all appli-574

cations. It is crucial to maintain transparency and575

adhere to ethical standards in the deployment of576

such technologies.577
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A Related Work805

Multi-step Reasoning Challenging reasoning806

tasks have spurred innovative research in large lan-807

guage models (LLMs), which are essential for han-808

dling complex queries (Kaddour et al., 2023; Light-809

man et al., 2023; Huang et al., 2023). A prominent810

strategy employed is the Chain-of-Thought (CoT)811

prompting technique (Wei et al., 2022), along with812

its derivatives (Kojima et al., 2022; Wang et al.,813

2022; Yao et al., 2024). These methods decompose814

the reasoning process into sequential steps, system-815

atically approaching problem-solving by mimick-816

ing human-like reasoning. To further enhance the817

accuracy of these intermediate steps, recent stud-818

ies leverage extensive synthetic datasets, which819

are either distilled from cutting-edge models (Yu820

et al., 2023b; Luo et al., 2023) or composed of self-821

generated rationales (Zelikman et al., 2022; Yuan822

et al., 2023; Ni et al., 2022), to fine-tune the LLMs.823

Such training effectively sharpens the models’ abil-824

ity to produce CoT reasoning that leads to correct825

answers.826

In addition, there is an increasing emphasis on827

test-time verification, a process that generates mul-828

tiple solutions and ranks them through a separate829

verifier (Cobbe et al., 2021) to select the most accu-830

rate one. The DIVERSE framework (Li et al., 2022)831

demonstrates the effectiveness of employing a vari-832

ety of CoT prompts in conjunction with a verifier833

to tackle reasoning challenges. CoRe (Zhu et al.,834

2022) implements a dual-process system by fine-835

tuning both the generator and the verifier, thereby836

enhancing the performance of LLMs on math word837

problems.838

Training Verifiers The training process for ver-839

ifiers is typically approached as a binary classifi-840

cation task. In closely related work, Uesato et al.841

(2022) introduces two distinct training methodolo-842

gies for verifiers, differentiated by the granular-843

ity of the supervision signal: outcome supervision844

(Cobbe et al., 2021; Yu et al., 2023a; Hosseini et al.,845

2024) and process supervision (Li et al., 2022; Ue-846

sato et al., 2022; Lightman et al., 2023; Wang et al.,847

2023). Verifiers trained under outcome supervision848

utilize only the final result of a reasoning path for849

learning, while those trained under process super-850

vision benefit from incremental feedback at each851

step within the CoT.852

The training objective for this binary classifi-853

cation does not align well with its intended ap-854

plication in ranking scenarios. The binary labels855

provide a coarse supervisory signal, which fails 856

to differentiate the efficacy of various steps, thus 857

capping potential enhancements in performance. 858

Addressing these issues is not straightforward, as 859

accurately assessing the quality of each step in- 860

volves subjective judgments that are difficult to 861

standardize, even with human annotations. Math- 862

Shepherd (Wang et al., 2023) employs heuristic 863

rules to annotate individual steps; however, the ver- 864

ifier trained on these refined labels does not show 865

improvement compared to its binary version. Our 866

method, Tree-PLV, fundamentally rethinks the ver- 867

ifier’s role by incorporating step-level preference 868

learning. This approach more effectively captures 869

subtle differences among paths and better aligns 870

with the ranking evaluation paradigm. 871

B Experimental Details 872

B.1 Dataset Description 873

Table 3 presents the reasoning benchmarks used 874

in this paper, along with examples. We utilize the 875

same test sets as Wang et al. (2023) for GSM8K 876

and MATH500, and as Wei et al. (2022) for CSQA. 877

For StrategyQA, there are 2,290 test cases (i.e., 878

questions paired with TRUE/FALSE labels). How- 879

ever, there are no additional cases that can be lever- 880

aged by Tree-PLC to construct the training set. To 881

address this issue, we randomly sampled 750 test 882

cases to create the training data, leaving the remain- 883

ing 1,540 cases for testing. 884

B.2 Training Data 885

To construct the training set for Tree-PLV, we select 886

6,000 problems each from the GSM8K and CSQA 887

training datasets to generate paired data. We sam- 888

ple 8 subsequent trajectories (N=8) to calculate the 889

reward for each step. By applying a margin thresh- 890

old of α = 0.375, we filter these pairs, resulting 891

in approximately 100k valid pairs from GSM8K 892

and 120k from CSQA. Additionally, we sampled 893

750 questions from the StrategyQA training set, 894

yielding 15k pairs. 895

B.3 Training Details 896

Considering our limited computational resources, 897

we use Mistral-7B as the backbone to train our 898

verifier via the LoRA (Hu et al., 2021) training 899

method for one epoch. We choose a learning rate 900

of 1e-6, implemented with a cosine learning rate 901

scheduler. Specifically for arithmetic reasoning, 902

the base model is fine-tuned on MetaMATH, fol- 903
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Dataset N Example Problem

GSM8K 1319 James decides to run 3 sprints 3 times a week. He runs 60 meters each sprint.
How many total meters does he run a week?

MATH500 500 A regular hexagon can be divided into six equilateral triangles. If the perimeter
of one of the triangles is 21 inches, what is the perimeter, in inches, of the regular
hexagon?

CSQA 1221 Where would you find magazines along side many other printed works? Answer
Choices: (A) doctor (B) bookstore (C) market (D) train station (E) mortuary

StrategyQA 1540 Could a silverfish reach the top of the Empire State Building?

Table 3: Reasoning benchmarks we use in this paper with examples. N: number of test cases.

lowing Wang et al. (2023). Furthermore, ORM,904

Self-Explore, and Math-Shepherd are trained under905

settings identical to those we use.906

B.4 Prompt Examples907

We present a prompt example for generating solu-908

tions and performing reasoning. We employ few-909

shot learning to guide the model towards producing910

outputs in the step-by-step format.911

Solve the questions step by step. Make each
step clear and logical, leading to the next. If
a step directly leads to an answer, end it with
"The answer is: ". If not, proceed to the next
step until you find the solution.

Four years ago, Kody was only half as
old as Mohamed. If Mohamed is currently
twice as 30 years old, how old is Kody?
Step 1: If Mohamed is currently twice as old as
30 years old, then Mohamed is currently 2 * 30
= 60 years old.
Step 2: Four years ago, Mohamed was 60 - 4 =
56 years old.
Step 3: Four years ago, Kody was only half as
old as Mohamed, so Kody was (1/2) * 56 = 28
years old.
Step 4: Therefore, Kody is currently 28 + 4 =
32 years old. The answer is: 32.

<more examples>
912

B.5 Preference Pair913

We present an example of preference pairs914

{(x, y+, y−)} used for training Tree-PLV, where915

x represents the problem statement, y+ denotes916

the preferred reasoning sequence, and y− is a less917

desirable path. 918

x: One pie costs $4 for a piece. Each pie is
having 3 pieces. During one hour the bakery
can make 12 pies. Creating one pie costs the
bakery $0.5. Considering the bakery would be
able to sell all pie pieces, how much money
would it make?

y+:
Step 1: Each pie is having 3 pieces.
Step 2: 12 pies is equal to 3 * 12 = 36 pieces.
Step 3: Each piece costs $4, so the bakery
would earn 36 * $4 = $144 if it could sell all of
its pieces.
Step 4: The cost of making one pie is $0.5, so
the cost of making 12 pies is 12 * $0.5 = $6.
Step 5: The bakery would make 144−6 = $138.
The answer is: 138.

y−:
Step 1: Each pie is having 3 pieces.
Step 2: 12 pies is equal to 3 * 12 = 36 pieces.
Step 3: The bakery can make 36 pieces during
one hour.
Step 4: One piece costs $4 and a pie costs $0.5,
so it costs the bakery (1/3) * $4 + (2/3) * $0.5 =
$1.5 to create one pie.
Step 5: The bakery would make 12 * $1.5 =
$18 during one hour. The answer is: 18.

919

C Additional Experiment Results 920

C.1 Additional Results of Reward Design 921

In Figure 9, we show the additional results on the 922

MATH500 dataset for verifiers in Section 4.4. The 923

results of the experiment are consistent with our pa- 924
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Figure 9: Performance comparison of MCTS and Tree-
PLV across different generators on MATH500.
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Figure 10: Results on MATH500, showing verifiers
trained with data sampled using different margins.

per’s analysis; our reward design is comparatively925

more effective.926

C.2 Additional Results on Different Margins927

In this section, we provide the experimental results928

of different verifiers on MATH500 in Section 4.5.929

As shown in Figure 10, the performance trend of930

the verifiers with different margin values is consis-931

tent with the trend on GSM8K.932
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