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Figure 1. Dynamic Gaussian Hair (DGH) is a framework that learns dynamic deformation and photorealistic
novel-view synthesis of arbitrary hairstyles driven by head motions, while respecting upper-body collision. At
runtime, given a hairstyle and head motion (a), DGH infers initial hair deformations (b), refines the deformations
with dynamics (c), and generates 3D Gaussian Splats to achieve photorealistic novel-view synthesis (d).

Abstract

The creation of photorealistic dynamic hair remains a major challenge in digital
human modeling because of the complex motions, occlusions, and light scatter-
ing. Existing methods often resort to static capture and physics-based models
that do not scale as they require manual parameter fine-tuning to handle the di-
versity of hairstyles and motions, and heavy computation to obtain high-quality
appearance. In this paper, we present Dynamic Gaussian Hair (DGH), a novel
framework that efficiently learns hair dynamics and appearance. We propose: (1) a
coarse-to-fine model that learns temporally coherent hair motion dynamics across
diverse hairstyles; (2) a strand-guided optimization module that learns a dynamic
3D Gaussian representation for hair appearance with support for differentiable
rendering, enabling gradient-based learning of view-consistent appearance under
motion. Unlike prior simulation-based pipelines, our approach is fully data-driven,
scales with training data, and generalizes across various hairstyles and head motion
sequences. Additionally, DGH can be seamlessly integrated into a 3D Gaussian
avatar framework, enabling realistic, animatable hair for high-fidelity avatar repre-
sentation. DGH achieves promising geometry and appearance results, providing a
scalable, data-driven alternative to physics-based simulation and rendering. Our
project page: https://junyingw.github.io/paper/dgh

1 Introduction

Realistic, high-fidelity dynamic hair modeling and rendering are crucial for creating realistic avatars
in animation and AR/VR applications. Adding hair dynamics can significantly enhance the realism
of animated characters, as hair deformation and high-order motion effects contribute to physical
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Figure 2. Framework Overview. DGH learns hair deformation dynamics and photorealistic appearance. Stage
I: Coarse-to-Fine Dynamic Hair Modeling. The input hair model and the upper body are transformed into a
canonical hair volume Vhr;igr'd and a pose volume Vjose, respectively. Then, a coarse-to-fine strategy deforms the
hair model. At the coarse stage, points p; are sampled from the rigidly transformed hair, and the interpolated
features from Epose, Enair, head pose H, and positional encoding E(p) are concatenated and fed into an MLP M
to predict displacements Ap, producing deformed hair points Pir. The fine stage refines hair deformation with
dynamics by estimating flow F,,, through cross-attention between volumetric features from previous frames
V2 and Vi' !, ensuring smooth temporal transitions. Stage II: Appearance Optimization. We train an
MLP D to predict color ¢/, scale s’, and opacity o’ of 3D Gaussian Splats from features of the deformed hair.
Differentiable rasterization leverages the appearance model to synthesize high-quality renderings that adapt to

hair movement and occlusion dynamics.

plausibility. Capturing and modeling these effects, however, poses substantial challenges due to
the complexity of hair motion and the intricate interactions among hair strands and head/shoulder.
Physics-based hair simulation methods produce high-quality hair dynamics but lack generalization
as they require manual parameter fine-tuning per hairstyle (e.g., ponytail, curly hair) to reproduce
realistic deformations (e.g., hair stiffness, density, damping). They also need to model interactions
with the environment, such as collisions with shoulders, which are computationally expensive. The
models are non-differentiable, and thus unsuitable for scalability with data-driven based solutions.
Robust implementation of complex deformations is nontrivial, and unexpected behaviors usually
break the experience. Most real-time applications model only simple or quasi-static deformations.

The computational cost to create photorealistic digital hair is very high. Realistic rendering requires
path tracing of accurate hair modeling, which is translucent, contains occlusions, and accounts
for light scattering effects [1]. Hair occlusion patterns change while in motion, posing significant
challenges for dynamic hair rendering. The creation of a high-quality synthetic hair dataset at scale
typically requires a rendering farm with multiple GPUs. Real-time hair rendering engines (Unreal,
Unity) compromise on quality (e.g., approximate lighting) while still requiring a desktop GPU.

Methods relying on Neural Radiance Fields (NeRF) [2, 3] or 3D Gaussian Splatting (3DGS) [4—
7] have enabled effective and high-quality view synthesis, baking complex hair rendering effects
under constrained lighting environments. Although they enable photorealistic avatar re-animation,
the hairstyle typically undergoes only rigid transformations without non-rigid or dynamic effects,
especially for longer hair, due to weak control signals like head poses of a single timestep. Similarly,
GaussianHair [8] and Gaussian Haircut [9] reconstruct hair geometry (from static scenes) using
strand-aligned 3D Gaussian representations that can be animated with a physics-based simulation
engine, which in turn is usually computationally intensive and requires tedious parameter tuning.

To address these limitations, we introduce Dynamic Gaussian Hair, a novel learning-based framework
that learns hair deformation with dynamics given canonical hairstyles and head motions. By attaching
3D Gaussians to hair segments and leveraging the appearance optimization, DGH enables high-quality
dynamic hair novel view synthesis at a fraction of the computational cost of a high-end rendering



system. Unlike physics-based simulators, which rely on explicit meshes and require additional
rendering and conversion steps, our DGH framework only needs head rotation and a dense point
cloud/pre-trained GS avatar. By converting static hair and upper-body into volume, we enable mesh-
free deformation prediction, making our model more compatible with Gaussian-based avatars and
easier to integrate into learning-based re-animation pipelines without additional rigging or simulation
overhead.

Due to the lack of real captures of dynamic hair deformations with accurate strand tracking, we create
a new synthetic dynamic hair dataset from scratch. Hairstyles with strands are modeled from industry
experts, and animated with a physics-based simulation engine. Mutiple-view images are generated
with a render farm. The dataset includes frame-by-frame hair geometry deformation for various
hair styles, along with corresponding upper body geometry and head motions. The 3D models are
rendered using fine-tuned hair shaders, resulting in photorealistic videos (see Appendices).

As shown in Fig. 2, our dynamic Gaussian hair framework learns hair deformation dynamics and
photorealistic appearance. In the first stage, we introduce a coarse-to-fine framework for dynamic
hair modeling using a feed-forward network, which, unlike traditional physics-based simulation
pipelines, is fully data-driven, differentiable, and free of manual parameter tuning. Specifically, we
learn a volumetric implicit deformation model in canonical space that maps static hair geometry to
deformed hair, representing hair as a dense point cloud to support diverse hairstyles (e.g., long, curly,
ponytail) and accommodate point, Gaussian, or mesh-based representations. We encode the head and
upper body as volumetric features. During training, a random subset of static hair points is supervised
using synthetic ground-truth displacements. The coarse stage is time-independent and serves as
a physically plausible hair deformation initialization, leveraging upper-body features and an SDF
constraint to prevent hair-body penetration. In the fine stage, we introduce time-dependent dynamics
by predicting flow vectors and applying latent-space cross-attention over previous frames to capture
temporal consistency and high-frequency hair motion effects such as inertia, oscillation, and damping.
In the second stage, we optimize the dynamic hair appearance for novel view synthesis, enabling
photorealistic rendering under complex motions and viewpoints. Each hair strand is represented
as a sequence of stretched cylindrical Gaussian primitives as shown in Fig. 3, and we introduce a
lightweight non-linear model that refines appearance using strand-level tangent information. Our
data-driven framework robustly handles arbitrary hairstyle deformation under varying head motions
and occlusions, achieving high-fidelity, view-consistent rendering. Our results are best viewed in our
supplemental video.

We summarize our contributions as: (1) Learning-based volumetric hair deformation: We intro-
duce a pose-driven, volumetric implicit deformation model that learns to map static hair to dynamic
motion across diverse hairstyles and strand densities. Unlike physics-based methods, our approach
is fully data-driven, requires no manual parameter tuning, and generalizes to novel head poses.
(2) Coarse-to-fine hair deformation dynamics: We propose a coarse-to-fine learning framework
that first predicts pose-dependent deformations and then refines temporal dynamics via flow-based
residual learning. This approach ensures stability and generalizes well to unseen head motions. (3)
Differentiable dynamic hair appearance optimization: We represent hair as cylindrical Gaussian
primitives and optimize their dynamic appearance with a lightweight, strand-guided network. This
differentiable formulation enables photorealistic, view-consistent rendering under motion and occlu-
sion, and integrates seamlessly with neural avatar systems. We will release our synthetic dynamic-hair
dataset to accelerate research on dynamic hair modeling.

2 Related Work

Creating realistic avatars includes several challenging steps. One of them is hair capture and animation.
Modeling hair appearance and geometry has been studied in the static and dynamic setting.

Static Hair Modeling Handling diverse hairstyles is challenging. Some methods focus on specific
cases like braided [10], curly [11], or generative approaches [12], while others aim to generalize across
static and dynamic settings. They rely on single-view [13—15] or multi-view inputs with orientation
maps [16—19], sometimes using simulated strands [18, 20] or geometric heuristics. NeuralStrands [21]
constrains 3D surface orientation and uses point-based differentiable rendering [22, 23]. NeuralHD-
Hair [24] and earlier work [25] leverage 2D supervision with 3D spatial cues. Some methods use real
wigs [26], line-based 3D reconstruction [27], or OLAT images [28] for static hair modeling. Others



rely on 2D observations to learn hair growth fields [24, 29], or use optimization and differentiable
rendering to extract strands [30]. Beyond image-based approaches, volumetric and neural representa-
tions have been explored [2, 31, 32]. Neural Radiance Fields (NeRF) enable high-fidelity rendering
for static scenes [2, 3], but suffer from slow rendering speeds. Recent representations like Mixture
of Volumetric Primitives (MVP) [33] and 3D Gaussian Splatting (3DGS) [34] improve quality and
real-time performance, yet dynamic hair reconstruction remains challenging. INSTA [31] models
dynamic neural radiance fields with neural graphics primitives around a face model, focusing on head
geometry and efficiency. Sklyarova et al. [32] reconstruct hair using implicit volumes followed by
strand-level refinement guided by hairstyle priors. Volumetric hair representations [35, 36] are able to
encode 3D global spatial information for static hair modeling. However, all existing work focuses on
static hair modeling, leaving the challenge of reanimating static hair for animatable avatars in AR/VR
applications an unresolved problem.

Dynamic Hair Modeling The motion patterns of hair are hard to emulate. One option is hair
simulation to advance between adjacent frames with temporal consistency [37]. In [38], per-frame
reconstructions of hair strands are aligned with motion paths of hair strands from spatio-temporal
slices of a video volume. Grid search over different simulation parameters can be used to determine
the set of parameters that matches the visual observations best [39]. Current physics-based and
neural hair simulators [40—42] enable real-time simulation of hundreds of thousands of strands.
However, achieving this on AR/VR devices remains impractical due to their limited GPU memory
and processing power. Recent work Quaffure [43] has only handled quasi-static simulation and does
not integrate a tractable rendering solution. Dynamic hair can also be modeled with neural volumetric
approaches. HVH [44] learns a volumetric representation for dynamic capturing, while NeuWigs [45]
accounts for head movements and gravity to produce realistic animations across various hairstyles.

3D Gaussian Head Avatars Modeling realistic 3D head avatars is crucial for immersive VR/AR
applications. While 3D Gaussian Splatting (3DGS) [34] has enabled high-fidelity head avatars,
dynamic hair modeling remains a significant challenge, as realistic hair must exhibit natural motion,
deformation, and interactions. 3DGS-based head avatars [5, 6, 46—48] leverage learning-based
deformation fields to animate facial expressions and head movements. However, with these models
the hair remains a static transformation attached to the head, failing to exhibit natural flow or
secondary motion. Several works have explored hair modeling within the Gaussian framework.
GaussianHair [8] captures strand-level structure using cylindrical Gaussians. Gaussian HairCut [9]
combines strand priors with 3DGS for photorealistic rendering, yet both do not model the dynamic
hair appearance. To enable realistic hair dynamics in reanimation, we propose a dynamic Gaussian
hair representation that models arbitrary hairstyle deformation driven by head motion, supporting
dynamic hair novel view synthesis.

3 Method

In this section, we present our method for Dynamic Gaussian Hair modeling, as illustrated in Fig. 2.
Our framework consists of two main stages that model hair dynamics and hair appearance. In the
first stage, we learn pose-dependent hair deformation via a volumetric implicit function conditioned
on canonical static hair, head motion, and upper body mesh. This time-independent model supports
arbitrary head poses and strand counts, represented as dense point clouds. We further refine temporal
hair dynamics by predicting 3D flow vectors and applying latent-space cross-attention across adjacent
frames to ensure temporal consistency. In the second stage, we optimize time-varying hair appearance
to handle motion-induced occlusions, enabling photorealistic novel view synthesis. During inference,
we predict hair deformations in a recurrent manner based on the previous timesteps’ deformations.
Our appearance model then performs novel view synthesis, generating accurate and realistic hair
appearance across frames.

3.1 Coarse-to-Fine Dynamic Hair Modeling

Modeling realistic hair dynamics is challenging due to complex motion and temporal variation. We
address this with a coarse-to-fine learning framework, and show the following hypothesis:

Hypothesis Differentiable rendering of dynamic, photorealistic hair requires accurate and temporally
consistent hair tracking. Instead of relying on explicit physics-based simulation, we decompose the
simulation task into two stages: a coarse stage that learns pose-driven, time-independent deformation



for stable initialization, and a fine stage that refines high-frequency dynamics through 3D flow
prediction and temporal cross-attention. We validate this hypothesis through the design of Alg. 1.

Algorithm 1 Coarse-to-Fine Dynamic Hair Modeling

Input: Canonical hair P2, proxy mesh (head and shoulders), head poses {H!=2, H!~! H'}
Output: Dynamic hair P, at time ¢

1: Coarse Stage (Time-independent, pose-driven deformation)
2: Transform canonical hair: Phrfid  Trigia (B, H)
3: Voxelize rigid hair and proxy mesh: V;"£¢ « SDF(PI8%) V., .. « SDF(proxy mesh)
4: Encode features: V < Concat(Epose (Vpose) Ehair(Vlf;‘fd))
5: for p; € P8¢ do

6:  Sample feature: v; < Interp(V, p;)
7:  Predict displacement: Ap; + M(v;, E(p;), H)
8:  Update position: p; < p; + Ap;
9: end for

10: Set P < {pz}

11: Fine Stage (Temporal flow refinement)

12: Voxelize past hair states: V;'-? Vi’ ! « SDF(P!.?),SDF(P.: ")

13: Encode volumes: V;_g Shair(‘/;l’;f), Vi1 + 5hair(VLi;r1)

14: Cross-attend features: Vyow < CrossAttn(V;_1, Vi_o

15: for p; € P do

16:  Sample volume feature: f; < Interp(Viow, Pi)

17:  Fuse with pose and prior flow: f; <— Concat(f;, H!, Fi.. (i), E(pi))
18:  Predict flow vector: Ap! + D*(f;)

19:  Apply flow: p! + p; + Ap!

20: end for

21: Update outputs: Pl < {p'}, Fi.w < {ApL}

22: return P/

air

Coarse Stage. We first learn pose-dependent hair deformations from a canonical point cloud F".

The canonical hair is rigid transformed using a head pose H to produce P}fifrid, which is voxelized
into an SDF volume Vhrﬁld. A proxy mesh of the posed head and shoulders is similarly voxelized into

Vpose- These volumes are encoded via 3D CNNs Epqir and Eyose, and concatenated to form the latent

feature grid V. For each point p; € Plf;%rid, we interpolate its feature v; from V), and input it along
with positional encoding E(p;) and pose H into an MLP M to predict the displacement Ap;. The
updated position p; is computed as p; + Ap;. We train using a random subset of hair points, with a

total loss:
l:total = /\pﬁpoint + /\SDF£SDFa (D

where Lpoin is the MSE between predicted and ground-truth displacements, and Lspr penalizes
collisions with the body mesh using a hair-to-body Signed Distance Fields [49]. This stage yields
physically plausible, pose-driven deformation that serves as initialization for dynamic refinement.
Please see the Appendices for details on the 3D CNN architecture.

Fine Stage. The fine stage refines dynamic hair motion by predicting temporally consistent 3D flow
vectors. We first voxelize the past hair states P/ % and P/ ' into SDF volumes Vi’ 2 and V;'. !,
which are encoded via &, into latent feature grids. A cross-attention module aggregates these into a
fused volume V. For each point p; € Plf,;rl, we sample its feature f; from Vg, then concatenate
it with the current pose H! and previous flow ]-'éo_wl (p;) to form f;. These features are passed to a
refinement network D* to predict the per-point flow vector Apf, which is applied to update the hair
position p}. We supervise the predicted flow Ff , using an MSE loss against ground-truth flow F;

from synthetic data, with a total loss:
L = Liow = MSE(Ffiow, Fé1) 2

This stage enables temporally consistent hair animation driven by data rather than explicit simulation.



3.2 Dynamic Hair Appearance Optimization

To achieve realistic rendering quality while ensuring speed and optimizability, we rely on 3DGS [34]
to represent hair appearance. 3DGS assigns a learnable position p, spatial scale S and rotation R
(combined into covariance matrix Y3), opacity o, and color c to each Gaussian G:

G(x) = e 30P =7 0p) 5 RGSTRT,

/ T yT (3)
Y =JWEXW" J".
To render novel views, Gaussians are projected onto the image plane using a differentiable Surface
Splatting method [50]. Given the viewing transform matrix W and the Jacobian J of the affine
approximation, the covariance matrix .’ of a 3D Gaussian’s corresponding 2D Gaussian is defined as
above. To determine a pixel’s color ¢, N —1 2D Gaussians are sorted by depth and then composed
with a-blending:
N i1
c=) oy [J(1-ay), )
i=1 j=1
where c; is the color of each Gaussian, and «; is given by multiplying the opacity with the value of
the 2D Gaussian with covariance Y’ at the pixel location.

Inspired by [8, 9], we represent each hair strand as a sequence of connected cylindrical Gaussians
(Fig. 3) for dynamic hair rendering, eliminating Gaussian densification [34], and fixing the number
of primitives across frames. Because our dynamic hair model performs forward warping, we
can transform each Gaussian from the canonical model to any frame ¢, which makes it trivial to
directly propagate the Gaussian color c and scale s across time. The rendering is performed using a
Differentiable Tile Rasterizer [34] R, which yields image I.

However, Fig. 5 shows that naively propagating the
colors of the canonical frame to the dynamic se-
quence can lead to missing appearance details in
dynamic frames due to complex hair self-occlusion
and the interaction of light with hair in motion. To b
address this, we propose a lightweight non-linear
model D that adjusts Gaussian parameters according
to the hair dynamics. We train our model using multi-
view video sequences under constant lighting. Hair
scattering is complex and anisotropic due to strand
interactions, as described by the hair BSDF [1, 51],
which highlights the importance of strand tangents
in appearance. To capture this, we incorporate the
hair tangent vector t as additional geometric input for
optimizing Gaussian parameters. Specifically, We use  mair strand  Hair tangent
an MLP D that takes as input the per-point feature
sampl.ed from the encoded’halr V(')l.ume 5hair(%1tair) At o0t hair representations with tangent vectors and
Gaussian mean p, along with pQSltloqal eI.lcodlngs E urvature. For Gaussian hair, we attach cylindri-
for p, t, d, and d denotes the view direction. cal Gaussian primitive [8] to each segment with a
length much greater than its radius.

length > radius

o
H Cylindrical

Gaussian primitives

Gaussian hair

Figure 3. Hair Representation. We show differ-

These enable D to express anisotropic effects. It
outputs modified color ¢’ in the form of spherical
harmonic (SH) coefficients, scales s’ and opacity o’ :

Clv 517 o =D (ghair(vhtairi p)7 E(p), E(t)> E(d)) . &)

As present in Fig. 2, the predicted appearance is then rendered through differentiable rasterization R
to produce the final image I. Fig. 5 shows that our model enhances the hair appearance, achieving
realistic renderings under consistent lighting. For training, we use common L1, SSIM and LPIPS [52]
reconstruction losses:

L= )‘rgergb + )\ssimLssim + AlpipsLlpips- (6)

Hypothesis Modeling hair strands with a fixed number of discrete Gaussian primitives leads to
visual discontinuities in regions of high curvature. We hypothesize that local curvature is an effective
cue for adaptively blending neighboring Gaussians to improve visual continuity.



Curvature-based Gaussian blending. Unlike continuous surfaces, Gaussian hair treats each segment
as an independent shading unit, each with its own tangent vector t;. In high-curvature regions, large
angular differences between adjacent tangents (t;, t;11) can cause shading discontinuities. Although
increasing segment density can alleviate this issue, hair tracking typically uses a fixed number of
segments per strand. Here we present a simplified hair diffuse shading formulation:

I; x max(0,t; - 1), o

|I; — I;+1] o |max(0,t; - 1) — max(0,t;41 - 1)].
where I; is the shading intensity of the ¢-th hair segment, t; is its tangent direction, and 1 is the
light direction. The shading discontinuity between adjacent Gaussians is represented by |I; — I; 11/,
and this value increases with curvature. To address this, we introduce a curvature-based blending
algorithm that adaptively adjusts the interpolation of Gaussian parameters (color and opacity) based
on local strand curvature. For each segment 1, We compute the tangent vector t;, curvature r;, and
normalized curvature <;, which is used as the blending weight w;:

g= DL TP e — b,
lpi+1 — Pl @)
Ro= Ki -
v K/max +€7 v °

where p; denotes the 3D position of the ¢-th point along the strand, £y ax 1S the maximum curvature
across the strand, and € is a small constant for numerical stability. We apply w; to blend spherical
harmonics (SH) coefficients and opacity o between adjacent Gaussians:

SHbiended,i = SHi - (1 — w;) + SHi—1 - wy, ©)

Qblended,i = @ - (1 — w;) + ai—1 - W;.
As shown in Fig. 8, our curvature-based blending significantly improves the visual continuity of hair
rendering, particularly in curved regions. This blending is jointly optimized with other Gaussian
parameters (e.g., position, scale, SH, opacity) during training, enabling more realistic and temporally
coherent appearance in dynamic hair sequences.

3.3 Inference and Implementation Details

We train our model on a single A100 GPU using the Adam optimizer and a learning rate of 1 x 10~*
for both stages. In Stage I, each iteration samples 200k points from the hair point cloud. Here we

provide the formal definitions for Eq. 1, including the point loss Lpoin = = Zf\il Ip: — pST||% and
the SDF penalty loss Lspr = % Zfil max (0, — SDF(p;)), where p; is the predicted 3D hair point,
pST is the corresponding ground-truth hair point, and SDF(p;) denotes the signed distance to the

body surface. We penalize points inside the mesh via the ReLU (i.e., max(0, -)) operation. For Eq. 1,
we set A\,=1.0 and Aspr=0.01; for Eq. 6, we set Agh=1.0, Agsim=0.1, and Ajpips=0.1.

During inference, we are given a head motion sequence and a canonical hair groom. For ¢t = 0,
we apply only the coarse stage to initialize the dynamic hair. At ¢ = 1, the fine stage is used
with self-attention over the result from ¢ = 0, and the input flow F{  is set to 0. For ¢ > 1, the
pipeline operates recurrently as described. Once the dynamic hair sequence is obtained, we infer
hair appearance based on the tracked hair positions to achieve dynamic hair rendering. For further

implementation details (runtime and memory analysis), please refer to the Appendices.

4 Experiments

Dataset. Due to the lack of real hair tracking data, we generate a synthetic dataset using XPBD-based
physics simulation [53]. It includes dynamic sequences across diverse hairstyles, driven by motion-
captured head movements. Each simulated groom consists of 1500% hair strand with 24 vertices per
strand. For each hairstyle, we simulate 100 motion sequences of 100 frames, totaling 10k frames.
Each frame includes deformed hair positions, head motion parameters, and the upper-body mesh.
To generate our dynamic hair appearance dataset, we simulate 500 frame sequences per groom and
render multi-view videos from 24 camera angles in Blender. See the Appendices for dataset details.
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Figure 4. Hair Deformation Comparison. From left to right column, given a canonical groom and upper body
pose, rigid transformations result in unrealistic hair deformation with upper-body penetration, while our method
achieves natural deformation across different grooms with correct collisions.
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Figure 5. Dynamic hair appearance evaluation. The left section compares dynamic hair rendering using our
hair deformation/tracking model against baseline methods: 3DGS [34] and Gaussian Haircut (GH) [9]. The right
section shows rendering results merging hair and body Gaussian primitives. Without our hair tracking model,
the hair appears rigid and unrealistic, while our appearance model enhances hair rendering quality.

Evaluation. We evaluate our method Ours Rigged hair

on deformation and appearance, com- Subject Error]  Chamfer|| Error] Chamfer]
paring it with baselines across 5  Subject 1 0.0738 0.0233 0.1411 0.0382
hair subjects using our synthetic hair Subject 2 0.0998 0.0294 0.1911 0.0474

dataset_ Each groom’s training dataset Sub]:ect 3 0.1187 0.0342 0.2891 0.0637
consists of 90 motion sequences, ~ Subject4 || 0.0679 00260 | 0.1054 00334

Whlle testing iS performed on the re- Sub]ect 5 0.0562 0.0201 0.0928 0.0296
maining 10 sequences. For dynamic Average 0.0832 0.0266 0.1639 0.0424
appearance, we assess unseen hair mo- Table 2. Hair deformation comparison. L, and Chamfer distances
tions (100 frames per subject) and across normalized subjects.

novel views, capturing 100 views via

horizontal camera rotation. See the Appendices for more dataset and evaluation details.




Ours Gaussian Haircut [9] 3D GS [34]

Subject PSNR?T SSIMt  LPIPS]| PSNRT SSIM1 LPIPS|| PSNRT SSIMT LPIPS|
Subject 1 28.026 0.906 0.101 | 23.248 0.873 0.101 | 20.747  0.852 0.132
Subject 2 24.817 0.820 0.169 | 20921 0.791 0.180 | 19.972 0.772 0.215
Subject 3 24.987 0.744 0.227 | 20960 0.742 0.236 | 19.972 0.687 0.287
Subject 4 27.534 0.955 0.071 | 24.181 0.906 0.078 | 20.246 0.894 0.101
Subject 5 29.681 0.933 0.069 | 26.053 0.924 0.058 | 23.605 0.906 0.083
Average 27.009 0.871 0.127 | 23.073 0.847 0.131 20.908  0.822 0.164

Table 1. Comparison with others baselines on hair appearance. We report PSNR*, SSIMt, and LPIPS| for
each groomed subject to compare our method with other baselines in rendering quality.

Metrics. We evaluate the quality of rendered images via reconstruction fidelity (PSNR [54]), local
structural similarity (SSIM [54]), and perceptual similarity (LPIPS [52]) between the synthesized
images and the ground truth. We evaluate per-frame motion via the L2 error, Chamfer distance [55],
between our dense hair point cloud and the ground truth. We evaluate the temporal consistency of the
hair motion via the L2 error between the flow vectors in the predicted and ground-truth point cloud
sequences, and we show the flow error of different settings in Fig. 7

Baselines. Our framework learns dynamic hair motion and time-varying appearance using Gaussians
in a differentiable manner. We compare against 3DGS [34] and Gaussian Haircut [9], retraining both
on our synthetic dataset for each static hairstyle. Since dynamic hair modeling is underexplored, we
integrate our dynamics model into each baseline, optimize their canonical hair appearance, and re-
animate hair using our estimated motion for fair comparison. We further benchmark dynamics against
two references: rigid-transformed canonical hair (lower bound) and physics-based XPBD [53] results
(upper bound). Full baseline-training and implementation details are provided in the Appendices.

_ Setting PSNRT] SSIMT| LPIPS]
Setting Error| Ours w/o tan. & blend || 20.89 | 0.80 | 0.19
Ours w/o SDF 0.1269 Ours w/o blend 2508 | 0.88 | 0.18
Ours w/o motion 0.0964 Ours full 28.12 | 0.90 0.19
Ours w/o atten. 0.0909 . . .
Ours full 00832 Table 4. Hair appearance ablation. We compare dif-

ferent appearance model settings on rendering quality.
Table 3. Hair dynamics ablation. We show the L2

error across settings on deformed hair test sets.
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Figure 6. Dynamic Gaussian Hair qualitative evaluation. We present qualitative visual results across various
hairstyles and camera views, where the driven motion is obtained from the Mixamo MoCap data [56].

4.1 Results

Tab. 2 shows that our deformation model significantly enhances realistic hair deformations and
reduces errors compared to rigid transformations on static hair. As shown in Fig. 4, applying
rigid transformations to static hair leads to unnatural deformations, such as the absence of gravity
effects and hair penetrating the body mesh. Tab. 1 presents a quantitative comparison of our
method with GH (Gaussian Haircut) [9] and 3DGS [34] on our synthetic dynamic hair dataset.
Our approach consistently achieves the highest PSNR and SSIM across all subjects, indicating high-
fidelity rendering quality. In Fig. 5 and 6 we further demonstrate dynamic hair appearance across
different frames and hairstyles. Qualitative comparisons demonstrate that without our appearance
optimization, both 3DGS and strand-based Gaussian representations suffer from degraded rendering
quality due to hair self-occlusions. In contrast, our motion-dependent appearance model is robust
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to occlusions, ensuring realistic rendering, while our hair deformation model can further enhance
dynamic hair realism. Our dynamic Gaussian hair representation is flexible, allowing integration with
body Gaussian primitives for avatar reanimation and high-quality rendering. Additional visual results
are provided in the supplemental video.

4.2 Ablation Study

o Dynamic Hair Modeling. Fig. 9 shows how our proposed approaches impact hair deformation and
dynamics. Ours w/ SDF uses our hair-to-body mesh SDF constraint during training, reducing hair
penetration into the body mesh. Ours w/ motion shows enhanced hair dynamics effects, such as
inertia and gravity, due to the hair motion model. Ours w/o SDF removes the SDF constraint, Qurs
w/o motion uses only the coarse hair deformation model, and Ours w/o atten removes the cross-
attention component in our fine stage. These results indicate that our full coarse-to-fine approach
achieves the best quality. Detailed quantitative results in Tab. 3 confirm this.

To evaluate temporal consistency, Fig. 7 plots
. 1. Rigged hair
the flow vector error across a sequence for dif- Gurs i maion

Ours wfo atten.

ferent settings. While our coarse stage shows | ours
similar performance to rigid hair in terms of dy- .,
namics, the fine model significantly improves o
motion effects. Additionally, the attention mod- s
ule further enhances hair dynamics and tempo- ~ °¢
ral consistency. © Dynamic Hair Appearance
Optimization. Fig. 8 compares different config-
urations of our appearance model: Ours with- Figure 7. Hair dynamics ablation. Flow error (x 1073)
out tangent features or curvature-based blending ~ per timestep for different settings.

(w/o tan.&blend), ours without curvature-based

blending (w/o blend), and our full model (Ours full). It demonstrates that conditioning on structural
features like hair tangent vectors enhances local detail and sharpness, while curvature-based blending
further improves smoothness and scattering between hair segments, creating more realistic transi-
tions. As indicated in Tab. 4, incorporating tangent features improves natural hair perception, while
curvature blending significantly enhances rendering quality, resulting in more visually appealing hair.

PO

0 20 40 60 80 100

5 Conclusion

We propose Dynamic Gaussian Hair (DGH), a novel data-driven framework for dynamic hair
generation with animatable 3D Gaussians. DGH models a wide range of hairstyle deformation
driven by arbitrary head motions (including long hair, curly hair, ponytails, etc.), handling dynamics
and hair-body collision, within a coarse-to-fine strategy. Hair appearance is represented by motion-
dependent connected Gaussians to handle variations under intricate motions at render time, enabling
high-fidelity dynamic hair modeling and rendering. Future work and limitations are addressed in the
Appendices.
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- Appendices -

In this document, we provide more details for the dataset, method, experiments, and more qualitative
results, as an extension of Sec. 3 and Sec. 4 in the main paper. Please also refer to the video demo for
dynamic hair results, comparison, ablation study, and more results.

A Dataset Details

As mentioned in the Sec. 1, due to the lack of real captures of dynamic hair deformations with accurate
strand tracking, we create a new synthetic dataset capturing both hair geometry and appearance.
The hair dataset breakdown is shown below: in Fig. 10, we present a variety of hairstyles in our
synthetic hair dataset, including curly, wavy, blowout, ponytail and etc, and we show the distributions
of hairstyle types and hair lengths.

Hair Length Distribution Hair Type Hairstyle Distribution Hairstyle
Long Hair Blowout
Short Hair 3.0 Ponytail
Bob
Bangs
2.59 Wavy
Curly
55.6% .
£1s
8
44.4% 101
0.5
0.0 T T T T T T
Blowout Ponytail Bob Bangs Wavy Curly

Figure 10. Hair length and hairstyle distribution

A.1 Geometry Dataset (Sec. 4)

To capture head motions, we rotate the head to record head movements. Instead of linear speed
between two head positions, we apply spline-based interpolation to simulate varying motion speeds.
This approach allows us to more effectively capture secondary hair motions when simulating the hair
with head motions with realistic damping and inertial dynamics. For each hairstyle, we animated
with XPBD-based physics simulation [53] driven by captured head motions, and for each hairstyle,
we generate 100 motion sequences, and each motion sequence contains 100 frames. For each frame,
we record the head mesh, deformed hair strands, and then post-process to get hair volume and pose
volume. We show the hair geometry dataset generation pipeline in Fig. 11

Head Motion Pose & Hair Volume
Sequences Extraction
Hair Geometry
i I:>
Mocap
Static Hair |:> XPBD |:> Deformed Hair
Simulation

Figure 11. Hair Geometry Dataset Generation Pipeline

Fig. 12 presents samples from our hair deformation dataset, including static hair with strands, upper
body SDF volume, static hair SDF volume, deformed hair strands, and deformed hair SDF volumes
for each hair groom. For hair SDF volumes, hair point cloud (PC) is converted to an SDF grid by
computing the distance from each voxel to the nearest point in the PC.

Training dataset. We train each hairstyle independently to obtain a hairstyle-specific hair deformation
model. For each hairstyle, we use 90 motion subjects, resulting in a geometry training dataset of
9K frames. In the coarse stage, we randomly sample a frame and apply rigid transformations to the
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Static hair Pose volume  Rigid transformed hair volume Rigid transformed hair ~ Deformed hair volume Deformed hair

Figure 12. Training samples from the hair deformation dataset, including static hair, pose volume, rigidly
transformed static hair, recorded hair volume, deformed hair, and corresponding recorded hair volume.

static hair using the sampled head pose. The network learns per-point displacements by iteratively
sampling different poses. In the fine stage, we learn a flow vector field to deform the hair from frame
t—1 to frame ¢, using randomly sampled points from the deformed hair at time ¢—1. Each training
batch consists of 200K randomly sampled hair points.

Testing dataset. We evaluate our dynamic hair model across different hairstyles using 10 motion
sequences, resulting in 1K frames. We report the average Lo error between the predicted and ground-
truth deformed hair, as well as the Lo error of the estimated flow vectors (displacements between
frames t—1 and ?).

A.2 Appearance Dataset (Sec. 4)

Once obtaining the deformed hair sequences, we render multi-view videos of various hair grooms in
Blender (particle system) under a consistent lighting setup to train our appearance model. Each frame
has a resolution of 1024 x 1024. For each hairstyle, we include diverse hair colors. Fig. 13 (left) shows
the color variations for each hairstyle, (middle) illustrates the hair appearance dataset generation
pipeline, and (right) presents a sample setup demonstrating how deformed hair is positioned for multi-
view rendering. Each dynamic frame includes 24 views: 12 cameras evenly distributed horizontally
around the object and 12 randomly positioned on the upper semi-sphere to capture diverse angles.
Fig. 14 illustrates multi-view rendering samples for different hair grooms.

Training dataset We train our motion-dependent hair appearance model using multi-view video
sequences. Each sequence contains 500 motion frames, and for each frame, we render images from
24 camera viewpoints distributed over a semi-sphere. This setup yields a total of 12K training images
per hairstyle.

Testing dataset To evaluate our appearance model, we generate a testing dataset consisting of
100 frames featuring unseen hair motion. The test sequence is captured using a horizontal camera
rotation arc, with each camera looking at the hair center. Viewpoints are sampled across a vertical
range of 0°-45° on the viewing semi-sphere, providing diverse angular coverage and challenging
view-dependent appearance variations.
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Figure 13. Hairstyle Color Variations and Hair Appearance Dataset Generation Pipeline

B Network and Evaluation Details

Hair, as a complex and dynamic structure, exhibits intricate spatial patterns and deformations that
are challenging to model with lower-dimensional representations, the hair appearance also suffer
challenges as the moving pattern caused occlusion. To address this, we propose two stage modeling:
which Stage I and II as Hair Dynamics Model and Appearance Model. As summarized in Tab. 5,
Stage I adopts a coarse-to-fine design: the coarse stage learns hair deformation from static hair, while
the fine stage refines secondary dynamics (e.g., inertia and damping).

Module Function

Stage I (coarse stage) Learns hair deformation given head motions
Stage I (fine stage) Adds secondary motion refinement

Stage 11 Optimizes dynamic Gaussian hair appearance

Table 5. Overview of model stages and their corresponding functions.

For Hair Dynamics Model, we adopt a coarse-to-fine framework, representing static hair as a SDF
volume to capture its complete 3D structure and spatial relationships. In this section, we present the
architecture of our 3D CNN networks, Epose and Epair, the implicit networks M, D, and D*, along
with dataset and evaluation details.

B.1 Coarse-to-Fine Framework (Sec. 3.1)

In the Coarse Stage, we utilize a 3D U-Net architecture for yoee and Epair With input volumes of
resolution 128 x 128 x 128. We present the network structure in Fig. 15. The network employs
separate encoders for static hair and pose, each comprising four convolutional blocks with filter
sizes F' = 4, 2F, 4F, and 8F', utilizing 3D convolutions, LeakyReLLU activations, and Instance
Normalization to effectively extract hierarchical features.

The decoder mirrors the encoder with four deconvolutional blocks, progressively upsampling and
reconstructing volumetric features while reducing the number of filters from 8 F' to F'. Skip connec-
tions between corresponding encoder and decoder blocks preserve high-resolution details. With a
base filter size of F' = 4 and output channels of 16, the 3D U-Net effectively captures global context
and fine-grained details of static hair, enabling precise learning of hair deformation by leveraging the
static hair structure.

In the Fine Stage, the encoders Eyosc and &y retain the same structure, with &y sharing weights
across timesteps during training. The MLPs (M, D*) consist of six fully connected layers with dimen-
sions [176, 512,512,256, 128, 3] and [239, 512, 512, 256, 128, 3], respectively. Residual connections
are employed to enhance feature representation by concatenating input features with intermediate
outputs. Leaky ReL.U is used as the activation function for all layers except the final one, ensuring
non-linearity and stability. The final layer outputs a 3-dimensional vector, directly supervised by the
ground truth displacement and 3D flow vector.
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Figure 14. Training samples from the appearance dataset, which presents a static frame of various hair grooms
and rendering results from six different camera views.

The fine stage estimates the flow vector from Vi’ to V.. Since V., is not available, cross-
i1 to estimate

attention [57] between qutdl_rl and Vhtm_r2 infers dynamics. “Ours w/o atten” uses only V, .-

the flow vector. In the cross-attention, Q, K, V is V{2 V'~ V-1 This approach leverages the

hair > "hair > ¥ hair
immediate context from V;il_rl and longer-term dynamics from V;’—2 enabling the model to capture

hair °

motion patterns and ensure temporal consistency for a smooth and reliable estimation of Vi’ .

B.2 Dynamic Hair Appearance Network and Implementation(Sec. 3.2)

For dynamic hair appearance optimization, the encoder &, encodes the deformed hair to cap-
ture global motion features and 3D spatial information. A lightweight MLP D with dimensions
[169, 256, 256, 256, 128, 50] decodes the Spherical Harmonics coefficients for color, the scale factor
along the hair length direction, and opacity. Positional encoding E for the position p, tangent vector
t, and view direction d follows the encoding function proposed in NeRF [2]. For Gaussian primitive
initialization, we make a cylindrical Gaussian primitive attached to each hair segment with a length
much greater than its radius. Similar to Gaussian Haircut [9], the scale of Gaussian primitives has
only one degree of freedom, which is proportional to the length of the line segment, while the other
two are fixed to a small predefined value.
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Figure 15. Left: Our 3D CNN networks for Eyose and Enair; Right: Convolutional and deconvolutional blocks.
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B.3 Evaluation Details (Sec. 4)

Metrics. We evaluate hair motion over time by comparing the flow vectors between consecutive
frames in the predicted and ground truth point cloud sequences. The flow vector for each point
i at frame ¢ in the predicted point cloud is defined as F} PtJrl P!, where P; represents the
predlcted point cloud posmons Similarly, the flow vector in the ground truth point cloud is defined
as ]-' t— PtJrl Pt where P; represents the GT point cloud pos1t10ns The total flow error at each

(2

timestep ¢ over all points in the point cloud is given by feITOr = N Zi:l H}'f _ Ft

, where N is
2
the total number of points in the point cloud.

Method PSNR 1 [SSIM 7 | LPIPS |
Ours w/o LPIPS & SSIM || 27.82 | 0.8874 | 0.2100
Ours w/o LPIPS 28.01 | 0.8923 | 0.1987
Ours 28.12 | 0.9004 | 0.1881

Table 6. Ablation of different losses for appearance optimization.

Inference. We train and test our model on a single A100 GPU, with training times of approximately
20 hours for the dynamic hair coarse stage, 20 hours for the fine stage, and 26 hours for the appearance
model. During inference, the dynamic hair model achieves 2.0 FPS for approximately 150K hair
strands, significantly outperforming the XPBD [53] physics-based simulation engine that is used to
generate the synthetic hair dataset, which runs at approximately 0.33 FPS. Meanwhile, dynamic hair
novel view synthesis reaches 2.22 FPS, with faster speeds for fewer strands.

Runtime and memory performance analysis. DGH design is suitable for low-compute devices.
Our implementation is an upper bound. Neural net inference can be accelerated with TensorRT [58]
and additional strands linearly interpolated. For hair deformation runtime analysis, we report runtime
with various strand numbers on RTX4090 GPU, compared with XPBD, as shown in Fig 16. Hair
inference required 5GB, while high-quality grooms (150K+ strands) required 20GB. For dynamic
hair rendering runtime analysis, our appearance model renders 1K images in 0.45 seconds (2.22 FPS),
whereas Blender’s hair shader rendering takes 6 seconds per image (0.17 FPS).

Ours vs. XPBD [Macklin et al.] Ours Frame Rate vs. Hair Strand Count
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Figure 16. DGH achieves real-time performance with grooms of 10K strands (unoptimized upper bound).
Physics-based simulation (XPBD) runs below 1 FPS with hair interpolation and equal high-quality photoreal
rendering in Blender 3D engine.
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Appearance loss ablations. We present the appearance loss ablation study in Tab. 6. For the final loss
constraint, we incorporate both perceptual loss (LPIPS) and structural loss (SSIM), demonstrating
that our full method achieves the best performance.
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Figure 17. Hair deformation with varying strand counts. From left to right: increasing the inferred number of
hair strands, totaling approximately 100K to 150K strands.
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Figure 18. Our method merges the dynamic hair layer with a per-frame animatable Gaussian avatar. By
employing a multi-layer Gaussian representation (left), we obtain an avatar without the hair layer. Applying
DGH within this multi-layer framework enables realistic avatar re-animation (right). Note: The human face is
masked to comply with privacy regulations.
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C Qualitative Results

C.1 Hair Deformation.

In Fig. 17, we present the hair deformation test on arbitrary head poses and various hairstyles. We
also present hair deformation results tested with varying numbers of hair strands, ranging from 1K
to the full set of approximately 150K strands. Our volumetric implicit function robustly infers hair
deformation for arbitrary strand numbers without requiring post-processing or hair interpolation.

C.2 Dynamic Hair Novel-View Synthesis.

Baseline settings. We compare our DGH model with two baseline methods: 3DGS [34] and Gaussian
Haircut [9]. We train both baselines using their publicly released code on our canonical synthetic hair
dataset, which includes 48 camera views covering the full hair. For 3DGS, we initialize Gaussian
primitives by attaching them to the center of each hair segment. To maintain consistency with our
dynamic sequences, we fix the number of Gaussians and disable density growth. We fix the opacity
and positions of Gaussians, compute their orientation using hair tangents, and optimize three degrees
of freedom of scale, color (represented using spherical harmonics). We use the Adam optimizer with
a learning rate of 0.00025 for SH color features and 0.0005 for scale optimization. For Gaussian
Haircut, we similarly optimize both color and scale, and the scale is constrained to be proportional to
the length of each line segment to better capture hair geometry. Once each baseline model is trained
on the static canonical hairstyle, we propagate the learned Gaussian parameters to dynamic sequences
using our hair tracking model, which provides per-frame hair geometry.

Comparison and additional results. We present further results on dynamic hair novel-view synthesis
in Fig. 19 and Fig. 20. To better evaluate appearance quality, we use ground-truth hair tracking and
compare our appearance model against other Gaussian-based hair representation methods. Results
are shown across multiple dynamic sequences and diverse hairstyles.

C.3 Multi-Layer Gaussian Avatars with Dynamic Hair.

Our dynamic hair Gaussian representation can be seamlessly integrated with pre-trained Gaussian
avatar models for avatar re-animation and novel-view rendering, as shown in Fig. 21, 22, 23, 24
the render image resolution is 1024 x 1024. Our appearance model supports only hair rendering,
while the body is rendered using a separate pre-trained Gaussian model. For visualization, both hair
and body Gaussians are rendered together. Note that the static hair lacks gravity effects. Using
our hair tracking model, we represent hair strands as connected cylindrical Gaussians and achieve
high-quality novel view synthesis through our motion-dependent appearance model. Unlike static
hair, our dynamic hair model implicitly learns gravity effects from the dataset distribution, ensuring
realistic rendering across dynamic hair motion sequences.

In Fig. 18, we further demonstrate how DGH can be seamlessly integrated with a multi-layer Gaussian
avatar for realistic avatar re-animation. Since our DGH model primarily takes head motion as input,
the resulting motion focuses on head-driven hair dynamics without incorporating body motion effects.
Inspired by recent advancements in multi-layer Gaussian avatar modeling [59], realistic avatar editing
and re-animation can be achieved by introducing additional Gaussian layers to represent various
components such as hair and clothing. To merge an additional hair layer with the body avatar, our
framework begins with a pre-trained head GS avatar re-animated using head motion inputs. The DGH
module predicts dynamic Gaussian hair deformations directly from a half-body GS representation or
a dense point cloud, which are then merged with the head GS to produce realistic, data-driven hair
motion.

In contrast, physics-based methods re-animate a GS avatar by converting it into an explicit mesh,
simulating hair motion with a physics engine, rendering it through a 3D pipeline, and re-converting
the result into a 3DGS format before merging. Unlike such mesh-based pipelines that require
multiple conversion and rendering stages, our DGH framework operates entirely in the Gaussian
domain. By representing both hair and the upper body as volumetric Gaussians, it enables mesh-free
deformation prediction, ensuring compatibility with Gaussian-based avatars and seamless integration
into learning-based re-animation pipelines without rigging or simulation overhead.
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D Limitation and Future Work

DGH currently handles hair-upper-body collisions. Environmental constraints and relighting of DGH
(via albedo inference) could be handled in future work. Due to the challenges of accurately tracking
real hair dynamics, precise deformation and per-timestep positions of hair strands are difficult to
record. Our model is currently trained and evaluated on synthetic data, focusing on generalizing to
head motions. In future work, we aim to create a large dynamic hair dataset based on static 3D hair
datasets [60, 61], leveraging a learned deformed hair prior. This identity-independent model could
robustly infer diverse hairstyles and perform well on real-world data.

In the second stage, a lightweight MLP combined with a differentiable rasterizer achieves high-fidelity
novel view rendering, balancing efficiency and quality. While fast for dense Gaussian primatives, the
current version is not real-time for dense hair (100K-150K hair strands). Future work could focus on
optimizing the MLP or leveraging caching methods [62, 63], such as viewpoint-aware or temporal
caching, to achieve real-time performance.

For multi-layer Gaussian avatars with dynamic hair applications, our model currently supports
integration with head avatars driven solely by head motion. Full-body effects such as jumping
and squirming under gravity are not yet modeled. In future work, we plan to incorporate explicit
material conditioning and full-body motion inputs to improve generalization across diverse hairstyles,
particularly with access to a more comprehensive 3D hairstyle dataset.

E Broader Impacts

As a positive impact, our work enhances the realism of Gaussian-based digital humans, enabling
more expressive virtual interactions in telepresence, AR/VR, and virtual production. As a negative
impact, increased photorealism may also raise ethical concerns, including potential misuse for identity
manipulation or deceptive content generation.
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Figure 19. Comparison results for dynamic hair rendering
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Figure 20. Comparison results for dynamic hair rendering
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Figure 21. Our dynamic Gaussian hair appearance model enables novel view synthesis from static hair using our
hair tracking model. Note: Static hair lacks gravity, while the dynamic model implicitly learns gravity from the
dataset distribution.
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Figure 22. Novel view synthesis results from static hair using our hair tracking model across various hair grooms.
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Figure 23. Given our hair tracking model and body pose, our framework enables reanimation and novel-view
rendering with hair dynamics, including curly hair.
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Figure 24. Given our hair tracking model and body pose, our framework enables reanimation and novel-view
rendering with hair dynamics, including ponytail hairstyles.



NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: It presents our novel framework, Dynamic Gaussian Hair, which includes
coarse-to-fine hair dynamics modeling and dynamic hair appearance optimization.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We included the limitations at the end of Appendices document.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We state the main assumption in the Introduction and Methods, and provide
their proof in the Experiments as a form of ablation study and comparison.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide all technical details, including the model, inference algorithm,
training, loss functions, and dataset information. Additional network and evaluation details
are provided in the Appendices.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]

Justification: The main contribution of this work lies in the proposed method rather than
the dataset or experiments, however, we plan to release our dataset in the future to support
further research in dynamic hair modeling.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the training and testing data details in the Experiments section of
the main paper. Hyperparameters and training settings are described in the Implementation
Details, with additional dataset information included in the Appendices.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We present the errors in both numerical tables and plots, included in the main
paper and the Appendices.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide sufficient information about the computational resources in the
main paper Implementation Details as well as the Appendices.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: This paper complies with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss boarder positive and negative impacts at the end of the Appendices.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We provide license details in the experiments and properly cite all datasets and
code used from prior work.

Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor direct research with human
subjects

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor direct research with human
subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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