
Published in Transactions on Machine Learning Research (09/2023)

Fourier Features in Reinforcement Learning with Neural Net-
works

David Brellmann david.brellmann@ensta-paris.fr
U2IS, ENSTA Paris, Institut Polytechnique de Paris

David Filliat david.filliat@ensta-paris.fr
U2IS, ENSTA Paris, Institut Polytechnique de Paris

Goran Frehse goran.frehse@ensta-paris.fr
U2IS, ENSTA Paris, Institut Polytechnique de Paris

Reviewed on OpenReview: https: // openreview. net/ forum? id= LWotmCKC6Y

Abstract

In classic Reinforcement Learning (RL), encoding the inputs with a Fourier feature map-
ping is a standard way to facilitate generalization and add prior domain knowledge. In Deep
RL, such input encodings are less common since they could, in principle, be learned by the
network and may therefore seem less beneficial. In this paper, we present experiments on
Multilayer Perceptrons (MLP) that indicate that even in Deep RL, Fourier features can lead
to significant performance gains in both rewards and sample efficiency. Furthermore, we ob-
serve that they increase the robustness with respect to hyperparameters, lead to smoother
policies, and benefit the training process by reducing learning interference, encouraging spar-
sity, and increasing the expressiveness of the learned features. However, a major bottleneck
with conventional Fourier features is that the number of features increases exponentially
with the state dimension. As a remedy, we propose a simple, light version that only has a
linear number of features yet empirically provides similar benefits. Our experiments cover
both shallow/deep, discrete/continuous, and on/off-policy RL settings.

1 Introduction

In classic Reinforcement Learning (RL), the performance of algorithms depends critically on the way the
states of the system are represented as features. Choosing appropriate features for a task is an important way
of adding prior domain knowledge since cleverly distributing information into states facilitates generalization.
For linear function approximations, the representation is usually hand-designed according to the task at hand
and projected into a higher-dimensional space to facilitate linear separation (Sutton & Barto, 2018). In RL,
such feature encodings for linear function approximation have been proposed in the form of, e.g., Polynomial
Features (Lagoudakis & Parr, 2003) or Tile Coding (Albus, 1971). However, the main bottleneck of these
feature encodings is that they do not scale to high-dimensional inputs as they grow exponentially in size
with the input dimension.

In recent years, interest in Deep RL has grown in part because Neural Networks (NN) are able to learn
feature representations. This allows algorithms to learn complex tasks from raw sensory data without prior
knowledge (Mnih et al., 2015; Schulman et al., 2017; Lillicrap et al., 2015; Haarnoja et al., 2018). In Deep
Learning, it is common to apply min-max normalization (Bishop et al., 1995) or batch normalization (Ioffe
& Szegedy, 2015). However, preprocessing inputs with hand-designed features are less common since such
features could, in principle, be learned by the network and thus may seem less beneficial. In recent work,
it has been shown that preprocessing inputs with Random Fourier Features (Rahimi & Recht, 2007) help
Multilayer Perceptrons (MLP) to control the frequencies that the network tends to learn first (Tancik et al.,
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