
DR-HAI: Argumentation-based Dialectical Reconciliation in Human-AI
Interactions

Stylianos Loukas Vasileiou, Ashwin Kumar, William Yeoh
Washington University in St. Louis

{vstylianos, ashwinkumar, wyeoh}@wustl.edu

Abstract
In this paper, we introduce DR-HAI (Dialectical Reconcil-
iation in Human-AI Interactions), a novel game-theoretic
framework designed to extend model reconciliation ap-
proaches for enhanced human-AI interaction. By adopting a
multi-shot reconciliation paradigm and not assuming a-priori
knowledge of the human user’s model, DR-HAI enables in-
teractive dialogues to address knowledge discrepancies be-
tween explainee and explainer agents. We provide formal op-
erational semantics for DR-HAI using logic-based argumen-
tation and offer theoretical guarantees regarding the frame-
work’s termination and success. Furthermore, we conduct
a human-user study that compares DR-HAI to single-shot
reconciliation approaches, demonstrating the efficacy of our
framework in improving users’ understanding of AI decisions
in tasks characterized by substantial knowledge asymmetry.
Our findings suggest that DR-HAI offers a promising direc-
tion for fostering effective human-AI interactions.

1 Introduction
The significance of creating AI agents that can establish
trust and accountability by interacting with human users is
constantly increasing. This is the central idea behind the
field of explainable AI planning (XAIP), which aims to de-
sign agents that are transparent and explainable by consid-
ering the human user’s knowledge, preferences, and values
(Sreedharan, Kulkarni, and Kambhampati 2022). A crucial
aspect in XAIP is the human-AI interaction, where the AI
agent is expected to communicate effectively with humans
to enhance their understanding and address their concerns.
Most research efforts within XAIP have been placed on (se-
quential) decision-making tasks involving an agent and a
human user, and the goal is to make the agent’s decisions
explainable and transparent to the human user when those
decisions appear inexplicable to them.

While there have been a plethora of approaches to solve
XAIP from different perspectives (Chakraborti, Sreedharan,
and Kambhampati 2020), a process called model reconcilia-
tion has garnered growing interest (Chakraborti et al. 2017;
Sreedharan, Chakraborti, and Kambhampati 2018; Sreedha-
ran et al. 2019; Son et al. 2021; Vasileiou, Previti, and Yeoh
2021; Vasileiou et al. 2022). In model reconciliation, it is
assumed that the agent and the human user each have their
own (mental) models of the task, and the need for explain-
ability arises due to some knowledge asymmetry between

these two models that makes the agent’s decisions inexpli-
cable with respect to the human user’s model. A solution in
model reconciliation is then an explanation (technically, a
minimal set of model updates) from the agent to the human
user such that the agent’s decisions become explicable to the
human user.

Despite the growing popularity of model reconciliation
approaches, we identify two limitations: (1) It is commonly
assumed that the agent possesses the human user’s model
a-priori in order to anticipate their goals and predict how
its decision will be perceived by them. This may lead to
incorrect assumptions about the human user’s knowledge
and preferences, and consequently to unsatisfactory expla-
nations. (2) Most model reconciliation approaches are for-
mulated around a single-shot reconciliation paradigm, that
is, they focus on generating a single, albeit comprehensive,
explanation that is presented all at once. While this type of
reconciliation can be useful when the human user needs to
quickly understand a decision or when the underlying task is
relatively simple, it may fail to work for more complex de-
cisions and tasks that require a more detailed understanding
from the human user, especially when there is substantial
knowledge discrepancy between the agent and user models.

Our proposal in this paper addresses these two limitations
by proposing a new model reconciliation framework that
is formulated around a multi-shot reconciliation paradigm
with no assumptions about an a-priori human user model.
Particularly, we introduce the notion of dialectical recon-
ciliation,1 and propose a framework aimed at enhancing
human-AI interaction by helping the human user understand
the agent’s decisions, and, ultimately, the agent’s behavior
from the perspective of the agent. Note that the goal is not
to convince the user to agree and accept the decisions of the
agent, as the user may end up disagreeing with the decisions
despite understanding why the agent made those decisions.
We believe that these kinds of interactions are likely to grow
as AI agents play more pervasive roles in our daily life, and
we seek to understand the reasons for its behavior.

Our framework, called Dialectical Reconciliation in
Human-AI Interactions (DR-HAI), is formalized in a game-

1Dialectic refers to a discourse between individuals with differ-
ing or conflicting views to determine truth via logical argumenta-
tion.



theoretic manner, wherein an explainee agent (e.g., a human
user) and an explainer agent (e.g., an AI agent) make moves
in a game governed by rules that define the appropriateness
of their utterances. We describe the operational semantics
of DR-HAI, that is, the underlying mechanism for selecting
appropriate moves, with the use of logic-based argumenta-
tion (Besnard and Hunter 2001), thus making it possible for
the participants to express their conflicting views through
formal arguments, and, as such, reconcile their differences.
Finally, we discuss the concept of explainee understanding
in the context of human-AI interactions, and present a sim-
ple method for approximating it.

In short, our thesis in this paper is premised as follows:

DR-HAI enables effective human-AI interactions for
tasks involving substantial knowledge discrepancies
between the explainee and explainer by improving
the explainee’s understanding of the explainer’s deci-
sions and behavior through dialectical reconciliation.

In the next section, we focus on the role of dialectical
reconciliation in fostering human-AI interaction and under-
standing as well as report some empirical findings from a
human-user study.

2 Study: Single-Shot vs. Dialectical
Reconciliation

We conducted a study involving a simulated scenario where
a human user is presented with the task of troubleshooting
an AI home assistant robot named ”Roomie” that appears
to be disconnected from the internet. In this scenario, the
user is given a set of prompts to help them diagnose the
problem, such as checking the associated mobile app, con-
firming Roomie’s connection to the charging base, verifying
Roomie’s connection to the internet via a wired connector,
and noting a flashing light next to the LAN port.

However, the situation is not as straightforward as it
seems, and the user is faced with several complications that
hinder their ability to resolve the issue. These include an out-
dated mobile app, an expired license for the wired connec-
tion, and a low battery indicated by the flashing light. These
obstacles create a realistic scenario for the user to navigate,
as they must interact with Roomie to understand the under-
lying issues in order to get it up and running again.

Overall, this study provides a valuable opportunity to
explore how humans interact with AI systems in real-
world situations, and how they approach troubleshooting
and problem-solving when faced with unexpected obstacles.
From a technical standpoint, this narrative allowed us to ap-
proximate a human model, facilitating the use of a single-
shot model reconciliation-based method as a baseline.
Study Design: Participants were introduced to the problem
through a narrative dialogue that explained the scenario’s
premise and known information. After posing the initial
query “Why are you disconnected?”, participants were di-
vided into two groups:
• Single-Shot (SSR): Group 1 received a single-shot model

reconciliation explanation, where the human model was
assumed to include the information provided during the

SSR DR-HAI Filtered
DR-HAI

Number of Participants 49 48 37
Comprehension Score (out of 4) 0.30 2.60 2.94

Satisfaction Score (out of 5) 2.94 3.56 3.73

Table 1: Results of the user study.

scenario’s introduction. The explanations were computed
using a state-of-the-art solver (Vasileiou, Previti, and
Yeoh 2021).2

• DR-HAI: Group 2 interacted with DR-HAI’s explana-
tions, choosing from four unique questions (counterargu-
ments to Roomie’s responses) in a game-like format. They
could continue asking questions or decide to end the in-
teraction.
Upon completing their interaction with Roomie, partici-

pants were asked four multiple-choice questions to evaluate
their understanding of the issues, generating a comprehen-
sion score. They also responded to four Likert-scale ques-
tions (1: strongly disagree, 5: strongly agree) to gauge their
satisfaction with the interaction and explanations, resulting
in a satisfaction score. Finally, the study’s hypothesis is:

H: The DR-HAI group will achieve higher compre-
hension and satisfaction scores compared to the SSR
group.

Study Results and Discussion: We conducted the user
study using Prolific (Palan and Schitter 2018), recruiting
100 participants, of whom 97 completed the study. All par-
ticipants were proficient in English and had at least an un-
dergraduate education. They were given a base payment of
$2.50 and the possibility of earning a $2.00 bonus for cor-
rectly answering the comprehension questions.

In the DR-HAI group, some participants chose to end the
interaction after asking only one question. We filtered out
these participants, creating a third subgroup called “filtered-
DR-HAI” with a total of 37 participants. The study results
are shown in Table 1, displaying the average scores for com-
prehension and satisfaction questions.

As anticipated, the SSR participants scored lower on com-
prehension questions, possibly due to their inability to ask
follow-up questions and only receiving information based
on Roomie’s assumed model of them. In contrast, the DR-
HAI participants outperformed the SSR group, with the fil-
tered group (participants who asked more than one question)
achieving the highest scores. This suggests that engagement
in dialectical reconciliation, that is, having the ability to
ask contrasting questions, enhanced the users’ overall un-
derstanding of the issues. A similar conclusion can be drawn
from the satisfaction scores, which indicate that the DR-HAI
group was more satisfied due to their dialectical interaction
with Roomie. Therefore, the study results support hypothe-
sis H, demonstrating that dialectical reconciliation is more
effective in promoting understanding and addressing the hu-
man user’s concerns compared to single-shot reconciliation.

2We used the implementations provided by the authors.



3 Background: Logic-based Argumentation
We now provide a partial review of logic-based argumen-
tation as presented by Besnard and Hunter (Besnard and
Hunter 2001). For the sake of brevity, we consider a propo-
sitional language L that utilizes the classical entailment re-
lation, represented by |=. We use ⊥ to denote falsity and
assume that a knowledge base KB (a finite set of formulae)
is consistent unless specified otherwise.

Our approach relies on an intuitive concept of a logical
argument, which can be thought of as a set of formulae em-
ployed to (classically) prove a particular claim, represented
by a formula:

Definition 1 (Argument). LetKB be a knowledge base and
ϕ a formula. An argument for ϕ from KB is defined as A =
⟨Φ, ϕ⟩ s.t.: (i) Φ ⊆ KB; (ii) Φ |= ϕ; (iii) Φ ̸|= ⊥; and (iv)
∄Φ′ ⊂ Φ s.t. Φ′ |= ϕ.3

We refer to ϕ as the claim of the argument and Φ as the
premise of the argument. The set of all arguments for a claim
ϕ from KB is represented by A(KB,ϕ).
Example 1. AssumeKB = {a, b, a∧b→c, g, g→a}. Then,
an argument for c from KB is A1 = ⟨{a, b, a ∧ b→ c}, c⟩.
Another argument for c from KB is A2 = ⟨{b, g, g→a, a ∧
b→c}, c⟩

In the context of dialectical reconciliation, conflicting
knowledge exists between participating agents. To account
for that, we make use of a general definition of a counterar-
gument, that is, an argument opposing another argument by
emphasizing points of conflict on the premises or claim of
the argument. With a slight abuse of notation:

Definition 2 (Counterargument). Let KBi and KBj be two
knowledge bases, and let Ai = ⟨Φ, ϕ⟩ and Aj = ⟨Ψ, ψ⟩
be two arguments for ϕ from KBi and for ψ from KBj ,
respectively. We say that Aj is a counterargument for Ai iff
Φ ∪Ψ |= ⊥.

Example 2. Assume KBi = {a, b, a ∧ b→ c} and KBj =
{l, d, l ∧ d → ¬b, e, e → ¬c}, and let Ai = ⟨{a, b, a ∧
b→ c}, c} be an argument for c from KBi. Then, Aj1 =
⟨{l, d, l ∧ d→¬b, },¬b⟩ and Aj2 = ⟨{e, e→¬c},¬c⟩ are
two counterarguments for Ai from KBj .

We denote the set of all counterarguments for an argument
A from KB with C(KB,A).

This overall logic-based argumentation serves as the un-
derlying machinery of our proposed framework.

4 DR-HAI Framework
We now introduce the Dialectical Reconciliation in Human-
AI Interactions (DR-HAI) framework. In this framework,
two agents engage in a dialogue, with one agent taking on
the role of an explainer (denoted by index r) and the other
an explainee (denoted by index e). Recall that the scope of

3The minimality constraint maintains argument relevance by
eliminating excess premises and pinpointing specific reasons for
inferring a claim, while also preventing negative impacts from su-
perfluous premises.

the dialogue is to help the explainee understand the deci-
sions made by the explainer from the perspective of the ex-
plainer. Using our user study scenario as an example, the
goal is to enable the human user to understand why Roomie
thinks that it is disconnected from the internet, independent
of whether Roomie is truly disconnected or not.

We use ϕ to represent an explainer’s decision and φ to
represent the set of all decisions the explainee seeks to un-
derstand. In other words, DR-HAI’s primary high-level goal
is for the explainee to understand the explainer’s reasoning,
which leads to φ. Three critical assumptions underlie the
DR-HAI framework:
• Agent knowledge bases: The explainer is associated with

a knowledge base KBr that encodes its own knowledge
of the underlying task. The explainee is associated with
knowledge base KBe that encodes their approximation
of the explainer’s knowledge, which can be ∅. No agent
has a-priori access to the other’s knowledge base.

• Explainee queries: The explainee has a set of possible
queries φ for the explainer, where KBe ̸|= ϕ (or KBe |=
¬ϕ) and KBr |= ϕ for all ϕ ∈ φ. The explainee initiates
a dialogue with an initial query ϕ1.

• Commitment stores: Each agent has access to a commit-
ment store, defined as a tuple CSx = ⟨CS1

x, . . . , CS
t
x⟩

(x ∈ {e, r}), that stores each agent’s utterances through-
out the dialogue. Both agents have access to each other’s
commitment stores.4

With these assumptions in place, the primary goal of DR-
HAI can be formulated as follows:

Given an explainer agent with KBr, an explainee
agent with KBe, and a set of queries φ s.t., for all
ϕ ∈ φ, KBe ̸|= ϕ (or KBe |= ¬ϕ) and KBr |= ϕ,
the goal of DR-HAI is to enable KBe |= ϕ through
logic-based argumentation.

A critical aspect of this formulation is effectively enabling
KBe |= ϕ during the dialogue between explainee and ex-
plainer. At a high level, we aim to find a way to help the
explainee transition from a state of not understanding a de-
cision ϕ (i.e., KBe ̸|= ϕ or KBe |= ¬ϕ) to a state of
understanding the decision (i.e., KBe |= ϕ). Our thesis in
this paper is that a natural way of achieving this transition
is through an argumentation-based dialogue that facilitates
dialectical reconciliation.

In the DR-HAI framework, dialectical reconciliation is
the process of resolving inconsistencies, misunderstandings,
and gaps in knowledge between explainee and explainer. It
relies on the exchange of arguments, conflicts, and other di-
alogue moves that allow the agents to collaboratively con-
struct a shared understanding of the decisions in question.
To successfully achieve dialectical reconciliation, the agents
follow certain dialogue protocols that guide their interaction:
• Establish a clear dialogue structure, including the use of

locutions that define permissible speech acts and turn-
taking mechanisms.

4A commitment store is akin to a “chat log” and is used to store
all the information that has been exchanged between the agents in
the dialogue.



• Engage in a cooperative and collaborative manner, with
both agents focusing on the shared goal of improving the
explainee’s understanding.

• Employing argumentation techniques, such as offering
counterexamples or pointing out logical inconsistencies,
to constructively challenge each other’s positions and be-
liefs.
By adhering to these protocols and engaging in dialecti-

cal reconciliation, the explainer can help the explainee itera-
tively refine their knowledge base, ultimately converging on
a shared understanding that enables KBe |= ϕ for all deci-
sions in φ.

4.1 Dialectical Reconciliation Dialogue
We now introduce the dialectical reconciliation dialogue
type, drawing upon Hamblin’s dialectical games framework
(Hamblin 1970; Hamblin). Here, a dialogue is viewed as a
game-theoretic interaction, where utterances are treated as
moves governed by rules that define their applicability. In
this context, moves consist of a set of locutions, which de-
termine the types of permissible utterances agents can make.
To align with the goals of DR-HAI, we define the following
set of locutions:

L = {query, support, refute, agree-to-disagree} (1)

The query locution enables the explainee to ask the ex-
plainer for an argument that supports the explainee’s query.
The support locution allows the explainer to provide such
an argument that supports the explainee’s query. The refute
locution permits both agents to present counterarguments,
and the agree-to-disagree locution allows both agents
to acknowledge each other’s utterances when no further
queries or counterarguments are possible.

We opt for an agree-to-disagree locution instead of a
simple agree (or accept) locution as the goal of DR-HAI
is not to convince the explainee about φ but to help them
understand φ. An agree-to-disagree locution reflects this
flexibility, where agents do not have to agree with each
other; they only have to acknowledge each other’s utterances
and understand each other’s perspectives. Furthermore, we
impose two restrictions: (1) The query locution is only
available to the explainee, and (2) The support locution is
only available to the explainer. These restrictions are rea-
sonable given the goal of DR-HAI; future work will explore
relaxing them.

Locutions are typically instantiated with specific formulae
that make up the range of possible dialogue moves mt:

mt = ⟨x, l,Φ⟩, (2)

where t is an index indicating the dialogue timestep, x ∈
{e, r} denotes the agent making the move, l ∈ L is a locu-
tion, and Φ ∈ L is a formula that instantiates the locution
(e.g., the content of the move). We useM to denote the set
of all dialogue moves.

We now define the concept of a DR-HAI dialogue. A DR-
HAI dialogue requires that the first move must always be a
query locution from the explainee, and the agents take turns
making and receiving moves. Formally,

Definition 3 (DR-HAI Dialogue). A DR-HAI dialogue D is
a sequence of moves [m1, . . . ,m|D|] involving an explainee
agent e and an explainer agent r, and the following condi-
tions hold:

1. m1 = ⟨e, query,Φ⟩ is the opening move of the dia-
logue made by the explainee.

2. Each agent can make and receive only one move mt

per timestep t.

We refer to the explainee queries φ made in the dialogue as
the topic of the dialogue. We useD to represent the set of all
dialogues.

A DR-HAI dialogue is terminated at timestep t if and only
if the explainee cannot generate subsequent queries or coun-
terarguments, that is, when the explainee utters the agree-
to-disagree locution. More formally,
Definition 4 (Terminated DR-HAI Dialogue). A DR-HAI di-
alogue D is terminated at timestep t iff mt = ⟨e, agree-to-
disagree, ∅⟩ and ∄t′ < t s.t. D is terminated at timestep
t′.

During the dialogue, the agents essentially decide which
dialogue moves to make. An agent may have a specific ob-
jective in mind when making its decision, such as adhering
to rationality principles, ending the dialogue quickly, or pro-
longing the dialogue as much as possible. The mechanism
for deciding a move that takes this overall aim into account
is called an agent strategy. We can think of the agent strat-
egy for an agent x as a function Sx that takes in its current
dialogue D, knowledge base KBx, next timestep t and re-
turns its next dialogue move. While agent strategies can take
several forms (e.g., preference-based, probabilistic), for sim-
plicity, we will consider the agents follow an ordered strat-
egy. That is, Se(D,KBe, t) = [refute, query, agree-to-
disagree] and Sr(D,KBr, t) = [support, refute, agree-
to-disagree], where the ordered lists show the priorities of
dialogue moves for the explainee and explainer, respectively,
at timestep t > 1.

Finally, if the agents follow their agent strategies during
the DR-HAI dialogue, and the dialogue does not continue af-
ter it has terminated, then we say that the DR-HAI dialogue
is well-formed.
Definition 5 (Well-Formed DR-HAI Dialogue). A DR-HAI
dialogue D is well-formed iff it is terminated at timestep t
and, for all timesteps 1 < t′ < t, Sx(D

′,KBx, t
′) = mt′

for each move mt′ from agent x, where D′ ⊆ D consists of
the first |D′| = t′ − 1 moves from D.

For the remainder of the paper, we assume that all DR-
HAI dialogues are well-formed. In what follows, we de-
scribe the operational semantics of a DR-HAI dialogue.

4.2 Semantics of DR-HAI Dialogues
At large, not all dialogue moves are valid during a dialogue,
as the agents cannot freely combine locutions and formulae
in order to generate a move. The set of valid moves is usu-
ally specified by a dialogue protocol. Fundamentally, a dia-
logue protocol specifies the operational semantics of the di-
alogue by outlining preconditions and effects for each locu-
tion (Plotkin 1981). This means that locutions have action-



Locution Agent Type Preconditions Effects

query(Φ) e
(1) Φ ∈ CST

r and
(2) query(Φ) ̸∈ CST

e and
(3) KBe ̸|= Φ or KBe |= ¬Φ

CSt
e ← query(Φ)

support(Φ) r
(1) query(Φ) ∈ CSt−1

e and
(2) ∃A ∈ A(KBr,Φ) s.t. A ̸∈ CST

r
CSt

r ← A

refute(Φ)
e

(1) Φ ∈ CST
r and

(2) ∃A ∈ C(KBe ∪ CST
r ,Φ) s.t. A ̸∈ CST

e
CSt

e ← A

r
(1) Φ ∈ CST

e and
(2) ∃A ∈ C(KBr ∪ CST

e ,Φ) s.t. A ̸∈ CST
r

CSt
r ← A

agree-to-disagree
e

(1) query(Φ) preconditions do not hold and
(2) refute(Φ) preconditions do not hold CSt

e ← agree-to-disagree

r
(1) support(Φ) preconditions do not hold and
(2) refute(Φ) preconditions do not hold CSt

r ← agree-to-disagree

Table 2: DR-HAI dialogue protocol; when CST
e or CST

r are used in a condition, it implies that the condition holds for all
1 ≤ T ≤ t− 1.

like properties, enabling them to change the state of the dia-
logue.

Table 2 presents how valid dialogue moves mt (t > 1)
can be generated in accordance with the DR-HAI dialogue
protocol. Recall from Definition 3 that the first move m1

of the dialogue is always a query from the explainee, and
that the subsequent query and support locutions are only
available to the explainee and the explainer, respectively. A
subsequent query locution is instantiated with formula Φ
if and only if Φ has been uttered by the explainer and not
previously queried (preconditions (1)-(2)), and either KBe

does not entail Φ or it entails the negation of Φ (precon-
dition (3)). The support locution is instantiated with for-
mula Φ if and only if the explainee queried Φ in the previ-
ous timestep (precondition (1)) and there exists an argument
for Φ from KBr that has not been previously uttered (pre-
condition (2)). The refute locution is instantiated with Φ
if and only if Φ has been asserted by the explainer (or ex-
plainee) agent at any timestep in the dialogue (precondition
(1)) and there exists a counterargument A for Φ from KBe

(or KBr) that has not been asserted before (precondition
(2)). The agree-to-disagree locution is uttered if and only
if query (or support) and refute cannot be uttered by the
explainee (or explainer). Finally, the respective agents’ com-
mitment stores are updated after each move.

Illustrative Example Consider the following explainer
and explainee knowledge bases:

KBr = {a, b, a ∧ b→c, h, h→¬e, f, f→h}
KBe = {e, e→¬c, i, i→¬f}

Additionally, assume the explainee wants to understand de-
cision c, where KBr |= c and KBe |= ¬c.

A dialectical reconciliation dialogue is shown below. The
dialogue begins with the explainee asking the explainer
about c (m1). The explainer then provides an argument sup-
porting c (m2). The explainee counters by refuting c (m3),
and the explainer refutes e in the explainee’s argument (m4).
Next, the explainee poses a query about h (m5), and the ex-

plainer provides an argument supporting h (m6). The ex-
plainee subsequently refutes f (m7). Finally, both agents
express their agreements to disagree (m8 and m9), which
leads to the termination of the dialogue.

Dialogue Move Commitment Store
m1 = ⟨e, query, c⟩ CS1

e = query(c)

m2 = ⟨r, support, c⟩ CS2
r = ⟨{a, b, a ∧ b→c}, c⟩

m3 = ⟨e, refute, c⟩ CS3
e = ⟨{e, e→¬c},¬c⟩

m4 = ⟨r, refute, e⟩ CS4
r = ⟨{h, h→¬e},¬e⟩

m5 = ⟨e, query, h⟩ CS5
e = query(h)

m6 = ⟨r, support, h⟩ CS6
r = ⟨{f, f→h}, h⟩

m7 = ⟨e, refute, f⟩ CS7
e = ⟨{i, i→¬f},¬f⟩

m8 = ⟨r, agree-to-disagree, ∅⟩ CS8
r = agree-to-disagree

m9 = ⟨e, agree-to-disagree, ∅⟩ CS9
e = agree-to-disagree

4.3 Properties of DR-HAI Dialogues
In this section, we discuss two important properties for eval-
uating the quality of a DR-HAI dialogue: Termination and
success.

Termination implies that the dialogue does not continue
indefinitely and that it is free from deadlocks, meaning that
an agent always has a move to make at any stage of the dia-
logue.
Theorem 1. A DR-HAI dialogue always terminates.
PROOF (SKETCH). First, the operational semantics (see Ta-
ble 2) outline the constraints and conditions under which
each dialogue move can be executed. Second, the agents’
knowledge bases are finite, meaning that there are only a
limited number of different moves that can be generated, and
the agents cannot repeat these moves. As such, the dialogue
will not continue indefinitely.

We now prove that a deadlock cannot happen through
contradiction. Assume that a deadlock happened, where an
agent x does not have any available moves to make and the
dialogue has not terminated. There are the following two
cases:
• Agent x is an explainee. When the explainee cannot make

any query or refute moves, it can always make the



agree-to-disagree move since its preconditions are that
the preconditions of the query or refute moves do not
hold.

• Agent x is an explainer. When the explainer cannot make
any support or refute moves, it can always make the
agree-to-disagree move since its preconditions are that
the preconditions of the support or refute moves do not
hold.

This contradicts our assumption and the dialogue is thus
deadlock-free. Therefore, a DR-HAI dialogue is guaranteed
to terminate. □

Now, we want to examine whether the terminated dia-
logue is successful, that is, if the goal of the dialogue is
achieved. Recall that the primary goal of DR-HAI is for the
explainee agent to understand, from the perspective of the
explainer agent, the topic φ of the dialogue, which we for-
malized as KBe |= ϕ for each ϕ ∈ φ. For simplicity, we
will use KBe |= φ to denote entailment for all ϕ ∈ φ. This
can be easily accomplished by performing a knowledge up-
date onKBe with the explainer’s arguments presented in the
dialogue. To do this, we adopt a straightforward definition
for updating knowledge bases from the literature (Vasileiou
et al. 2022):

Definition 6 (Updated Knowledge Base). An updated

knowledge base KBe with argument A is K̂Be

A
= (KB ∪

p(A)) \ γ, where p(A) is the premise of argument A and
γ ⊆ KBe \ p(A).

Definition 6 adds the premises of an argument A into
KBe,5 and retracts a minimal set of formulae γ from KBe

if and only if KBe is inconsistent with the premises added.
Note that the knowledge base update can be performed

by the explainee throughout the dialogue (e.g., when the ex-
plainee cannot refute any of the arguments of the explainer).
However, for simplicity, we assume that the update is per-
formed at the end of the dialogue.

In our context, not all of the explainer agent’s arguments
would be necessary to update KBe in order for the updated
KBe to entail φ. The update could be done sequentially,
starting with the latest argument presented by the explainer,
and continuing until the condition KBe |= φ is satisfied.
Note that if a retraction is needed to ensure consistency, all
of the previously added arguments are preserved (i.e., we
only retract formulae that were in the original KBe). This
guarantees that KBe |= φ will be satisfied. Therefore, if the
goal of the DR-HAI dialogue is met, then we say that the
DR-HAI dialogue is successful.

Definition 7 (Successful DR-HAI Dialogue). A terminated

DR-HAI dialogue D on topic φ is successful iff K̂Be

A
|= φ

for some A ⊆ CSr, where KBe and CSr are the initial
knowledge base and commitment store, respectively, of the
explainer agent.

Lastly, if we combine Definition 7 with the restrictions
and assumptions underlying the overall DR-HAI framework,

5Recall that the premise of an argument A = ⟨Φ, ϕ⟩ is the first
element of the tuple (see Definition 1).

we can see that a terminated DR-HAI dialogue is guaranteed
to be successful.

Theorem 2. A terminated DR-HAI dialogue D on topic φ
is always successful.

PROOF (SKETCH). First, recall that the topic of the dialogue
φ must be entailed by the explainer (i.e., KBr |= φ), which
means that an argument for φ fromKBr always exists (Def-
inition 1).

Now, notice that for a terminated dialogue D, the ex-
plainer’s commitment store CSr contains the explainer’s set
of arguments that have been presented during the dialogue.
Since KBr |= φ, and the arguments in CSr are derived
from KBr, it follows that using the arguments in CSr to
update the explainee’s knowledge base KBe (w.r.t. Defini-
tion 6) will enableKBe |= φ, as in the worst case, the entire
CSr will be used to update KBe.

Therefore, it must be the case that the explainee’s knowl-
edge base will eventually entail φ (i.e., KBe |= φ) and, as
such, a terminated DR-HAI dialogue on topic φ is always
successful. □

5 On Explanation and Understanding
Dialectic refers to a method of discourse between individ-
uals with differing views, aimed at arriving at the truth
through logical argumentation (van Eemeren et al. 2020). It
involves a process of thesis, antithesis, and synthesis, where
conflicting ideas are confronted and reconciled to form a
new understanding. Drawing inspiration from the dialectic
approach, our proposed framework fosters a dialogue be-
tween the explainer and the explainee, ultimately aiming to
enhance the explainee’s understanding of the explainer’s de-
cisions.

Naturally, an explanation fulfills its purpose when the ex-
plainee understands the information pertaining to the sub-
ject matter. The nature of an explanation, therefore, requires
knowledge and understanding – it involves conveying infor-
mation from an explainer in a way that is relevant and un-
derstandable to the intended explainee (Craik 1967). In other
words, an explanation is about transferring knowledge from
the explainer to the explainee. This transfer of knowledge
is arguably most effective within the context of a dialogue,
during which the explainer incrementally attains the level of
specificity needed to guide the explainee toward the desired
level of understanding.

Measuring the explainee’s level of understanding can be
a challenging task, as understanding is an abstract concept
that may involve various factors, such the explainee’s cog-
nitive abilities. From a psychological perspective, nonethe-
less, understanding entails possessing a functional (men-
tal) model of the phenomenon being explained that encom-
passes its causes, consequences, and related aspects. Con-
sequently, when someone provides an explanation, what
is conveyed is essentially a “blueprint” for constructing
a working model (Johnson-Laird 1983). This perspective
combined with substantial evidence suggesting that humans
learn and understand more effectively when engaging in ar-
gumentation (Mercier and Sperber 2011), form the founda-
tion of our proposed framework.



Since our framework is aimed at enhancing the ex-
plainee’s understanding of the explainer’s decisions, it
would be beneficial to quantify and approximate the ex-
plainee’s level of understanding. One way to do this could be
by considering the similarity between the knowledge bases
of the explainer KBr and the explainee KBe. Recall from
Section 4 that KBe is the explainee’s approximation of the
knowledge base of the explainer. Specifically, we posit that
the explainee’s understanding of the explainer’s decisions
and behavior is likely to improve as the similarities between
KBe and KBr increase. Thus, the explainee’s knowledge
base is not static, allowing it to incorporate new informa-
tion. Furthermore, we assume that the explainee is a ra-
tional agent who seeks to understand the explainer’s view-
points and is willing to refine their knowledge base accord-
ingly by integrating the explainer’s information. In essence,
the explainee’s knowledge base continuously adapts to more
closely approximate the explainer’s knowledge base as ad-
ditional information is shared.

Now, the similarity Σ between the two knowledge bases
can be defined syntactically or semantically. Syntactic simi-
larity quantifies the similarity between two knowledge bases
based on their structural similarity, such as the similarity
of their formulae. In contrast, a semantic similarity metric
gauges the similarity between knowledge bases by exam-
ining the meaning of their respective formulae, that is, the
logical entailments that result from the knowledge bases. To
define a combined syntactic and semantic similarity metric,
we employ a weighted Sørensen-Dice similarity index (Dice
1945; Sorensen 1948) as follows:

Σ = α · 2 · |KBe ∩KBr|
|KBe|+ |KBr|

+ (1− α) · 2 · |Ee ∩ Er|
|Ee|+ |Er|

(3)

where α ∈ [0, 1] is parameter indicating the weight of
each metric component, and Ee and Er are the logical en-
tailments from KBe and KBr, respectively. Then, the ex-
plainee’s level of understanding can be approximated as the
similarity between KBe and KBr.
Example 3. Using the example from Section 4.2, upon ter-
mination of the dialogue, the explainee will sequentially up-
date KBe with the explainer’s arguments until the topic φ
of the dialogue is entailed by KBe (i.e., KBe |= h and
KBe |= c, where h and c are the two queries uttered by
the explainee). The table below shows how the similarity be-
tween the knowledge bases evolves with each update:

# Premise to Add Updated KBe Similarity Metric

1 {f, f→h} {e, e→¬c, i, f, f→h} Σ = 0.5· 2·212 +0.5· 2·212 = 0.33

2 {h, h→¬e} {e→¬c, i, f, f→h, h, h→¬e} Σ = 0.5· 2·413 +0.5· 2·311 = 0.58

3 {a, b, a ∧ b→c} {e→¬c, i, f, f→h, h, h→¬e,
a, b, a ∧ b→c} Σ = 0.5· 2·716 +0.5· 2·614 = 0.86

We now consider the similarity measure when using a single-
shot model reconciliation explanation on the same example.
The single-shot explanation is ϵ = ⟨ϵ+, ϵ−⟩ = ⟨{a, b, a∧b→
c}, {e}⟩ (Vasileiou et al. 2022). Updating KBe with ϵ, we
get KBe = (KBe ∪ ϵ+) \ ϵ− = {a, b, a ∧ b → c, e →
¬c, i, i → ¬f}. Computing the similarity of the updated
KBe with KBr, we get Σ = 0.48.

6 Computational Evaluation
In this section, we present a computational evaluation of
DR-HAI, utilizing the following metrics to assess its per-
formance:
• Dialogue Length L: The total number of dialogue moves

exchanged between the explainer and explainee agents.
• Dialogue Time T : The duration of the dialogue, defined

as the computational efforts required to generate argu-
ments and counterarguments, assuming that communica-
tion cost is 0.

• Number of Updates N : The total count of updates to the
explainee’s knowledge base after the dialogue, reflecting
the volume of new information incorporated by the ex-
plainee.

• Change in Similarity ∆Σ: The change in the similarity
between KBe and KBr (for α = 0.5), comparing their
initial (pre-interaction) and final (post-interaction) levels.
As we are using two forms of interaction – our proposed
dialectical reconciliation and a baseline single-shot rec-
onciliation (Vasileiou, Previti, and Yeoh 2021), we use
∆ΣDR and ∆ΣSSR to differentiate the two.

Experimental Setup: We created 12 unique pairs of KBr

and KBe with sizes of 102 − 104 by doing the following:
(1) We generated random inconsistent propositional KBs of
varying sizes of 102 − 104; (2) We constructed KBr by
removing a minimal correction set (MCS) from the incon-
sistent KB to make them consistent;6 (3) To create KBe,
we controlled the fraction of conflicts between the explainer
and explainee with c = |KBe|/|KBr|. Specifically, starting
with an empty KBe, we added formulae from MCS and, if
needed, negations of random formulae from KBr to meet
the desired ratio. This process generated distinct KBs with
conflict levels determined by c. (4) Lastly, to have KBs of
approximately the same size and with some similarity be-
tween them, we added a 1 − c fraction of formulae from
KBr to KBe, as long as KBe remained satisfiable.

For generating arguments and counterarguments, we used
a standard method from the literature (Besnard et al. 2010).
The dialogue topic comprised a single query φ, created by
finding a formula entailed by KBr but not by KBe. We
identified such a formula by examining the logical entail-
ments of both knowledge bases. This process ensured the
query addressed the knowledge discrepancy between the ex-
plainer and explainee, allowing to simulate a dialogue that
resolved conflicts and improved the explainee’s understand-
ing.

We implemented a prototype of DR-HAI in Python using
the PySAT toolkit (Ignatiev, Morgado, and Marques-Silva
2018), and ran the experiments with a time limit of 500s on
a MacBook Pro machine comprising an M1 Max processor
with 32GB of memory.

Experimental Results: Table 3 presents the evaluation re-
sults of DR-HAI on various knowledge base sizes |KB| and

6Given an inconsistent KB, an MCS is a minimal set of formu-
lae that makes the KB consistent when removed (Marques-Silva
et al. 2013).



|KB| c = 0.2 c = 0.4 c = 0.6 c = 0.8
T L N ∆ΣDR ∆ΣSSR T L N ∆ΣDR ∆ΣSSR T L N ∆ΣDR ∆ΣSSR T L N ∆ΣDR ∆ΣSSR

2× 102 0.05s 21 5 11.50% 9.00% 0.04s 11 1 10.10% 9.20% 0.02s 9 2 9.90% 9.20% 0.05s 9 2 9.95% 9.10%
4× 102 0.07s 15 6 4.50% 2.50% 0.07s 15 6 5.20% 4.76% 0.05s 11 5 5.63% 4.19% 0.06s 11 5 5.60% 5.30%
6× 102 0.10s 11 5 2.83% 1.37% 0.10s 11 5 2.15% 1.43% 0.20s 23 11 4.27% 1.58% 0.40s 59 29 11.57% 1.92%
8× 102 0.30s 41 16 5.09% 0.80% 0.40s 43 20 6.45% 0.74% 0.40s 43 9 3.47% 0.73% 0.50s 43 8 3.50% 0.72%

2× 103 0.50s 5 2 0.53% 0.83% 1.00s 23 9 2.50% 0.50% 2.40s 69 31 5.48% 0.45% 1.10s 25 10 3.57% 0.72%
4× 103 4.30s 61 29 4.88% 0.37% 5.50s 71 34 6.05% 1.43% 10.20s 109 54 6.72% 0.59% 8.50s 85 42 6.37% 1.73%
6× 103 3.50s 13 6 0.89% 0.20% 113.00s 87 40 4.65% 0.18% 3.70s 13 6 3.03% 0.24% 8.30s 57 28 4.93% 0.23%
8× 103 7.60s 43 21 3.30% 1.53% 5.70s 19 9 4.03% 2.86% 37.90s 43 21 5.13% 4.18% 5.60s 19 9 4.45% 4.19%

2× 104 21.20s 9 4 0.88% 0.15% 21.70s 9 4 0.10% 0.75% 21.60s 9 4 2.25% 0.68% 21.70s 9 4 2.49% 0.07%
4× 104 38.40s 44 17 3.20% 1.95% 45.50s 66 18 4.30% 2.13% 50.20s 61 16 5.40% 4.19% 55.80s 68 23 6.20% 3.32%
6× 104 125.30s 90 33 9.40% 7.31% 133.00s 111 52 29.40% 5.15% 129.60s 101 48 33.20% 17.20% 141.50s 120 61 44.90% 21.32%
8× 104 149.00s 95 32 15.60% 4.79% 155.00s 129 59 25.40% 13.41% 161.50s 121 42 30.10% 21.29% 172.50s 155 72 39.30% 19.47%

Table 3: Evaluation of DR-HAI on various knowledge base sizes |KB| and fractions of conflicts c.

fractions of conflicts c, allowing us to observe how they in-
fluence the dialogue time T , dialogue length L, number of
updates N , the change in similarity with DR-HAI ∆ΣDR,
and the change in similarity with a state-of-the-art single-
shot reconciliation approach ∆ΣSSR (Vasileiou, Previti, and
Yeoh 2021). The results reveal several trends and insights
into the performance of DR-HAI:
• As |KB| increases, T tends to increase as well, indicating

that the computational resources required for generating
arguments and counterarguments increase with the size
of the knowledge base.

• As |KB| and c increase, L and N typically increase as
well, suggesting that more dialogue moves and knowl-
edge base updates are needed to resolve inconsistencies
as the size of knowledge base and proportion of conflict-
ing formulae grow.

• AsN increases, ∆ΣDR often increases as well. This is ex-
pected since with each update in the explainee’s knowl-
edge base new formulae from the explainer’s knowl-
edge base are added, which consequently, increases the
explainee’s understanding. Moreover, we observe that
∆ΣSSR is generally lower than ∆ΣDR, highlighting a ben-
efit of DR-HAI, which is that it allows for a more in-depth
conflict resolution approach compared to single-shot ex-
planations.
In summary, the performance of DR-HAI is influenced by

various factors, including the size of the knowledge base, the
fraction of conflicts, and the complexity of the inconsisten-
cies. Future work could focus on optimizing the implemen-
tation and exploring additional factors that may impact the
performance of DR-HAI.

7 Discussion, Conclusions, and Future
Directions

According to the influential work by Walton and
Krabbe (Walton and Krabbe 1995), dialogues can be cate-
gorized based on the knowledge of the participants, the ob-
jectives they wish to achieve through the dialogue, and the
rules that are intended to govern the dialogue. Contextual to
each type, each dialogue revolves around a topic, typically
a proposition, that is the subject matter of discussion. In-
deed, with DR-HAI, we are introducing a new dialogue type:

Dialogue Type Initial State Goal State Aim
Dialectical
reconciliation

KBi ̸|=φ or KBi |=¬φ,
KBj |= φ

KBi |= φ
Agent i
understands φ.

Persuasion KBi |= φ,
KBj |= ¬φ KBj |= φ

Agent j is
persuaded about φ.

Information-
seeking

KBj |= φ,
KBi ̸|= φ

KBi∪φ ̸|= ⊥
Agent i gain
knowledge of φ.

Inquiry KBi ̸|= φ,
KBj ̸|= φ

KBi∪KBj |=φ
Agents i and j jointly
find a proof for φ.

Table 4: Comparison of the four dialogue types on a topic
φ and two agent KBs KBi (initiating) and KBj (participat-
ing).

dialectical reconciliation. Related dialogue types include
the following: Persuasion (Gordon 1994; Prakken 2006),
where an agent attempts to persuade another agent to accept
a proposition that they do not initially hold; information-
seeking (Parsons, Wooldridge, and Amgoud 2003; Fan and
Toni 2012), where an agent obtains information from an-
other agent who is believed to possess it; and inquiry (Hitch-
cock and Hitchcock 2017; Black and Hunter 2009), where
two agents collaborate to find a joint proof to a query that
neither could individually. Although many dialogue systems
have been proposed for the aforementioned dialogue types,
to the best of our knowledge there are no existing dialogue
frameworks that consider the use of dialectical reconcilia-
tion that is aimed at enhancing an explainee’s understand-
ing. Table 4 shows a logical description and comparison of
the four dialogue types.

Our primary focus is on human-aware AI, particularly
model reconciliation problems (MRP) (Sreedharan, Kulka-
rni, and Kambhampati 2022; Chakraborti et al. 2017;
Sreedharan, Srivastava, and Kambhampati 2021; Son et al.
2021; Vasileiou, Previti, and Yeoh 2021; Kumar et al.
2022), following the logic-based approach by Vasileiou et
al. (Vasileiou, Previti, and Yeoh 2021; Vasileiou et al. 2022).
Our framework addresses two MRP limitations: (1) the ex-
plainer agent’s assumed knowledge of the human model
and (2) single-shot interactions. Notably, Dung et al. (Dung
and Son 2022) tackle these limitations using answer set
programming, but their approach differs in principle and
lacks experimental validation. Our dialectical reconciliation
method offers a more interactive, experimentally grounded
solution, fostering comprehensive understanding for the ex-



plainee and promoting a collaborative, dynamic explanation
process.

Given recent advancements, it is possible for large lan-
guage models (LLMs) (Bommasani et al. 2021) to solve ex-
plainability and reconciliation problems as well. LLMs are
remarkable as few-shot learners, skillfully generating well-
structured sentences (Brown et al. 2020; Lu et al. 2022).
However, their key limitations in providing a solid founda-
tion for logical reasoning, mainly due to their reliance on
statistical features for inference, have been well-documented
(Rae et al. 2021; Creswell, Shanahan, and Higgins 2023).
In contrast, the symbolic nature of DR-HAI inherently pro-
vides key theoretical guarantees (e.g., the explanations pro-
vided are logically consistent and correct). The ability to
carry out multi-step, logically consistent reasoning is essen-
tial to engender trust between human users and AI systems.
Limitations and Future Directions: Despite the promis-
ing aspects of DR-HAI, it is important to acknowledge its
limitations and potential areas for improvement. DR-HAI
follows a fixed structure in presenting arguments and does
not consider the effectiveness of personalizing the interac-
tions according to each user’s beliefs and preferences. In ad-
dition, the current model assumes that both agents commu-
nicate through well-defined dialogue moves and that their
communication is seamless. In reality, however, communi-
cation might be affected by factors such as miscommunica-
tion or uncertainty. Finally, the current framework is limited
to propositional logic, which may not be sufficient to ex-
press complex relationships and dependencies in real-world
domains.

To address the limitations and improve the framework,
we suggest the following future directions: (1) An adap-
tive approach that tailors arguments to individual users’
needs and preferences could further enhance the effective-
ness of dialectical reconciliation. (2) Integration of the DR-
HAI framework with user interfaces and natural language
processing systems, such as LLMs, to make the interactions
more natural and accessible, especially to non-expert users.
(3) Finally, although we used propositional logic to present
DR-HAI and demonstrate its efficacy, extending to more ex-
pressive logics, such as first-order logic, description logics,
or modal logics, will allow for more complex reasoning and
argument generation. This would enable the framework to
handle a wider range of real-world problems.
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