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Abstract

Online movie review websites are valuable for001
information and discussion about movies. How-002
ever, the massive spoiler reviews detract from003
the movie-watching experience, making spoiler004
detection an important task. Previous meth-005
ods simply focus on reviews’ text content, ig-006
noring the heterogeneity of information in the007
platform. For instance, the metadata and the008
corresponding user’s information of a review009
could be helpful. Besides, the spoiler language010
of movie reviews tends to be genre-specific,011
thus posing a domain generalization challenge012
for existing methods. To this end, we propose013
MMoE, a multi-modal network that utilizes in-014
formation from multiple modalities to facilitate015
robust spoiler detection and adopts Mixture-016
of-Experts to enhance domain generalization.017
MMoE first extracts graph, text, and meta fea-018
ture from the user-movie network, the review’s019
textual content, and the review’s metadata re-020
spectively. To handle genre-specific spoilers,021
we then adopt Mixture-of-Experts architecture022
to process information in three modalities to023
promote robustness. Finally, we use an expert024
fusion layer to integrate the features from dif-025
ferent perspectives and make predictions based026
on the fused embedding. Experiments demon-027
strate that MMoE achieves state-of-the-art per-028
formance on two widely-used spoiler detection029
datasets, surpassing previous SOTA methods by030
2.56% and 8.41% in terms of accuracy and F1-031
score. Further experiments also demonstrate032
MMoE’s superiority in robustness and generaliza-033
tion.034

1 Introduction035

Movie websites such as IMDb and Rotten Tomato036

have served as popular social platforms facilitat-037

ing commentary, discussion, and recommendation038
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American Sniper. As a
fan of war movies, this
one did not
disappoint, action,
turmoil, and true
emotion are all on
display here.
(...) Bradley Cooper
delivers a career
defining performance
as the greatest sniper
in world history, Chris
Kyle a man to truly
admire all over the
world. (...)
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Figure 1: The information of a spoiler review from mul-
tiple sources. The text-based detection method struggles
to identify whether this review is a spoiler. However,
we can identify the review to be a spoiler by jointly
considering the reviewer’s historical preference and the
review’s metadata. The red font indicates the informa-
tion which helps determine whether the review contains
spoilers.

about movies (Cao et al., 2019). However, there 039

are a substantial amount of reviews that reveal the 040

critical plot in advance on these websites, known 041

as spoilers. Spoilers diminish the suspense and 042

surprise of the movie and may evoke negative emo- 043

tions in the users (Loewenstein, 1994). Therefore, 044

it is necessary to propose an effective spoiler detec- 045

tion method to protect users’ experience. 046

Existing spoiler detection methods mainly focus 047

on the textual content. Chang et al. (2018) en- 048

code review sentences and movie genres together 049

to detect spoilers. Wan et al. (2019) incorporate 050
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Hierarchical Attention Network (Yang et al., 2016)051

and introduce user bias and item bias. Chang et al.052

(2021) exploit syntax-aware graph neural networks053

to model dependency relations in context words.054

Wang et al. (2023) take into account external movie055

knowledge and user interactions to promote effec-056

tive spoiler detection.057

However, there are still some limitations in the058

proposed approaches so far. Firstly, solely rely-059

ing on the textual content is inadequate for robust060

spoiler detection (Wang et al., 2023). We argue that061

integrating multiple information sources (metadata,062

user profile, movie synopsis et al.) is necessary for063

reliable spoiler detection. For instance, as shown064

in Figure 1, it is challenging to discern whether065

this review contains spoilers solely based on its066

textual content. However, this reviewer can be cor-067

rectly identified as a spoiler through the analysis068

of historical reviews and the establishment of a069

user profile for this reviewer. In addition, the vote070

count in metadata also suggests that the review is071

a potential spoiler. Secondly, the spoiler language072

tends to be genre-specific as people’s focus varies073

depending on the genre of movies, resulting in dis-074

tinct characteristics in their reviews. Specifically,075

for science fiction films, individuals tend to focus076

on the quality of special effects. In the case of ac-077

tion movies, the fight scenes become the primary078

highlight. On the other hand, for suspense movies,079

the plot takes precedence. Consequently, there is080

a significant variation of the spoilers in reviews081

across different domains. Existing methods fail082

to differentiate these reviews with varying styles,083

posing challenges in adapting to the increasingly084

diverse landscape of spoiler reviews.085

To address these challenges, we propose MMoE086

(Multi-modal Mixture-of-Experts), which lever-087

ages multi-modal information and domain-aware088

Mixture-of-Experts. Specifically, we start training089

multiple encoders for different types of informa-090

tion by using a series of pretext tasks. Next, we use091

these models to obtain the features of reviews from092

graph view, text view, and meta view. We then093

adopt Mixture-of-Experts (MoE) to assign the in-094

formation from different aspects to certain domains.095

Finally, we use a transformer encoder to combine096

the information from all three perspectives. Experi-097

ments demonstrate that MMoE achieves state-of-the-098

art performance on two widely-used spoiler detec-099

tion datasets, surpassing previous SOTA methods100

by 2.56% and 8.41% in terms of accuracy and F1-101

score. Further extensive experiments also validate102

our design choices. 103

2 Related Work 104

Spoiler detection aims to automatically detect 105

spoiler reviews in television (Boyd-Graber et al., 106

2013), books (Wan et al., 2019), and movies (Wang 107

et al., 2023), thereby protecting users’ experiences. 108

Earlier methods usually design handcrafted fea- 109

tures and apply a traditional classifier. Guo and 110

Ramakrishnan (2010) use bag-of-words embed- 111

dings and LDA model (Blei et al., 2003) to de- 112

tect spoilers in movie comments. Boyd-Graber 113

et al. (2013) combine lexical features with meta- 114

data features and use an SVM model (Cortes and 115

Vapnik, 1995) as the classifier. Recently, deep 116

learning based detection methods have dominated. 117

Chang et al. (2018) propose a model with a genre- 118

aware attention mechanism. However, they don’t 119

take into account fine-grained movie text informa- 120

tion. Wan et al. (2019) develop SpoilerNet which 121

uses HAN (Hierarchical Attention Network) (Yang 122

et al., 2016) to learn sentence embeddings and 123

then applies GRU (Cho et al., 2014) on top of 124

it. SpoilerNet also considers user bias and item 125

bias. However, they simply model them as learn- 126

able vectors. Chang et al. (2021) use bi-directional 127

LSTM (Hochreiter and Schmidhuber, 1997) to ex- 128

tract word features and feed the embedding into 129

graph neural network to pass and aggregate mes- 130

sages on the dependency graph. However, it is 131

worth noting that the authors only incorporate the 132

movie’s genre information at the final pooling stage. 133

These methods basically use RNN-based networks 134

(such as LSTM and GRU) as text encoders, and re- 135

view contents are the primary or even the only refer- 136

ence information. Wang et al. (2023) first introduce 137

user network and external movie knowledge into 138

spoiler detection task and validate its effectiveness. 139

However, their approach falls short of adequately 140

leveraging user information and adopts a simplistic 141

encoding strategy for the text, relying solely on 142

average pooling. 143

Given the limitations of the above work, we de- 144

velop a comprehensive framework which leverages 145

multi-modal information and the domain-aware 146

Mixture-of-Experts for robust and generalizable 147

spoiler detection. Our method MMoE establishes a 148

new state-of-the-art in spoiler detection. 149
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Figure 2: MMoE: a multi-modal mixture-of-experts framework that jointly leverages the review’s metadata, text,
and graph features for robust and generalizable spoiler detection. Metadata, text, and graph information are first
processed by modal-specific encoders and then fed into Mixture-of-Experts layers. The user profile extraction
module is employed to analyze the reviewer’s historical preference and learn an embedding for the user. Finally, an
expert fusion layer is adopted to integrate the three information sources and classify spoilers.

3 Methodology150

The overall architecture of MMoE is illustrated in151

Figure 2. Specifically, we first encode the review’s152

meta, text, and graph information to obtain com-153

prehensive representations from three perspectives.154

We also propose a user profile extraction module155

which learns from the reviewer’s historical reviews156

and analyzes the reviewer’s preference. To deal157

with genre-specific spoilers, we then adopt Mixture-158

of-Expert (MoE) architecture (Jacobs et al., 1991;159

Shazeer et al., 2017) to process features in differ-160

ent modalities. MoE is able to assign reviews with161

different characteristics to different experts for ro-162

bust classification (Liu et al., 2023). To facilitate163

information interaction, we finally use an expert164

fusion layer to integrate the information from the165

three perspectives and classify whether the review166

is a spoiler.167

3.1 Modal-specific Feature Encoder168

Metadata Encoder. The metadata associated with169

spoiler reviews tends to differ from that of regu-170

lar reviews. Consequently, we gather the review171

metadata as auxiliary information for classification.172

Details of metadata are illustrated in Appendix A. 173

Once this numerical information is collected, we 174

employ a two-layer MLP as the meta encoder. 175

Text Encoder. The textual content plays a crucial 176

role in spoiler detection. To obtain high-quality 177

embeddings, we employ RoBERTa (Liu et al., 178

2019) as our text encoder. Initially, we fine-tune 179

RoBERTa through a binary classification task using 180

the textual content of reviews, which ensures that 181

the model is specifically tailored for our spoiler de- 182

tection task. Subsequently, we utilize the fine-tuned 183

RoBERTa to encode the review content and trans- 184

form the encoded embedding with a single-layer 185

MLP. 186

Graph Encoder. To model the complex relations 187

and interactions between user, review, and movie, 188

we employ graph neural network to update the re- 189

view feature through the corresponding user feature 190

and movie feature. We first construct a directed 191

graph consisting of the following three types of 192

nodes and three types of edges: 193

N0: User. 194

N1: Movie. 195

N2: Reviews. 196

E1: Movie-Review We connect a review node with 197
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a movie node if the review is about the movie.198

E2: User-Review We connect a review node with a199

user node if the user posts the review.200

E3: Review-User We use this type of edge to en-201

able message passing between reviews.202

For movie and review nodes, we encode their203

synopsis and review content respectively by the204

fine-tuned RoBERTa as the input feature. For user205

nodes, we design a user profile extraction module206

(Section 3.2) to extract their profiles as the initial207

feature. Initial node features are transformed by a208

linear layer followed by a ReLU activation, i.e.,209

g
(0)
i = max(Win · [ti,mi] + bin, 0),210

where mi, ti and g
(0)
i denote metadata features,211

text features and the initial embedding in the graph212

of node i. [·, ·] denotes the concatenation operation.213

Win and bin are parameters of the linear layer. We214

then use Graph Attention Network (GAT) (Velick-215

ovic et al., 2017) as the graph encoder to obtain216

the embedding of reviews from the graph modality,217

i.e.,218

g
(l+1)
i = αi,iΘsg

(l)
i +

∑
j∈N(i)

αi,jΘtg
(l)
j ,219

220

αi,j =
exp (f(aT

s Θsg
(l)
i + aT

t Θtg
(l)
j ))∑

k∈N(i)∪i exp (f(a
T
s Θsg

(l)
i + aT

t Θtg
(l)
j ))

221

where f denotes the Leaky ReLU activation func-222

tion. g
(l)
i is the embedding of node i in layer l.223

N(i) is the neighbors of node i. In the directed224

graph, N(i) denotes all nodes which point to node225

i. αi,j is the attention score between node i and226

node j. Θs ∈ Rdin×dout , Θt ∈ Rdin×dout , as ∈ Rdin ,227

at ∈ Rdin are learnable parameters. din and dout are228

the dimension of input vector and output vector,229

respectively.230

We add a ReLU activation function between ev-231

ery GAT layer. After L layers of GAT, we obtain232

the review embeddings from the graph view.233

3.2 User Profile Extraction Module234

Since users normally have their preferences, they235

either infrequently or frequently post spoiler re-236

views. The specific proportion of spoiler reviews237

per user can be found in Appendix A, which il-238

lustrates this bias in detail. Therefore, capturing239

user preferences through their profiles can signifi-240

cantly aid in spoiler detection. While using users’241

self-descriptions is a direct approach to obtain their 242

profiles, unluckily most users do not provide de- 243

scriptions on film websites. Therefore, the initial 244

information of user nodes is often missing in the 245

graph. In light of this challenge, we model this 246

kind of user preference by obtaining a learned user 247

profile embedding through a user profile extraction 248

module which takes the user’s historical reviews 249

as input and outputs a summarizing embedding 250

indicating the user’s preference. 251

To be specific, we concatenate the raw semantic 252

features of users and the semantic features of their 253

reviews into a sequence, i.e., 254

si = [traw
i , ti1 , ti2 , · · · , tin ] 255

where traw
i is the raw text feature of the i-th user’s 256

description encoded by RoBERTa, ti1 , ti2 , · · · , tin 257

are the text feature of the first, second, · · · and the 258

last review of user i. si is the input sequence of the 259

module. Since the number of reviews per user can 260

vary, we employ the “maximum length” strategy. 261

Sequences shorter than the maximum length are 262

padded with zero vectors, while sequences longer 263

than the maximum length are truncated to ensure 264

uniform length. 265

After obtaining the input sequence, we use a 266

transformer encoder (Vaswani et al., 2017) to get 267

the output sequence. The encoder summarizes the 268

user’s historical reviews and utilizes self-attention 269

mechanisms to learn a comprehensive profile em- 270

bedding that reflects the user’s preference. We 271

pre-train the encoder by attaching a classification 272

head after each review embedding, i.e., 273

s′i = TRM(si), 274

p̂i = softmax(Wu · s′i + bu), 275

where s′i is the output sequence; p̂i is the predicted 276

output. We only compute the loss for the reviews 277

within the training set. 278

After pre-training, we use the encoder to perform 279

forward propagation on all sequences and extract 280

the first embedding in the sequence (corresponding 281

to the position of the user’s raw profile feature in 282

the input) as the user’s profile feature, denoted as 283

ti. The embedding will then be fixed in the model 284

by 285

ti = s′i[0]. 286

3.3 Domain-Aware MoE Layer 287

Inspired by the successful applications of Mixture- 288

of-Experts in NLP and bot detection (Shazeer et al., 289
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2017; Fedus et al., 2022; Liu et al., 2023), we290

adopt MoE to divide and conquer the information291

in the three modalities. Since spoiler reviews ex-292

hibit distinct characteristics across different genres293

of movies, we leverage the MoE framework, acti-294

vating different experts to handle different reviews295

belonging to various domains. We calculate the296

weight Gj of each expert Ej as the same as Shazeer297

et al. (2017). Each expert Ej is a 2-layer MLP, i.e.,298

zmod
i =

n∑
j=1

Gj(x
mod
i )Ej(x

mod
i ),299

where xmod
i is the input embedding of review i,300

zmod is the output feature, and mod ∈ {m, t, g}.301

3.4 Expert Fusion Layer302

After obtaining the review’s representations pro-303

cessed by domain-aware experts in three modali-304

ties, we further combine the representations in three305

modalities by a multi-head transformer encoder to306

facilitate modality interaction, i.e.,307

ui = [zm
i , z

t
i, z

g
i ],308

vi = TRM(ui),309

where zm
i , zt

i, z
g
i are features from the meta view,310

text view, and graph view respectively. ui repre-311

sents the concatenated sequence and vi denotes the312

output sequence by the transformer encoder. We313

finally flatten vi and apply a linear output layer to314

classify, i.e.,315

ŷi = Wo · flatten(vi) + bo.316

3.5 Learning and Optimization317

We optimize the network by cross-entropy loss with318

L2 regularization and balancing loss. The total loss319

function is as follows:320

Loss = −
∑

yi log ŷi + λ
∑

θ2 + w

m,t,g∑
mod

BL(xmod
i ),321

where ŷi and yi are the prediction for i-th re-322

view and its corresponding ground truth, respec-323

tively. θ denotes all trainable model parameters,324

and λ and w are hyperparameters which maintain325

the balance among the three parts. For balancing326

loss BL(x) = CV (
∑

iG(xi))
2, where CV de-327

notes the coefficient of variation, G(xi) denotes328

the calculated weight of each expert, we refer to329

Shazeer et al. (2017) to encourage each expert to330

receive a balanced sample of reviews.331

4 Experiment 332

4.1 Experiment Settings 333

Dataset. We evaluate our method MMoE on LCS 334

dataset (Wang et al., 2023) and Kaggle IMDB 335

Spoiler dataset (Misra, 2019). We follow the same 336

dataset split method as Wang et al. (2023). Specific 337

details of datasets can be found in Appendix A. 338

Baselines. We use the same baselines as in Wang 339

et al. (2023). Specifically, we explore three kinds 340

of approaches: PLM(Pre-trained Language Model)- 341

based methods, GNN(Graph Neural Network)- 342

based methods, and task-specific methods. For 343

PLM-based methods, We evaluate BERT (Devlin 344

et al., 2018), RoBERTa (Liu et al., 2019), BART 345

(Lewis et al., 2019) and DeBERTa (He et al., 2021). 346

For GNN-based methods, we evaluate GCN (Kipf 347

and Welling, 2016), R-GCN (Schlichtkrull et al., 348

2018), GAT (Velickovic et al., 2017), and Simple- 349

HGN (Lv et al., 2021). For task-specific moethods, 350

we evaluate DNSD (Chang et al., 2018), Spoiler- 351

Net (Wan et al., 2019), and MVSD (Wang et al., 352

2023). Specific details of baselines can be found in 353

Appendix D. 354

Implementation Details. We use Pytorch (Paszke 355

et al., 2019), Pytorch Geometric (Fey and Lenssen, 356

2019), scikit-learn (Pedregosa et al., 2011), and 357

Transformers (Wolf et al., 2020) to implement 358

MMoE. The hyperparameter settings and architecture 359

parameters are shown in Appendix B. We conduct 360

our experiments on a cluster with 4 Tesla V100 361

GPUs with 32 GB memory, 16 CPU cores, and 362

377GB CPU memory. 363

4.2 Overall Performances 364

We evaluate our proposed MMoE and other baseline 365

methods on the two datasets. The results presented 366

in Table 1 demonstrate that: 367

• MMoE achieves state-of-the-art on both datasets, 368

outperforming all other methods by at least 369

8.41% in F1-score, 5.07% in AUC, and 2.56% 370

in accuracy. This illustrates that MMoE is not only 371

more accurate but also much more robust than 372

former approaches. 373

• GNN-based methods significantly outperform 374

other types of baselines. This confirms our view 375

that using text information alone is not enough 376

in spoiler detection. Social network information 377

from movies and users is also very important. 378

• For task-specific baselines, SpoilerNet (Wan 379

et al., 2019) outperforms DNSD (Chang et al., 380
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Table 1: Accuracy, AUC, and binary F1-score of MMoE and other baselines on the two datasets. We repeat all
experiments five times and report the average performance with standard deviation. Bold indicates the best
performance, underline the second best. MMoE significantly outperforms the previous state-of-the-art method on two
benchmarks on all metrics.

Model Kaggle LCS

F1 AUC Acc F1 AUC Acc

BERT (Devlin et al., 2018) 44.02 (±1.09) 63.46 (±0.46) 77.78 (±0.09) 46.14 (±2.84) 65.55 (±1.36) 79.96 (±0.38)
RoBERTa (Liu et al., 2019) 50.93 (±0.76) 66.94 (±0.40) 79.12 (±0.10) 47.72 (±0.44) 65.55 (±0.22) 80.16 (±0.03)
BART (Lewis et al., 2019) 46.89 (±1.55) 64.88 (±0.71) 78.47 (±0.06) 48.18 (±1.22) 65.79 (±0.62) 80.14 (±0.07)
DeBERTa (He et al., 2021) 49.94 (±1.13) 66.42 (±0.59) 79.08 (±0.09) 47.38 (±2.22) 65.42 (±1.08) 80.13 (±0.08)

GCN (Kipf and Welling, 2016) 59.22 (±1.18) 71.61 (±0.74) 82.08 (±0.26) 62.12 (±1.18) 73.72 (±0.89) 83.92 (±0.23)
R-GCN (Schlichtkrull et al., 2018) 63.07 (±0.81) 74.09 (±0.60) 82.96 (±0.09) 66.00 (±0.99) 76.18 (±0.72) 85.19 (±0.21)
GAT (Velickovic et al., 2017) 60.98 (±0.09) 72.72 (±0.06) 82.43 (±0.01) 65.73 (±0.12) 75.92 (±0.13) 85.18 (±0.02)
SimpleHGN (Lv et al., 2021) 60.12 (±1.04) 71.61 (±0.74) 82.08 (±0.26) 63.79 (±0.88) 74.64 (±0.64) 84.66 (±1.61)

DNSD (Chang et al., 2018) 46.33 (±2.37) 64.50 (±1.11) 78.44 (±0.12) 44.69 (±1.63) 64.10 (±0.74) 79.76 (±0.08)
SpoilerNet (Wan et al., 2019) 57.19 (±0.66) 70.64 (±0.44) 79.85 (±0.12) 62.86 (±0.38) 74.62 (±0.09) 83.23 (±1.63)
MVSD (Wang et al., 2023) 65.08 (±0.69) 75.42 (±0.56) 83.59 (±0.11) 69.22 (±0.61) 78.26 (±0.63) 86.37 (±0.08)

MMoE (Ours) 71.24 (±0.08) 79.61 (±0.09) 86.00 (±0.04) 75.04 (±0.06) 82.23 (±0.04) 88.58 (±0.02)
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Figure 3: MMoE performance when randomly removing edges in the graph, setting elements of text features to zero,
and setting elements of meta features to zero. Performance slowly declines with the gradual ablations, indicating the
robustness of our method.
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Figure 4: We first investigate the contribution of infor-
mation from the three views (graph, text, and meta).
We then delve into the graph neural network to find out
which nodes the review nodes mainly receive informa-
tion from.

2018) with user bias. MVSD (Wang et al.,381

2023), which introduces graph neural networks382

to handle user interactions, undoubtedly per-383

forms best. MMoE further reinforces user bias384

and thus achieves much better results.385

4.3 Robustness Study 386

We verify the robustness of the model by randomly 387

perturbing the input to simulate the absence of 388

some information reviewed in the real situation. 389

In specific, for graph view information, we ran- 390

domly remove some of the edges in the graph; for 391

text view and meta view information, we randomly 392

set some of the elements to zero. The result in Fig- 393

ure 3 shows that, with the help of information from 394

other modalities, even if some of the information 395

is missing, our model still makes the correct pre- 396

diction most of the time. This proves our view that 397

multi-source information can not only improve the 398

prediction accuracy of the model but also enhance 399

the robustness of the model. 400

4.4 Multi-Modal Study 401

To further investigate the contribution of informa- 402

tion from each modality, we calculate the attention 403

score between features of different views. In spe- 404

cific, we extract the attention score of each layer 405
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Figure 5: T-SNE visualization of reviews’ graph, text,
and meta features. Reviews of the same expert are
represented in the same color. The reviews are clearly
divided into domains based on their embedding.

in the final expert fusion transformer, and average406

the score of each layer. Then by averaging the407

values of each sample, we obtain the heat map as408

shown in Figure 4. Graph view features are with-409

out doubt the most contributed information, with410

an average attention score of 0.4127. For graph411

view features, we expect review nodes to receive412

sufficient information from user nodes and movie413

nodes. So we then extract the average attention414

scores corresponding to different types of edges in415

each GAT layer. "Self", "user", and "movie" repre-416

sent the attention scores between review nodes and417

themselves, corresponding user nodes, and corre-418

sponding movie nodes in each layer respectively.419

It is clear that users’ information is the most help-420

ful, which also demonstrates the importance and421

effectiveness of our designed user profile extraction422

module.423

4.5 Review Domain Study424

We posit that due to significant variations in re-425

view styles across different types of movies, it is426

essential to categorize them into distinct domains427

and assign them to appropriate experts using the428

Mixture-of-Experts (MoE) approach. To validate429

our hypothesis, we employ T-SNE visualization430

(Van der Maaten and Hinton, 2008) to depict the431

domain assignments of reviews. We extract re-432

view representations from the MoE’s output for the433

graph, text, and meta modalities and present them434

in Figure 5. The visualization clearly illustrates435

that reviews are distinctly segregated into different436

domains within each modality, which demonstrates437

the effectiveness of the MoE in categorizing re-438

views based on their representations. 439

Table 2: Ablation study concerning pretext task, user
bias, multi-view data, MoE structure, and fusion meth-
ods.

Category Setting F1 AUC Acc

Fine-tuning w/o fine-tuning 67.45 76.99 84.48

User profile w/o user profile 68.82 77.76 85.24

Multi-view

w/o graph view 58.29 71.09 81.55
w/o text view 70.69 79.19 85.76
w/o meta view 70.00 78.59 85.64

replace GAT with R-GCN 70.34 79.03 85.51

MoE

w/o MoE 70.99 79.35 85.96
replace MoE with MLP 71.09 79.43 85.97

8 experts 70.96 79.40 85.84
4 experts 70.93 79.29 85.94

Fusion
concatenate 70.02 78.48 85.82

mean-pooling 69.84 78.31 85.82
max-pooling 70.65 78.99 85.96

Ours MMoE 71.24 79.61 86.00

4.6 Ablation Study 440

In order to investigate the effects of different parts 441

of our model on performance, we conduct a series 442

of ablation experiments on the Kaggle dataset. We 443

report the binary F1-Score, AUC, and accuracy of 444

the ablation study in Table 2. 445

Fine-tuning Strategy Study. We remove the fine- 446

tuning step. As we can see, the performance of 447

the model will be significantly reduced across the 448

board. This indicates that the encoding quality 449

of language models is very important for spoiler 450

detection. 451

User Profile Study. We remove the additional 452

user profile in our model to examine its contribu- 453

tion. The results show that all aspects of the model 454

performance are reduced after removing the user 455

profile, especially F1 and AUC. 456

Multi-view Study. We examine the contribution 457

of information from different perspectives to the 458

final result by removing information from each 459

modality. The graph view information is the most 460

important, which further demonstrates the signifi- 461

cance of external information in spoiler detection. 462

We also replace the GAT layer with other layers to 463

observe the effects of different graph convolution 464

operators. Interestingly, R-GCN, which is the best 465

performer in GNN-based baselines, underperforms 466

GAT when applied in our model. In addition, the 467

removal of meta or text view information also has a 468

considerable impact on the final performance, indi- 469

cating the importance of the multi-view framework. 470

MoE Study. To investigate the contribution of 471

7



Table 3: Examples of the performance of two baselines and MMoE. Underlined parts indicate the plots. "Key
Information" indicates the most helpful information from other sources when detecting spoilers.

Review Text Key Information Label GAT RoBERTa MMoE

A loser called Brian is born on the same night as Jesus of Movie Synopsis: Brian Cohen is born in a stable a few

True
Nazareth. He lives a parallel life with Jesus of Nazareth. doors down from the one in which Jesus is born, (...) His False False True
He joins ’People’s Front of Judea’, a Jewish revolutionary desire for Judith and hatred for the Romans lead him to % % "
party, against Romans and is confused as a messiah by (...) join the People’s Front of Judea (...)

zzzzz. i fell asleep toward the end of this dull, lackluster User Profile:

True
Hollywood product, so i don’t know if it’s fair to review Historical reviews: False False True
it but i don’t feel like going back and watching the ending Reviews 1: Warning: Spoilers % % "
because i really don’t care what happens to (...) Reviews 2: Warning: Spoilers

With all due respect to the original Star Wars (which is the

False
greatest movie of all time), this is a spectacular movie, that True True False
long after you see it, you still find yourself wondering % % "
about details. (...)

Hacksaw Ridge is an unflinching, violent assault on your

False
senses with action sequences and people being blown apart, True True False
shot in the head, losing limbs etc etc etc which reminded % % "
me of the brutal opening scenes in (...)

MoE, we analyze the performance changes of the472

model under the condition of removing the entire473

MoE layer, replacing MoE with MLP, and changing474

the number of experts. We can find from the results475

that the MoE layer enables the model to make a476

more accurate and robust prediction, which proves477

that it is helpful to divide reviews into different478

domains. We further change the number of experts479

to explore its impact. We use 2 experts as default,480

then increase the number of experts to 4 and 8.481

The model performance decreases in both settings,482

indicating that the number of experts needs to be483

appropriate.484

Fusion Strategy Study. Finally, we study the ef-485

fect of the information fusion method on perfor-486

mance. The results show that our self-attention-487

based transformer fusion method performs best in488

all aspects. In addition, the performance of the489

max-pooling method is significantly better than490

that of concatenation and mean-pooling.491

4.7 Case Study492

We conduct qualitative analysis to explore the ef-493

fect of multiple source information. We select some494

representative cases as shown in Table 3. In the495

first case, the underlined part reveals the main plot496

of the movie. However, baseline models mainly497

focus on the review content itself and don’t realize498

that it contains spoilers. With the help of infor-499

mation from the movie synopsis, MMoE is able to500

discriminate that the review is a spoiler. As for the501

second case, it is actually hard to identify whether502

the review contains spoilers. Yet through the user503

profile extraction module we designed, we find that504

the user often posts spoiler reviews. Therefore, a505

positive label is assigned to the sample. 506

5 Conclusion 507

We propose MMoE, a state-of-the-art spoiler detec- 508

tion framework which jointly leverages features 509

from multiple modalities and adopts a domain- 510

aware Mixture-of-Experts to handle genre-specific 511

spoiler languages. Extensive experiments illus- 512

trate that MMoE achieves the best result among exist- 513

ing methods, highlighting the advantages of multi- 514

modal information, domain-aware MoE, and user 515

profile modeling. 516

Limitations and Future Work 517

We have considered using large language models 518

(LLMs) to profile users based on their historical 519

comments by generating more interpretive text fea- 520

tures of users. However, due to the large number of 521

users in the dataset, either calling the LLM through 522

the API or running the open-source LLM locally 523

takes a long time, which is one of the most difficult 524

problems. In addition, the user descriptions gen- 525

erated by the LLM are not necessarily appropriate 526

for our task. However, we still believe that there 527

is considerable potential for using LLM for data 528

augmentation. We can also look beyond user de- 529

scriptions. Many movies lack plot synopsis. Using 530

LLM to generate synopsis for these movies is also 531

promising. The application of LLMs may be a key 532

factor in subsequent breakthroughs. 533

Ethical Statements 534

Although MMoE has achieved excellent results, it 535

still needs to be carefully applied in practice. 536
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Firstly, there is still room for improvement in the537

performance of MMoE. We think it’s better suited538

as a pre-screening tool that needs to be combined539

with human experts to make final decisions. Sec-540

ondly, the language model encodes social bias and541

offensive language in the dataset (Li et al., 2022;542

Nadeem et al., 2020). In addition, the user profile543

extraction module we introduced may exacerbate544

this bias. We look forward to further work to de-545

tect and mitigate social bias in the spoiler detection546

task.547
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A Data Details707

Table 4 and Table 5 show the metadata details of708

LCS and Kaggle datasets, respectively.709

We further investigate the correlation between710

spoilers and review ratings, publication time, and711

length, as depicted in Figure 6. Notable patterns712

emerge from our investigation:713

• Spoiler reviews are often poorly rated. Highly714

rated reviews often reveal little about the plot.715

• Spoiler reviews proportion in the early and recent716

years is low. A large number of reviews from717

around 2009-2016 are filled with spoilers.718

• Longer reviews are more likely to include spoil-719

ers, suggesting that the presence of spoilers in-720

creases as the length of the review expands.721

We also show the proportion of spoiler reviews722

per user in the 2 datasets in Figure 7. It is obvious723

that most users are concentrated on both ends, that724

is, they either barely publish spoiler reviews or725

publish them frequently, thus have a clear tendency.726

Table 4: Details of metadata contained in Kaggle.

Entity Name Metadata

User badge count, review count, description length
Movie year, isAdult, runtime, rating, vote count, synopsis length
Review time, helpful vote count, total vote count, point, content length

Table 5: Details of metadata contained in LCS.

Entity Name Metadata

Movie year, runtime, rating, synopsis length
Review time, point, content length

Table 6: Hyperparameter settings of MMoE.

Hyperparameter Language Model User Transformer Backbone Network

optimizer AdamW AdamW AdamW
learning rate 1e-5 1e-5 1e-4
lr scheduler WarmUpLinear Exponential Exponential
warm up/gamma 0.1 0.9 0.95
weight decay 1e-3 1e-5 1e-4
epochs 1 20 60
dropout 0.1 0.1 0.2
w \ \ 1e-2

B Hyperparameters727

Table 6 illustrates the hyperparameter settings in728

the experiments. Table 7 and Table 8 demonstrate729

detailed model architecture parameters for easy730

reproduction.731

Table 7: Model architecture parameters of MMoE on LCS
dataset.

Parameters Value

language model MLP hidden dim 3072
language model MLP out dim 768

User Transformer dim 768
User Transformer feedforward dim 3072
User Transformer number of heads 12
User Transformer layers 12
User Transformer max length 16

meta dim 6
meta MLP hidden dim 768
meta MLP out dim 256

text projection dim 256

GNN input dim 774
GNN hidden dim 512
GNN out dim 256
GNN layers 2

number of experts 2
k 1
MoE MLP hidden dim 1024
MoE MLP out dim 256

Fusion Transformer dim 256
Fusion Transformer feedforward dim 1024
Fusion Transformer number of heads 4
Fusion Transformer layers 4

C Experiment Details 732

• We use Neighbor Loader in Pytorch Geometric 733

library to sample review nodes in the graph. We 734

set the maximum number of neighbors to 200 735

and sample the 2-hop subgraph. 736

• We pad the metadata to the same dimension with 737

-1. 738

• The Kaggle dataset doesn’t provide the descrip- 739

tion of users. This situation further highlights the 740

value of our user profile extraction module be- 741

cause it extracts user profiles from reviews. For 742

GNN-based methods, we use zero vectors as the 743

user’s initial embedding. For our method MMoE, 744

we set the first token of the sequence as learnable 745

parameters, which is similar to the CLS token of 746

BERT (Devlin et al., 2018). 747

D Baseline Details 748

We compare MMoE with PLM-based methods, GNN- 749

based methods, and task-specific methods to ensure 750

a holistic evaluation. For pre-trained language mod- 751

els, we pass the review text to the model, average 752

all tokens, and adopt two linear projection layers 753

to classify. For GNN-based methods, we pass the 754

review text to RoBERTa, averaging all tokens to 755
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Figure 6: (a) The spoiler proportion of reviews with different ratings; (b) The spoiler proportion of reviews posted
in different years; (c) The spoiler proportion of reviews in different lengths;
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Figure 7: The proportion of spoiler reviews per user in
2 datasets, LCS and Kaggle. Spoiler review percentage
intervals are divided every 10 percent.

get the initial node feature. We provide a brief de-756

scription of each of the baseline methods, in the757

following.758

• BERT (Devlin et al., 2018) is a pre-trained lan-759

guage model which uses masked language model760

and next sentence prediction tasks to train on a761

large amount of natural language corpus.762

• RoBERTa (Liu et al., 2019) is an improvement763

model based on BERT which removes the next764

sentence prediction task and improves the mask-765

ing strategies.766

• BART (Lewis et al., 2019) is a pre-trained lan-767

guage model that improves upon traditional au-768

toregressive models by incorporating bidirec-769

tional encoding and denoising objectives.770

• DeBERTa (He et al., 2021) is an advanced lan-771

guage model that enhances BERT by introducing772

disentangled attention and enhanced mask de-773

coder.774

• GCN (Kipf and Welling, 2016) is a basic graph775

neural network that effectively captures and prop-776

agates information across graph-structured data777

by performing convolutions on the graph’s nodes778

and their neighboring nodes.779

Table 8: Model architecture parameters of MMoE on Kag-
gle dataset.

Parameters Value

language model MLP hidden dim 3072
language model MLP out dim 768

User Transformer dim 768
User Transformer feedforward dim 3072
User Transformer number of heads 12
User Transformer layers 12
User Transformer max length 4

meta dim 4
meta MLP hidden dim 768
meta MLP out dim 256

text projection dim 256

GNN input dim 772
GNN hidden dim 512
GNN out dim 256
GNN layers 2

number of experts 4
k 1
MoE MLP hidden dim 1024
MoE MLP out dim 256

Fusion Transformer dim 256
Fusion Transformer feedforward dim 1024
Fusion Transformer number of heads 4
Fusion Transformer layers 4

• R-GCN (Schlichtkrull et al., 2018) is an ex- 780

tension of GCN that specifically handles multi- 781

relational graphs by incorporating relation- 782

specific weights. 783

• GAT (Velickovic et al., 2017) is a graph neural 784

network that utilizes attention mechanisms to 785

assign importance weights to neighboring nodes 786

dynamically. 787

• Simple-HGN (Lv et al., 2021) is a graph neu- 788

ral network model designed for heterogeneous 789

graphs, which effectively integrates multiple 790

types of nodes and edges by employing a shared 791
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embedding space and adaptive aggregation strate-792

gies.793

• DNSD (Chang et al., 2018) is a spoiler detection794

method using a CNN-based genre-aware atten-795

tion mechanism.796

• SpoilerNet (Wan et al., 2019) incorporates the hi-797

erarchical attention network (HAN) (Yang et al.,798

2016) and the gated recurrent unit (GRU) (Cho799

et al., 2014) with item and user bias terms for800

spoiler detection.801

• MVSD (Wang et al., 2023) utilizes external802

movie knowledge and user networks to detect803

spoilers.804
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