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Abstract001

Large language models increasingly support002
multiple languages, yet most benchmarks for003
gender bias remain English-centric. We intro-004
duce EuroGEST, a dataset designed to mea-005
sure gender-stereotypical reasoning in LLMs006
across English and 29 European languages. Eu-007
roGEST builds on an existing expert-informed008
benchmark covering 16 gender stereotypes, ex-009
panded in this work using translation tools,010
quality estimation metrics, and morphological011
heuristics. Human evaluations confirm that012
our data generation method results in high013
accuracy of both translations and gender la-014
bels across languages. We use EuroGEST015
to evaluate 24 multilingual language models016
from six model families, demonstrating that the017
strongest stereotypes in all models across all018
languages are that women are beautiful, empa-019
thetic and neat and men are leaders, strong,020
tough and professional. We also show that021
larger models encode gendered stereotypes022
more strongly and that instruction finetuning023
does not consistently reduce gendered stereo-024
types. Our work highlights the need for more025
multilingual studies of fairness in LLMs and026
offers scalable methods and resources to audit027
gender bias across languages.028

1 Introduction029

Large language models (LLMs) encode social bi-030

ases (Barikeri et al., 2021; Gallegos et al., 2024;031

Gupta et al., 2024; Gemini Team et al., 2024; Par-032

rish et al., 2022; Sanh et al., 2021; Smith et al.,033

2022). These social biases can lead to a range034

of discriminatory outcomes (Ranjan et al., 2024),035

including representational harms such as stereotyp-036

ing, capability biases and erasure, and allocational037

harms such as unfair decision-making (Barocas038

et al., 2017; Gallegos et al., 2024; Shelby et al.,039

2023). Bias benchmarks can serve as useful tools040

for evaluating and calling attention to systemic041

LLM biases that may cause social harms in cer-042

tain contexts, provided that the motivations, values043

and norms embedded in the benchmark design are 044

clearly articulated (Blodgett et al., 2020; Goldfarb- 045

Tarrant et al., 2023). 046

Most existing bias benchmarks serve only a few 047

high-resource languages (Blodgett et al., 2020; 048

Röttger et al., 2024), and there are few studies 049

exploring how social biases in LLMs vary by lan- 050

guage, or how to design benchmarks that trans- 051

late well across languages. As such, developers 052

of widely-used multilingual LLMs do not evalu- 053

ate for bias in all supported languages (see, for 054

example, Grattafiori et al. (2024); Martins et al. 055

(2024); Team et al. (2022); Üstün et al. (2024)), 056

meaning that little is known about whether exist- 057

ing bias mitigation techniques effectively prevent 058

discriminatory across different languages. 059

In this work, we focus on measuring gen- 060

dered stereotypes in multilingual generative LLMs. 061

While LLMs exhibit a wide range of social biases, 062

gender is a salient and universally encoded dimen- 063

sion of identity, and gender roles and stereotypes 064

are systematically embedded in language usage 065

across cultures. Many languages encode gender 066

at the level of morphology and pronoun systems, 067

making multilingual investigation of gender biases 068

in LLMs challenging. To address this, we introduce 069

EuroGEST,1 a new gender bias benchmark dataset 070

that adapts and extends an existing open-source 071

gender bias benchmark (Pikuliak et al., 2024) to 072

cover 29 additional European languages from five 073

main language families.2 We focus on European 074

languages because they are relatively highly re- 075

sourced, facilitating automatic scaling of bench- 076

mark data, and because this group includes lan- 077

1Available at [github repository anonymised for review]
under an Apache 2.0 license.

2Slavic: Bulgarian, Croatian, Czech, Polish, Russian, Slo-
vak, Slovenian, Ukrainian. Germanic: Danish, Dutch, English,
German, Norwegian, Swedish. Romance: Catalan, French,
Galician, Italian, Portuguese, Romanian, Spanish. Baltic: Lat-
vian, Lithuanian. Uralic: Estonian, Finnish, Hungarian. Other:
Greek, Irish, Maltese and Turkish.
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guages with gendered morphology as well as lan-078

guages which are grammatically gender-neutral.079

Cultural and socio-economic parallels across Eu-080

rope also make expressions of gender bias more081

comparable within this region than between Euro-082

pean and non-European contexts.083

Our main contributions are as follows:084

• We introduce EuroGEST, a novel dataset of085

71,000 sentences linked to 16 gendered stereo-086

types across 30 European languages;087

• We develop an automated pipeline that com-088

bining linguistic expertise, machine transla-089

tion and quality estimation to efficiently and090

cheaply generate accurately-labelled gendered091

minimal pairs;092

• We provide cross-lingual evidence that mul-093

tilingual language models systematically am-094

plify similar gendered stereotypes across di-095

verse European languages;096

• We show that larger language models encode097

these stereotypes more strongly, and that in-098

struction finetuning does not effectively miti-099

gate these gendered biases.100

We hope that our methodology, dataset and results101

will spur more in-depth and fine-grained investi-102

gations of how LLMs manifest social biases in103

different linguistic and cultural contexts.104

2 Related work105

Previous investigations into how gender biases sur-106

face in NLP tools and LLMs in particular have107

covered a wide range of topics, tasks, intersec-108

tional identities and empirical methods (Bartl et al.,109

2025; Blodgett et al., 2020; Gallegos et al., 2024;110

Stanczak and Augenstein, 2021). Gender is ex-111

pressed and performed in language in complex112

ways, so no single method or approach will pro-113

vide a holistic picture of ‘gender biasedness’ in an114

LLM in different languages and cultures. Here we115

summarise existing techniques and highlight gaps116

with regard to multilingual gender bias detection.117

Much work has focused on measuring extrinsic118

gender biases exhibited by LLMs. The widely-used119

BBQ dataset (Parrish et al., 2022) fills 25 question120

templates with indicators for different social de-121

mographics (including gender), measuring bias in122

terms of whether the LLM’s responses to the ques-123

tions correspond to stereotypes or not. Similarly,124

Gupta et al. (2024) create slot-filled templates from125

existing NLU benchmarks, testing model responses 126

with different proper names associated with dif- 127

ferent demographic groups to investigate whether 128

the LLM exhibits bias in performance on the task. 129

Tamkin et al. (2023) create prompt templates for in- 130

vestigating bias in realistic decisionmaking scenar- 131

ios spanning finance, business, law and education, 132

and for text generation Kirk et al. (2021), Lucy 133

and Bamman (2021) and Wan et al. (2023) explore 134

gender biases displayed by LLMs in sentence com- 135

pletion, storywriting, and reference letter drafting 136

tasks. Multilingual extrinsic bias evaluations have 137

typically focused on exploring whether transla- 138

tions from gender-neutral into gendered languages 139

follow stereotypical biases (Savoldi et al., 2021; 140

Stanovsky et al., 2019; Bentivogli et al., 2020). 141

While these studies have a helpful focus on how 142

gendered harms might arise as LLMs are utilised 143

in practice, their data generation and analysis meth- 144

ods are difficult to scale and compare across lan- 145

guages, and most of their datasets are available 146

only in English. Other work focuses on investigat- 147

ing intrinsic bias in LLMs’ internal representations 148

rather than their outputs. For example, minimal 149

gendered pairs from the Winogender (Rudinger 150

et al., 2018) and Winobias (Zhao et al., 2018) co- 151

reference bias datasets can be passed to LLMs as 152

prompts, to compare whether the LLM assigns 153

greater likelihoods for stereotypically-gendered 154

sentences (Glaese et al., 2022). Nangia et al. (2020) 155

and Pikuliak et al. (2024) take the same approach 156

using gendered minimal pairs from the CrowS- 157

Pairs and GEST datasets respectively, and Barikeri 158

et al. (2021) compare the perplexity of stereotypical 159

and anti-stereotypical Reddit comments. 160

These intrinsic bias evaluation methods are dis- 161

tant from practical application and may not be rel- 162

evant for certain use cases, but they can still high- 163

light strongly encoded biases that may need further 164

testing and mitigation in certain contexts. They 165

can also be scaled across many languages to pro- 166

vide a more multilingual picture of how LLMs 167

encode gender biases. For example, Pikuliak et al. 168

(2024) utilise gendered minimal pairs in English 169

and nine Slavic languages to assess gender bias 170

in masked and generative language models, and 171

Mitchell et al. (2025) measure bias in 16 differ- 172

ent languages by measuring token likelihoods on 173

manually-curated and translated gendered minimal 174

pairs. Manual curation of prompts by local and na- 175

tive speakers of each language context, as demon- 176

strated in Mitchell et al. (2025), produces multi- 177
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lingual benchmark data which is well-adapted to178

linguistic and cultural differences in how bias is179

expressed (Borah et al., 2025; Dev et al., 2023;180

Myung et al., 2024). However, such approaches181

are highly resource-intensive, and there is an in-182

terim need for more rapidly scaleable methods to183

expand bias benchmarks across a greater range of184

languages, both to investigate possible gendered185

representational harms and to test the efficacy of186

different gender bias mitigation techniques across187

languages.188

3 Method189

3.1 The Original GEST dataset190

We chose to adapt and extend the GEST dataset191

(Pikuliak et al., 2024) because its construction is192

informed by gender expertise and it includes a193

large number of sentences (3,500) explicitly fo-194

cused on gendered stereotypes. Furthermore, the195

GEST dataset utilises heuristics for morphologi-196

cal gender detection in Slavic languages which are197

applicable to other European languages which ex-198

press morphological gender on nouns, adjectives199

and verbs with word-final suffixes. Finally, the au-200

thors demonstrate how GEST data can be used to201

measure gender bias in both richly-gendered lan-202

guages and gender-neutral languages, making it203

suitable for the range of languages in our set.204

To create GEST, Pikuliak et al. (2024) worked205

with gender experts to identify 16 common gen-206

dered stereotypes about men and women (listed207

in Appendix A). They then generated first-person208

English sentences associated with each stereotype,209

and created gendered minimal pairs of each sen-210

tence in each language. For English, they achieve211

this by wrapping the gender-neutral sentences in212

gendered templates (e.g, ‘“I am emotional”, he/she213

said’); for Slavic languages, they use the morpho-214

logically masculine and feminine variants of the215

sentence (e.g. “Som emotívny” (masculine) or216

“Som emotívna” (feminine), in Slovak). They use217

these gendered minimal pairs to explore gender218

bias in both translation and text generation tasks.219

3.2 Dataset Expansion220

Of the 30 European languages we consider, 20221

express gender on adjectives, nouns or verbs; 6222

express morphological gender only on pronouns223

(including English); and 4 are not morphologically224

gendered at all (see Appendix B.1). The 20 gen-225

dered languages do not express gender on all of the226

GEST sentences; for example, sentence ‘I started 227

my own company when I was 18’ is gender-neutral 228

in Italian (‘Ho fondato la mia azienda quando 229

avevo 18 anni’) while the sentence ‘I gave up eas- 230

ily without a fight’ is gendered (‘Mi sono arreso/a 231

facilmente, senza combattere’). We need to know 232

whether each GEST sentence is gendered in a given 233

language in order to create the appropriate gen- 234

dered minimal pair. 235

To account for this variation, we wrap each En- 236

glish GEST sentence S in masculine and femi- 237

nine templates (‘The man/woman said “S”’) before 238

translating both variants into all 20 gender-sensitive 239

languages using the Google Translate API. We use 240

the COMET Quality Estimation (QE) tool (Rei 241

et al., 2020) to discard any translated sentences 242

with QE score < 0.85, selecting the highest pos- 243

sible QE threshold that retains at least 1,000 sen- 244

tences per language at the end of dataset creation 245

(see Figure 2). We extract the masculine and femi- 246

nine translations of each original GEST sentence 247

and compare them. Identical pairs are assumed to 248

be gender neutral sentences, and are added to the 249

EuroGEST-neutral dataset (EuroGESTN ). Follow- 250

ing Pikuliak et al. (2024), translations which differ 251

by up to two letters on a single word are assumed 252

to be a minimal gendered pair and are added to the 253

EuroGEST-gendered dataset (EuroGESTG). Sen- 254

tence pairs differing by more than two letters on 255

one word are discarded (see Figure 1 for an illustra- 256

tion). For the nine languages that, like English, lack 257

morphological gender in first-person sentences, we 258

simply translate the original GEST sentence, filter 259

by COMET quality, and add the remaining transla- 260

tions to EuroGESTN . 261

With this method, we obtain 14,538 sentences in 262

EuroGESTN and 56,497 sentences in EuroGESTG, 263

with between 1121 (Maltese) and 3361 (Swedish) 264

sentences per language (Figure 2). At the quality- 265

estimation stage, the highest numbers of sentences 266

are discarded from low-resource languages like 267

Catalan, Irish, Galician and Maltese (see Ap- 268

pendix B.2), likely due to poor performance by 269

Google Translate and/or COMET QE. 270

3.3 Dataset validation 271

To check the reliability of our automatically trans- 272

lated and labelled data, we manually evaluate 100 273

sample sentences per language. Following Kocmi 274

et al. (2024), we ask expert translators to directly 275

assess translation quality of each sentence on a 276

scale of 0 to 100, providing boundaries to guide 277
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Figure 1: System for translating English GEST sentences into gendered target languages and sorting into gendered
and gender-neutral pairs.
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Figure 2: Number of sentences in EuroGEST-gendered and EuroGEST-neutral datasets by language

judgements (Appendix C.1). The average transla-278

tion quality was rated as 90.1/100, and each lan-279

guage apart from Maltese had an average transla-280

tion quality of over 80.0/100 (Appendix C.2). The281

translators also rated the gendered labels (neutral,282

masculine or feminine) of the sample sentences283

as accurate in 95.9% of cases across all 30 lan-284

guages, and 94.5% across only the gendered lan-285

guages (for which gender labeling is more difficult).286

Maltese showed the lowest gender label accuracy287

at 85%, and due to these poor validation results we288

excluded Maltese data from our experiments.289

3.4 Model Evaluation290

We use EuroGEST to evaluate generative multilin-291

gual LLMs for gender bias by exploring whether292

the LLM prefers the stereotypical gender for gen-293

dered minimal pairs of sentences, following Glaese294

et al. (2022), Nangia et al. (2020) and Pikuliak295

et al. (2024). For sentences from EuroGESTG,296

morphologically-gendered variants of the sen-297

tence are already available; for sentences from298

EuroGESTN , we create gendered minimal pairs by299

wrapping the gender-neutral sentence in a gendered300

template. The English templates are shown in Ta-301

ble 1; these were automatically translated into the302

other 29 languages and verified with expert trans-303

lators (Appendix C.3). The sentence-final noun-304

based templates are compatible with all languages305

except Turkish, where the gendered noun must pre-306

cede quoted sentences. Similarly, the sentence-307

final pronoun-based templates are valid for all lan- 308

guages except Hungarian, Finnish, Estonian, Turk- 309

ish, Greek and Spanish, which either do not have 310

gendered pronouns or do not use them in this con- 311

struction (making these templates indistinguish- 312

able). Since both Turkish templates are unusable, 313

we exclude the Turkish data from our experiments; 314

however, we provide the translated GEST sentences 315

in Turkish to support future work utilising more 316

language-appropriate templates. 317

Template Masculine Feminine

Nouns “S,” the
man said

“S,” the
woman said

Pronouns “S,” he said “S,” she said

Table 1: Templates for creating gendered minimal pairs
with neutral sentences from EuroGESTN .

We calculate the likelihood of the masculine and 318

feminine variants of each sentence by summing the 319

log probabilities of each of the sentence’s tokens at 320

each timestep during inference, conditioned on the 321

previous words in the sentence. We normalise the 322

sentence log probability by the number of tokens 323

in each variant, as masculine and feminine variants 324

sometimes vary in numbers of tokens required. All 325

models are run on NVIDIA-A100 GPUs. We expo- 326

nentiate to obtain normalised probabilities for each 327

sentence variant, before calculating the relative 328

likelihood of the masculine variant of the sentence 329

by dividing its normalised probability by the sum 330
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Figure 3: Average masculine rates (relative likelihood of masculine sentence variant) in English, Swedish, Russian
and French for sentences from feminine and masculine stereotype sets in a range of mid-sized multilingual
instruction-finetuned LLMs. Results calculated using morphologically gendered sentences from EuroGESTG where
available (for Russian and French), and pronoun- and noun-based templates for sentences from EuroGESTN .

of the normalised probabilities of both the mascu-331

line and feminine variants. This can be thought332

of as the proportion of probability that the LLM333

allocates to the masculine variant when the search334

space is constrained to only the masculine and fem-335

inine variants of the given sentence. Following336

Pikuliak et al. (2024), for each language we define337

the average masculine rate qi of each stereotype i338

as the geometric mean of the relative likelihoods339

of the masculine variants for all sentences in that340

stereotype set. A value of 0.5 indicates gender par-341

ity; values above or below 0.5 reflect a bias toward342

masculine or feminine variants, respectively.343

4 Results344

We first evaluate six mid-sized multilingual345

instruction-tuned models by comparing average346

masculine rates for feminine and masculine stereo-347

type sentences in several languages. Results for348

English, Swedish, Russian, and French are shown349

in Figure 3, using minimal pairs made from both350

pronoun and noun templates and gendered sentence351

pairs where available. In all models and languages,352

masculine stereotypes consistently yield higher353

masculine rates than feminine stereotypes, indicat-354

ing strong stereotypical preferences. However, av- 355

erage masculine rates vary across languages, mod- 356

els, and test conditions, even between English and 357

Swedish, which use nearly identical sentence sets.3 358

For example, in Aya 8B, English pronoun templates 359

show masculine rates ranging from 0.43 (feminine 360

stereotypes) to 0.57 (masculine), while Swedish 361

ranges from 0.21 to 0.38. French and Russian show 362

much higher masculine rates for morphologically 363

gendered sentences than for templated ones, with 364

particularly low rates for noun templates. 365

These differences reflect that the models have 366

been trained on different data and subjected to dif- 367

ferent finetuning strategies, and also that the distri- 368

bution of masculine and feminine variants of gen- 369

dered terms in text varies across languages. The 370

ways in which the masculine and feminine vari- 371

ants of each sentence are expressed and tokenised 372

also varies across languages and models, impact- 373

ing the relative probabilities of different gendered 374

variants. For example, the French masculine noun 375

template (dit l’homme) is more complex than the 376

3More of GEST’s sentences are successfully translated into
Swedish than any other language in EuroGEST, and Swedish
is gender-neutral like English, allowing for template-based
testing of all sentences.
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feminine one (dit la femme) in its inclusion of an377

elided article and apostrophe, possibly lowering378

the relative probability of the masculine template379

compared to the feminine template overall. Despite380

these differences, the gap between masculine rates381

for masculine vs. feminine stereotypes remains a382

reliable indicator of encoded bias, and this is where383

we focus the rest of our analysis.384

We next examine how strongly each of the 16385

gendered stereotypes is encoded across all official386

languages of the European Union except Maltese4387

using Salamandra, Teuken, and EuroLLM, mod-388

els which are tailored to EU languages. We rank389

each stereotype in each language by its average390

masculine rate, following Pikuliak et al. (2024);391

a masculine rank of j means that that stereotype392

tends to be the j-th most masculine out of the 16393

stereotypes for a given language. As shown in394

Figure 4, masculine stereotypes generally have a395

higher masculine rank than feminine stereotypes396

across all models and languages.397

The strongest feminine stereotypes across all398

three models are that women are beautiful, em-399

pathetic, and neat, while the strongest masculine400

ones are that men are tough, professional, lead-401

ers, and strong. The only three stereotypes which402

exhibit more neutral or antistereotypical represen-403

tations are that men are providers and sexual, and404

that women are weak. As noted by Pikuliak et al.405

(2024), the men are sexual stereotype often has a406

lower masculine rank than other masculine stereo-407

types, possibly because women are frequently sex-408

ualised in text, which complicates the genderedness409

of this concept. Some language-specific trends410

are consistent across models: all three show anti-411

stereotypical patterns for men are childish in Czech412

and women are social in Greek. Other language-413

specific results vary by model; for instance, men414

are strong is weakly encoded in Slovak in Eu-415

roLLM but strongly in Teuken, and women are416

neat is neutral in English only in Salamandra.417

Finally, we consider how model size impacts the418

strength of encoding of different stereotypes. We419

consider five model sizes in the Qwen family rang-420

ing from 0.5 billion to 14 billion parameters, testing421

both base and instruct models. For each language422

in each model, we calculate a proxy ‘default mascu-423

line rate’ by averaging over the masculine rates for424

7 feminine and 7 masculine stereotypes. For each425

individual stereotype, we calculate the divergence426

4Excluded for poor data quality; see Section 3.3.
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Figure 4: Masculine rank of each stereotype in each of-
ficial language of the EU (except Maltese) in EuroLLM
9B Instruct (top), Teuken 7B Instruct (middle) and Sala-
mandra 7B Instruct (bottom). A masculine rank of j
means that that stereotype is the j-th most masculine
out of the 16 stereotypes for a given language. The red
lines in each graph divide feminine (top) from mascu-
line (bottom) stereotypes (see Appendix A for full list).

of the stereotype’s average masculine rate from the 427

default masculine rate across all stereotypes, to- 428

wards the stereotypical gender. For example, if a 429

language’s default masculine is estimated as 0.6, 430

and the average masculine rate for sentences from 431

the women are neat stereotype is 0.45, the incli- 432

nation away from the norm and towards the fem- 433

inine sentence variants is 0.15. Figure 5 shows 434

the average inclination scores over all languages in 435

each model, indicating how strongly each stereo- 436

type is encoded in models of different sizes. All 437

stereotypes apart from the three weakly encoded 438

ones (women are weak, men are providers and men 439

are sexual) become more strongly encoded in the 440

Qwen models as their size increases. This trend 441

holds true for both the base and instruct versions 442
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of the models.443
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We expand our analysis of model size to in-444

clude LLMs from Qwen, EuroLLM, Llama, Aya,445

Salamandra and Teuken families, comparing base446

and instruct models where possible. To facilitate447

cross-model comparisons, we mimic Pikuliak et al.448

(2024) and take the geometric means of average449

masculine rate scores for masculine stereotypes450

(qm) and feminine stereotypes (qf ) for each lan-451

guage. We combine these into an overall stereotype452

rate gs for each model, defined as as453

gs =
qm
qf

(1)454

This score measures how much more likely the 455

LLM is to use the masculine gender for stereotypi- 456

cally masculine sentences compared to stereotypi- 457

cally feminine sentences; a gs score of 1 indicates 458

no bias on average towards gendered stereotypes, 459

while gs > or < 1 indicates stereotypical and anti- 460

stereotypical reasoning respectively. 461

Figure 6 shows that even the smallest models 462

show evidence of stereotypical reasoning, and that 463

gs increases consistently with model size across 464

all families. Models with broader coverage of Eu- 465

roGEST languages (such as EuroLLM, Salaman- 466

dra, Teuken, and Aya) tend to exhibit higher gs 467

scores than Qwen and Llama. This likely reflects 468

increased exposure to gender stereotypes present 469

across a wider range of European languages during 470

model training, and is supported by the fact that 471

Llama and Qwen models show higher gs scores for 472

languages which they explicitly support compared 473

to those for which they only have latent abilities 474

(Appendix D). Where both base and instruct mod- 475

els are available, we see that instruction finetun- 476

ing does not uniformly decrease gender bias, and 477

in some cases it actually increases the degree of 478

stereotypical reasoning exhibited by the model. 479

5 Discussion 480

We use stereotype ranking and gs scores to anal- 481

yse the differences in masculine rates between sen- 482

tences expressing masculine stereotypes and those 483

expressing feminine stereotypes. Our experiments 484

illustrate that 13 out of the 16 gendered stereotypes 485

about men and women we consider are present in 486

the internal representations of multilingual LLMs, 487

across a range of models and in all 28 languages 488

tested. They also show that the larger the LLM, 489

the more gender bias is encoded, and that mod- 490

els which perform well on particular languages 491

exhibit gendered biases more strongly in those lan- 492

guages. This is intuitive given that gender biases 493

surface as complex patterns in linguistic data which 494

will be modelled better by higher-performing mod- 495

els, but also indicates the pressing need for better 496

evaluation and mitigation of gendered biases and 497

stereotypes across languages as models become 498

bigger and more powerful. We further show that 499

instruction finetuning does not consistently reduce 500

multilingual gender biases, illustrating the unpre- 501

dictable impacts of instruction finetuning which 502

may inadvertently exacerbate potentially harmful 503

behaviours or representations in some languages 504

7



even as they are mitigated in others. We hope that505

EuroGEST will facilitate future research into how506

to mitigate LLM gender biases consistently across507

languages.508

Our work also underscores some of the diffi-509

culties in scaling gender bias evaluation tools and510

metrics across a wide range of languages, even511

those which are as highly-resourced as those in512

EuroGEST. Automatic translation is not equally513

effective for the lower-resourced languages in the514

dataset, meaning that the overall size of the dataset515

in these languages is smaller. We rely on one-size-516

fits-all heuristics for identifying and creating gen-517

dered minimal pairs, and pronoun and noun tem-518

plates that may not be equally fluent in all lan-519

guages. Furthermore, it is difficult to compare520

token likelihoods directly across models and lan-521

guages which have fundamentally different distri-522

butions of gendered terms and concepts, and which523

express gender morphologically in different ways.524

Despite these limitations, our synthetic data genera-525

tion method is evaluated positively by professional526

translators and clearly produces data which is at527

least good enough for the purposes of illustrating528

systemic gender biases across a wider range of lan-529

guages than have previously been investigated in530

this field of study.531

Finally, out of the 16 gendered stereotypes that532

we investigate, portrayals of women as beautiful,533

empathetic and neat and men as leaders, strong,534

professional and tough are most strongly-encoded535

across all models and languages. The salience of536

these stereotypes in the models’ representations537

may contribute to a range of representational harms538

when LLMs are used in practice, including eras-539

ing the visibility of men and women in different540

roles and contexts and reinforcing discriminatory541

behaviour and assumptions over time. Yet there are542

a great many other ways in which gender biases543

may surface in LLMs, including those relating to544

gender identities other than men and women (Blod-545

gett et al., 2020; Dev et al., 2021; Goldfarb-Tarrant546

et al., 2023; Talat et al., 2022; Munro and Mor-547

rison, 2020), which we do not investigate in this548

work. And while the approach of measuring token549

likelihoods of gendered minimal pairs can be eas-550

ily implemented across virtually any language, it551

cannot tell us how gendered stereotypes in LLM552

representations impact users of different languages553

in practice. EuroGEST is a useful starting point554

for understanding how model size, fine-tuning and555

language medium impacts gender-stereotypical rea-556

soning in LLMs, but future work should further 557

examine how these biases connect with concrete 558

gendered harms experienced by users in practice 559

(Zhou and Sanfilippo, 2023; Williams-Ceci et al., 560

2024), particularly as LLMs are deployed across 561

different languages and sociocultural contexts. 562

6 Conclusion 563

As LLMs become more powerful and more multi- 564

lingual, it is increasingly important to devise eval- 565

uation methods that help us understand how they 566

encode complex social constructs across languages, 567

to ensure that risks of bias and discrimination are 568

properly minimised. In this work, we presented 569

EuroGEST, which expands an existing gender bias 570

benchmark dataset (Pikuliak et al., 2024) across 30 571

European languages to facilitate more holistic eval- 572

uation of how gender biases are embedded into mul- 573

tilingual models. We make EuroGEST publicly- 574

available, and our resource-effective method for 575

rapidly scaling benchmark data across multiple lan- 576

guages may also prove useful for other areas of re- 577

sponsible AI where there exists an immediate and 578

pressing gap in language coverage. We also use 579

EuroGEST to illustrate how six families of LLMs 580

encode gendered stereotypes, with men being most 581

strongly associated with being tough, professional, 582

leaders and strong and women associated with be- 583

ing beautiful, empathetic and neat across models 584

and languages. 585

Our finding that larger and more powerful mod- 586

els exhibit stronger stereotypical biases and rea- 587

soning on supported languages is consistent with 588

the intuition that better language modelling corre- 589

sponds with better modelling of existing gendered 590

stereotypes. But, given that existing instruction 591

finetuning techniques do not appear to be reduc- 592

ing intrinsic bias, future work is needed to explore 593

how to mitigate unequal gender representations 594

in practice across languages. Finally, our method 595

does not account for nuanced linguistic and cultural 596

differences in how gender biases are expressed in 597

different contexts, nor how the gendered stereo- 598

types present in multilingual LLMs impact people 599

in practice. There is a clear need to dedicate re- 600

sources towards long-term participatory work with 601

gender minorities and gender experts in a range of 602

linguistic and cultural contexts, in order to develop 603

more linguistically- and culturally-sensitive meth- 604

ods, tools and datasets for investigating gendered 605

biases in multilingual LLMs. 606
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Limitations609

We investigate sixteen specific gendered stereo-610

types originally identified in previous work by gen-611

der studies experts and literature reviews, but do612

not address other gendered stereotypes and other613

ways in which gender biases surface. This limited614

scope may lead to an incomplete assessment of615

gender bias in LLMs.616

While European countries share many societal617

and economic similarities, the stereotypes we ex-618

amine may reflect norms more aligned with An-619

glophone contexts. There is a risk that Euro-620

GEST underrepresents culturally specific stereo-621

types prevalent in different European regions, po-622

tentially overlooking how LLMs replicate localized623

biases. Moreover, many languages in EuroGEST624

are spoken in non-European countries where gen-625

der norms may differ substantially. Applying Eu-626

roGEST in such contexts risks drawing misleading627

conclusions about model behavior across global628

populations.629

We investigate stereotypes commonly held about630

men and women, but we do not address stereotypes631

held about people of different genders. This ex-632

clusion risks reinforcing a binary understanding of633

gender, overlooking biases that affect nonbinary634

and gender-diverse individuals. To address this,635

we seek to make clear that EuroGEST measures636

only specific gendered stereotypes about men and637

women, not gender bias in its entirety. We also use638

the gender-inclusive terms ’masculine’ and ’femi-639

nine’ throughout the work, rather than ’male’ and640

’female’. We hope in future work to expand our641

method further to include more diverse gender cate-642

gories, and have already begun to consult language643

experts for appropriate constructions in each of644

EuroGEST’s languages for this next stage.645

We utilise automatic translation for resource-646

efficient scaling of EuroGEST, and while we em-647

ploy quality evaluation through both COMET fil-648

tering and human validation of a subset of the649

dataset, we cannot guarantee that all EuroGEST650

sentences are correctly and fluently translated into651

each language. A further limitation is the reliance652

on English-centric noun- and pronoun-templates653

– such as ‘S’, he said and ‘S’, the woman said -654

which may also be tokenised in awkward or incon-655

sistent ways in some languages. There is a risk that656

unnatural tokenization or grammatical mismatches 657

could affect the accuracy and fairness of bias mea- 658

surements obtained by using EuroGEST. In future 659

work, language-specific templates that better reflect 660

organic usage and control for tokenization should 661

be developed. 662

Finally, we also do not incorporate any inter- 663

sectional analysis, but acknowledge that many 664

other social demographic factors intersect with 665

and in some cases exacerbate gender biases in 666

LLMs. Neglecting intersectionality may obscure 667

compounded or unique forms of bias encoded in 668

LLMs, particularly in multilingual contexts. Scal- 669

ing gender-diverse and intersectional analyses in 670

multilingual gender bias detection is an important 671

direction for future work, and will provide a more 672

holistic picture of LLMs’ social biases. 673
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A List of 16 gender stereotypes954

Table 2 shows the 16 gendered stereotypes investi-955

gated in the GEST dataset, and the number of sam-956

ples included for each stereotype (Pikuliak et al.,957

2024).958

ID Stereotype # samples

W
om

en
ar

e

1 Emotional and irrational 254
2 Gentle, kind, and submissive 215
3 Empathetic and caring 256
4 Neat and diligent 207
5 Social 200
6 Weak 197
7 Beautiful 243

M
en

ar
e

8 Tough and rough 251
9 Self-confident 229
10 Professional 215
11 Rational 231
12 Providers 222
13 Leaders 222
14 Childish 194
15 Sexual 208
16 Strong 221

Table 2: The list of 16 gendered stereotypes investigated
in GEST (Pikuliak et al., 2024).

B Dataset expansion959

B.1 Morphological gender in EuroGEST960

languages961

Table 3 shows how semantic gender is expressed962

morphologically different languages in EuroGEST,963

including pronouns, noun phrases, adjectives and964

verbs.965

B.2 Discarded sentences during dataset966

creation967

Figure 7 shows the proportions of translated sen-968

tences discarded during dataset creation in each969

language, either because the COMET Quality Esti-970

mation score was less than 0.85 or because mascu-971

line and feminine sentence variants differ by more972

than two letters on one word.973

C Human validation974

Evaluation of 100 sentences in all 30 languages cost975

£1,479.00 with a professional translation company.976

This validation study was approved by the Uni-977

versity of Edinburgh School of Informatics Ethics978

Committee, Application 825105.979

C.1 Instructions980

We provided expert translators with the following981

instructions via an excel spreadsheet including the982

Lang. Pronouns Nouns &
articles Adj.s Verbs

ET ✗ ✗ ✗ ✗
FI ✗ ✗ ✗ ✗
HU ✗ ✗ ✗ ✗
TR ✗ ✗ ✗ ✗
EN ✓ ✗ ✗ ✗
DA ✓ ✗ ✗ ✗
NL ✓ ✗ ✗ ✗
GA ✓ ✗ ✗ ✗
SV ✓ ✗ ✗ ✗
NO ✓ ✗ ✗ ✗
EL ✗ ✓ ✓ ✗
DE ✓ ✓ ✗ ✗
ES ✓ ✓ ✓ ✗
FR ✓ ✓ ✓ ✗
GL ✓ ✓ ✓ ✗
PT ✓ ✓ ✓ ✗
RO ✓ ✓ ✓ ✗
IT ✓ ✓ ✓ ✓
CA ✓ ✓ ✓ ✓
BG ✓ ✓ ✓ ✓
HR ✓ ✓ ✓ ✓
CS ✓ ✓ ✓ ✓
LV ✓ ✓ ✓ ✓
LT ✓ ✓ ✓ ✓
MT ✓ ✓ ✓ ✓
PL ✓ ✓ ✓ ✓
RU ✓ ✓ ✓ ✓
SK ✓ ✓ ✓ ✓
SL ✓ ✓ ✓ ✓
UK ✓ ✓ ✓ ✓

Table 3: Parts of speech on which semantic gender is
expressed morphologically in each language in Euro-
GEST dataset.

sentences for evaluation and columns correspond- 983

ing to each question. 984

985

In this study, we are creating a dataset that we 986

can use to investigate systemic gender biases in 987

multilingual large language models (LLMs). To 988

check whether our dataset is usable for model test- 989

ing, we want to evaluate whether our translations 990

are accurate and whether we have labeled them for 991

grammatical gender correctly. You will be given a 992

batch of English first-person sentences translated 993

into your language of expertise. Please answer the 994

following questions for each sentence in the batch. 995

996

Question 1: We would like you to assess the qual- 997

ity of each translation on a continuous scale from 998

1-100, using the quality levels described as follows 999

to guide your assessment: 1000

0: No meaning preserved: Nearly all information 1001

is lost in the translation. 1002

33: Some meaning preserved: Some of the mean- 1003

ing is preserved but significant parts are miss- 1004
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Figure 7: Number of sentences discarded in each language during COMET Quality Estimation filtering or during
gendered minimal pair filtering (for gendered languages only).

ing. The narrative is hard to follow due to1005

errors. Grammar may be poor.1006

66: Most meaning preserved and few grammar1007

mistakes: The translation retains most of the1008

meaning. It may have some grammar mistakes1009

or minor inconsistencies.1010

100: Perfect meaning and grammar: The mean-1011

ing and grammar of the translation is com-1012

pletely consistent with the source.1013

Please evaluate the quality of the entire sentence,1014

not just the parts relevant to gender or grammatical1015

gender.1016

1017

Question 2: We want to know whether it is possi-1018

ble to tell from the sentence grammar whether the1019

speaker of the sentence is a man or a woman.1020

For example, if the English sentence is “I am1021

emotional”:1022

• In Slovak, the translation provided will be1023

either “Som emotívna” (F) or “Som emotívny.”1024

(M). In either case, the answer to this question1025

would be yes, as it’s possible to tell whether1026

it’s a man or a woman from the grammar of1027

the sentence.1028

• In Dutch, the translation will be “Ik ben emo-1029

tioneel”, regardless of whether it is a man or1030

a woman speaking. In this case, the answer to1031

this question would be no, as the grammar of1032

the sentence does not give you enough infor-1033

mation to say whether it is a man or a woman1034

speaking.1035

Please note that for this question, we are not in-1036

terested in whether the content of the sentence is1037

stereotypically masculine or feminine, for example1038

if you think it might be more likely to be some-1039

thing a man or a woman might say. We only want1040

to know whether the morphology or grammar of 1041

the sentence must indicate either a man or a woman 1042

speaker. 1043

For some languages, we expect none of the 1044

sentences to be gendered, and for other languages, 1045

we expect some but not all of them to be gendered. 1046

Select which option is correct using the “yes/no” 1047

dropdown buttons. If you are unsure, please select 1048

“unsure”. 1049

1050

Question 3: If the answer to Question 2 was “yes”, 1051

please indicate whether the sentence corresponds 1052

to a man or a woman subject (or “other”, if 1053

appropriate), using the dropdown options. If the 1054

answer to Question 2 was “no”, you do not need to 1055

answer this question. 1056

1057

Question 4: If you answered “unsure” to Question 1058

2, or if there are any disfluencies or inaccuracies 1059

in the translation that you would like to comment 1060

on (particularly those which might cause confusion 1061

in relation to the gender of the person speaking) 1062

please add a brief comment or analysis of these 1063

errors here. 1064

C.2 Results of human validation task 1065

Figure 8 shows the average scores for validation of 1066

a set of 100 sentences in each language by expert 1067

translators, including both the accuracy ratings via 1068

direct assessment and the number of correct labels 1069

for sentence genders. 1070

C.3 Validated prompt templates in each 1071

language 1072

Table 4 shows the masculine and feminine noun and 1073

pronoun templates in each EuroGEST language. 1074

14



Figure 8: Average accuracy scores for sample of 100 GEST sentences in each EuroGEST language as evaluated by
expert translators, including direct assessment scores (top) and number of correct gender labels (bottom). Averages
across all languages shown with dotted lines.

Language he said she said the man said the woman said
Bulgarian „S“, каза той „S“, каза тя „S“, каза мъжът „S“, каза жената
Catalan "S", va dir ell "S", va dir ella "S", va dir l'home "S",  va dir la dona
Croatian 'S', rekao je 'S', rekla je 'S', rekao je čovjek 'S',  rekla je žena
Czech „S,“ řekl „S,“ řekla „S,“ řekl muž „S,“ řekla žena
Danish "S", sagde han "S", sagde hun "S", sagde manden "S", sagde kvinden
Dutch 'S,' zei hij 'S,' zei ze 'S,' zei de man 'S,' zei de vrouw
Estonian "S," ütles ta "S," ütles ta "S," ütles mees "S," ütles naine
Finnish "S",  hän sanoi "S",  hän sanoi "S",  mies sanoi "S",  nainen sanoi
French « S », a-t-il déclaré « S », a-t-elle déclaré « S », dit l'homme « S », dit la femme
Galician "S" dixo "S" dixo ela "S" dixo o home "S" dixo a muller
German „S“, sagte er „S“, sagte sie „S“, sagte der Mann „S“, sagte die Frau
Greek « S », είπε « S », είπε « S », είπε ο άντρας « S », είπε η γυναίκα
Hungarian „S” – mondta „S” – mondta „S” – mondta a férfi „S” – mondta a nő
Irish 'S,' a dúirt sé 'S,' a dúirt  sí 'S,' a dúirt an fear 'S,' a dúirt an bhean
Italian "S", disse lui "S", disse lei "S", disse l'uomo "S", disse la donna
Latvian "S," viņš teica "S," viņa teica "S,"  vīrietis teica "S," sieviete teica
Lithuanian “S“, pasakė jis “S“, pasakė ji “S“, pasakė vyras “S“, pasakė moteris
Maltese ‘S,’ qal ‘S,’ qalet ‘S,’ qal ir-raġel ‘S,’ qalet il-mara
Norwegian «S,» sa han «S,» sa hun «S,» sa mannen «S,» sa kvinnen
Polish „S” – powiedział „S” – powiedziała „S” – powiedział „S” – powiedział kobieta
Portuguese "S", disse ele "S", disse ela "S", disse o homem "S", disse a mulher
Romanian „S”, spuse el „S”, spuse ea „S”, spuse bărbatul „S”, spuse femeia
Russian «S», — сказал он «S», — сказал онa «S», — сказал мужчина «S», — сказал женщина
Slovak „S,“ povedal „S,“ povedala „S,“ povedal muž „S,“ povedala žena
Slovenian "S," je rekel "S," je rekla "S," je rekel moški "S," je rekla  ženska
Spanish “S”, dijo “S”, dijo “S”, dijo el hombre “S”, dijo la mujer
Swedish "S", sa han "S", sa hon "S", sa mannen "S", sa kvinnan
Turkish "S" dedi "S" dedi Adam, "S" dedi Kadın, "S" dedi
Ukrainian «S», — сказав він «S», — сказав вона «S», — сказав чоловік «S», — сказав жінка

Table 4: Gendered noun and pronoun templates in all languages in EuroGEST tokenised by EuroLLM. Some
languages (grey) have no gendered pronouns, and the Turkish noun templates require sentence-initial nouns in order
to be grammatical, whereas sentence-final templates are usable for all other languages.
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Figure 9: Average stereotype rates of base and instruct models in each language. Stereotype rate of 1.0 is indicative
of no stereotyping.

D Additional results1075

Figure 9 shows the gs rate across all 24 models1076

from six language families on each individual lan-1077

guage.1078
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