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Abstract

We propose a novel K-step return estima-
tion method (called KETCHUP) for Reinforce-
ment Learning(RL)-based knowledge distilla-
tion (KD) in text generation tasks. Our idea is
to induce a K -step return by using the Bellman
Optimality Equation for multiple steps. Theo-
retical analysis shows that this K -step formu-
lation reduces the variance of the gradient esti-
mates, thus leading to improved RL optimiza-
tion especially when the student model size is
large. Empirical evaluation on three text gen-
eration tasks demonstrates that our approach
yields superior performance in both standard
task metrics and large language model (LLM)-
based evaluation. These results suggest that
our K -step return induction offers a promising
direction for enhancing RL-based KD in LLM
research. !

1 Introduction

Knowledge distillation (KD; Hinton et al., 2015)
refers to training a (typically) small student model
from a teacher’s output. KD has been increasingly
important in the LLM era, as larger models achieve
higher performance (Kaplan et al., 2020) but are
more difficult to deploy in low-resource scenarios.

KD approaches can be generally categorized into
two types: intermediate-layer matching and predic-
tion matching. Intermediate-layer matching aims
to match the student’s and teacher’s hidden states,
encouraging the student to mimic the teacher’s be-
havior layer by layer (Sun et al., 2019; Jiao et al.,
2020; Wang et al., 2021). Prediction matching in-
forms the student of the task to solve, typically by
minimizing the divergence of output distributions
(Kim and Rush, 2016; Wen et al., 2023).

Classic KD for text generation suffers from the
exposure bias problem (Bengio et al., 2015), as the
student learns word by word following the teacher’s
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or ground truth’s prefix, without accounting for its
own previous predictions. RL alleviates this issue
by enabling the student to learn through exploration.
Hao et al. (2022) induce a step-wise reward func-
tion from a language model trained in a supervised
way. Building on this, Li et al. (2024) apply RL
to text generation KD, where a student model is
trained by the REINFORCE algorithm (Williams,
1992) maximizing the cumulative reward suggested
by the teacher.

However, REINFORCE is known to suffer from
high variance because it estimates gradient by sam-
pled trajectories (i.e., sequences), which can vary
significantly (Sutton and Barto, 2018). This issue
is further exacerbated in text generation scenarios
due to the large action space (i.e., vocabulary size),
resulting in unstable learning.

In this paper, we propose KETCHUP, a novel
K-step return Estimation TeCHnique to Update
Policy for RL-based knowledge distillation. Our
work is inspired by Li et al. (2024), who derive a
Q-value function from the teacher’s policy (next-
token probabilities) and induce a reward function
based on the Bellman-Optimality Equation (Bell-
man, 1952). We propose to estimate the total re-
ward based on K -step Bellman optimality. Theo-
retical analysis shows that our KETCHUP reduces
the variance of the total reward, thus effectively
mitigating the high variance issue of RL-based text
generation KD.

We evaluated our approach on three text gener-
ation datasets categorized into different domains:
XSum (Narayan et al., 2018) for summarization,
the Europarl corpora (Koehn, 2005) for machine
translation, and GSM8K (Cobbe et al., 2021) for
arithmetic reasoning. Experiments show that our
proposed K ETCHUP consistently achieves an add-
on performance improvement when combined with
the recent KD through the RL method (Li et al.,
2024). We also conduct an empirical analysis to
show that the KETCHUP demonstrates lower vari-
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ance and converges better than Li et al. (2024), i.e.,
achieving a higher return and being more stable.

2 Methodology

2.1 RL Formulation of Text Generation

Text generation can be formulated as an undis-
counted Markov Decision Process (MDP) with tu-
ple (S, A,T,r). The state space S includes all
possible (sub)sequences and each of them is repre-
sented by y; for some time step ¢; notice that text
generation may also depend on an input sequence,
which is omitted here. The action a; € A at step
t corresponds to the next token y; from the vocab-
ulary V. The state transition T' is a deterministic
process in text generation, as sy 1 is essentially the
concatenation of s; and the newly generated word
at. The reward function r : § x A — R provides
feedback based on (s, a;). The goal of RL is to
find a policy (distribution over actions) to maximize
the expected return (cumulative rewards).

A key challenge in applying RL to text genera-
tion is the lack of well-defined step-wise reward
functions. To address this, Hao et al. (2022) and Li
et al. (2024) assume that a language model gener-
ates the next word from a Boltzmann distribution
based on the Q-value function,” given by

exp(q(s a)) 0

> exp(a(s, a’))’

Due to the shared formula, a language model’s
pre-softmax logit can be viewed as the Q-value
function, and with the Bellman optimality equa-
tion (Bellman, 1952), a step-wise reward function
can be induced by

7TLM(CL ‘ 8) =

r(se, ar) = q(s¢,a;) — maxq(sgr1,a’).  (2)
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Then, the goal of RL for text generation KD is to
optimize the student’s policy, denoted by 7y, to
maximize the expected cumulative reward:

T
J(0) = Eq, [Z r(st, at)] : 3)

t=1

The REINFORCE algorithm (Williams, 1992) is a
policy gradient method, which is widely used for

’The Q-value function estimates the expected return (cu-
mulative reward) of taking action a in state s and then fol-
lowing a given policy thereafter, defined by ¢~(s,a) =
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RL in NLP (Hao et al., 2022; Li et al., 2024).
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where G = ZiT:t 7(si, a;) is a cumulative reward
(i.e., return) from step ¢, and the expectation is
approximated by Monte Carlo samples from the
distribution 7y.

2.2 Our KETCHUP Method

In this work, we address RL-based KD and pro-
pose to refine the learning signal G; in Eqn. (4)
by extending the one-step reward induction to K
steps, which alleviates the high variance issue of
RL. The key idea is to apply the Bellman optimal-
ity equation for multiple steps, therefore directly
connecting the Q-values at the current state with
those of a future state.

We begin by considering the sum of rewards in
Eqn. (2) over K consecutive steps starting from
step t, denoted by Gty k:

K-1
Grerii= Y 7(Styi, Grri)
i=0
K-1
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P a’eA
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where Eqn. (5) assumes that an optimal action
(riit1 = argmaxgeq q(st+i+1, a’) is taken.
However, a student’s policy may not be optimal;
therefore, Eqn. (5) becomes an approximation, de-
noted by C’tH K

Gt:tﬂ( = (I(St, at) — max Q(§t+K7 a’) (6)
a’eA

where $;4 i is the state at the (¢ + K )th step after
following the student’s policy. This is a reasonable
approximation because, in KD, a student is usually
pretrained in a meaningful way (Turc et al., 2019;
Lee et al., 2023; Kim et al., 2024) and the approxi-
mation will be more accurate as the optimization
proceeds.

Building upon the K-step reward formula-
tion, we can obtain an approximate return
Gy by considering intervals of K steps, i.e.,



Algorithm 1 KETCHUP

Input: Non-parallel dataset D; teacher Q-value
function g : S X A — R; student policy 7y with
initial parameters 6; segment length K; learning
rate 77; maximum rollout length 7"; number of
iterations U

Output: Trained student policy my

for j < 1to U do
Sample a source sentence x € D

Set the initial state sy < X
Generate a trajectory 7 = {(so, ap), (s1,a1)
, ..., (sT,ar)} by sampling from 7y
Initialize gradient accumulator: g <— 0
fort < T'to O do
if t =T then
| Gr « q(sr,ar)
elseif I' — ¢t < k then

‘ Gt — [Q(Styat) — H}gﬁ q(5t+1,a/)] +ét+1

else

‘ Gy + [Q(Suaz)*ﬂ}gﬁ Q(St+K7a/)]+ét+K

end
g g+ G Vologm(as | 5)
end
0—0+ng
end
return 7y
Gt:t—l—Ka GAt—&—K:t—&—ZKa LR Formally, we have
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which will be used in our RL-based generation KD.

In particular, the student’s policy is used to sam-
ple a sequence of actions (i.e., output words). Then,
the sequence is fed to the teacher model, which
evaluates the sequence by Eqn. (7). Finally, we
follow the policy gradient formula, but use the ap-
proximate return for the update:

T
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where G, is our approximate return defined in
Eqn. (7). The process is shown in Algorithm 1.

2.3 Bias and Variance Analysis

Although the REINFORCE algorithm (Williams,
1992) estimates gradients in an unbiased way, it is
known to be noisy and prone to high variance in the
gradient estimation, which may lead to instability
in learning (Greensmith et al., 2004; Mnih et al.,
2016; Bjorck et al., 2022).

A standard method to mitigate this issue is to
subtract a baseline term b; from the actual return:

Gy =Gy —by. €)

For example, the average return over a batch
(Rosenberg, 2021) is commonly used as the base-
line term to stabilize the REINFORCE algorithm.
Our KETCHUP approach is a variant of REIN-
FORCE with baseline. This can be seen by examin-
ing the difference between the actual return G and
our approximate return Gy. In our KD application,
the actual return G; is given by accumulating the
reward defined in Eqn. (2). In other words, we have

T
Gy = Z<Q(5t+iu atti) — g}gﬁ q(St+i+1, a/)>-
i=0
(10)

Combining Eqns. (7), (9), and (10), we can inter-
pret our approximate return G; as introducing a
baseline term with the following form

T-1
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)} "Unlike conventional, policy-independent base-
lines (Sutton and Barto, 2018; Rosenberg, 2021),
our baseline depends on the selected actions and
thus introduces bias into the expected return esti-
mation. However, our approach can alleviate the
high variance issue of REINFORCE with mild as-
sumptions, as shown by the following theorem.

Theorem 1 (Variance Reduction via K-Step Re-
turn). Let G be the actual return and G’t be the
K -step approximate return for some sequences
sampled from the student policy w. Assuming that
the state—action—reward tuples (s¢, as, ) are iid
drawn at different steps, we have:

Var[Gy] < Var[Gy]. (12)

Proof. See Appendix A. O



The iid assumption is reasonable and widely
adopted in theoretical RL research (Kearns and
Singh, 2000; Bhandari et al., 2018; Xu et al., 2020),
because in many environments the dependencies
decay rapidly and correlation is further weakened
when a large batch of samples are considered.

Overall, Theorem 1, along with the derivations
in Appendix A, indicates that our KETCHUP al-
leviates variance at a power rate as K increases.
Although this method introduces a bias term in
the gradient estimation, the bias is effectively mit-
igated: it diminishes for smaller values of K and
converges to zero as the student policy becomes
more optimal. Detailed bias analysis is given in
Appendix B. Such a trade-off is wildly applied in
existing RL literature, as seen in Temporal Dif-
ference (TD) learning (Sutton, 1988), Actor—Critic
algorithms (Konda and Tsitsiklis, 1999; Mnih et al.,
2016), and Deep Q-Network (DQN; Mnih et al.,
2015).

3 Experiments

In this section, we present the empirical evaluation
and analysis of our proposed KETCHUP. We be-
gin by describing the datasets, baseline methods,
and implementation details, followed by the main
results and detailed analyses.

3.1 Settings

Tasks, Datasets, and Metrics. We evaluate our

approach on various text generation tasks that are

frequently considered in previous literature (Maruf

et al., 2018; Magister et al., 2023; Wen et al., 2023;

Touvron et al., 2023; Biderman et al., 2024; Wang

et al., 2024).

e XSum Summarization. The Extreme Summa-
rization (XSum) is a challenging dataset for
text summarization introduced by Narayan
et al. (2018), where the summaries are highly
abstractive as they emphasize key ideas with
novel wordings. The dataset consists of approxi-
mately 226,000 BBC articles paired with single-
sentence summaries. We employ ROUGE (Lin,
2004) as the primary metric, which is common
practice in summarization (Ravaut et al., 2024;
Van Veen et al., 2024; Agarwal et al., 2025).

e Europarl EN-NL Translation. Europarl
(Koehn, 2005) is a high-quality, multilingual par-
allel corpus extracted from European Parliament
proceedings. Its texts are professionally pro-
duced and carefully aligned, ensuring reliable,

well-edited data. We choose English-to-Dutch,
a relatively low-resource translation direction,
to facilitate our distillation experiments. We
report the BLEU score (Papineni et al., 2002),
character-level F score (chrF, Popovié, 2015),
and translation edit rate (TER, Snover et al.,
2006), following the standard evaluation in ma-
chine translation (Barrault et al., 2019; Hrabal
et al., 2024).

e GSMS8SK Reasoning. Grade School Math
8K (GSMB8K, Cobbe et al., 2021) is a popular
dataset consisting of around 8,000 grade school-
level math problems with detailed step-by-step
solutions. It is designed to evaluate a model’s
abilities in mathematical reasoning and multi-
step problem-solving. The standard evaluation
metric for GSM8K is solution accuracy (Wang
et al., 2024; Setlur et al., 2025), which is adopted
in our experiments.

We employ the standard training, validation, and
test splits for XSUM (Narayan et al., 2018) and
Europarl (Koehn, 2005). For GSM8K, the standard
split comprises only training and test sets (Cobbe
et al., 2021). We adopt the open-source split pro-
vided by Wang et al. (2024), where the validation
set is constructed by randomly selecting examples
from the original training data.

Implementation Details. In our KD, the teacher
is the 3B-parameter FLAN-T5-XL model (Chung
et al., 2024), which shares the same architecture
as prior work (Li et al., 2024). For the summariza-
tion task, we directly prompt FLAN-T5-XL as it
has already been instruction-finetuned for summa-
rization. On the other tasks, FLAN-T5-XL yields
subpar performance if prompted directly; we fine-
tune the model as the teacher, which is commonly
practiced in KD research (De Gibert et al., 2024;
Setiawan, 2024; Ye et al., 2025).

The student uses the 250M-parameter T5-base
model Raffel et al. (2020), which is consistent with
the configuration in Wen et al. (2023) and Li et al.
(2024).

Following previous KD studies (Wen et al., 2023;
Li et al., 2024), we perform pre-distillation, where
the student is pretrained by the cross-entropy loss
based on the teacher’s outputs. This ensures a
meaningful initialization of the student model and
enables effective exploration for reinforcement
learning. Notice that text generation has a much
larger state—action space than a typical RL envi-
ronment such as Atari games (Mnih et al., 2015).
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Figure 1: Average predicted return vs Approaches.

The student performs greedy action selection when
generating a sequence. Our return induction builds
upon K-step Bellman optimality equations, and
the hyperparameter K is critical in our framework.
We report performance for K € {2,4,8,16} in our
experiments.

Competing Methods. We compare our
KETCHUP against both divergence-based and
RL-based text generation KD:

* SeqKD (Kim and Rush, 2016). This is a clas-
sic method where the student maximizes like-
lihood of teacher-generated sequences.

KL Distillation (Hinton et al., 2015). It mini-

mizes the Kullback-Leibler (KL) divergence

between student and teacher distributions. No-
tice that SeqKD is a hard version of KL distil-
lation.

JS Distillation (Wen et al., 2023). Jensen—

Shannon (JS) divergence is a symmetric di-

vergence that overcomes the over-smoothing

problem of KL divergence (Wei et al., 2019;

Wen et al., 2023).

¢ TVD Distillation (Wen et al., 2023). The
Total Variation Distance (TVD) is another
symmetric divergence and is shown to outper-
form other methods (Wen et al., 2023). Such
a method is also explored in Agarwal et al.
(2024) with a tunable ratio between the two
terms of TVD.

e LLMR (Li et al., 2024). In this method, a
reward function is induced from a teacher lan-
guage model by one-step Bellman optimal-
ity (Hao et al., 2022). Then, the student model
is trained by RL towards the induced reward.

Since our approach reduces the variance of RL, we
consider alternative variance reduction techniques
under the LLMR framework:
* LLMR + Mean Baseline. Using the average
reward in a batch as a baseline is commonly
used for stabilizing RL training (Sutton and

Barto, 2018).

* LLMR + Min-Variance Baseline. This is
an advanced variant that is shown to be theo-
retically optimal when the baseline is derived
from batch data (Rosenberg, 2021).

For a fair comparison, we apply the same set-
tings in Section 3.1 (when applicable) to the com-
peting methods as we do to our approach. Specifi-
cally, all methods adopt pre-distillation to ensure a
meaningful student initialization, and all RL meth-
ods use the same action selection procedure.

3.2 Main Results

As mentioned in Section 2.2, the primary advan-
tage of our K ETCHUP is its enhanced RL optimiza-
tion compared with classic REINFORCE. In this
part, we will first show that our approach indeed
achieves a higher return (cumulative reward) in
RL. Then, we will show that our approach leads to
improved performance in NLP tasks.

Returnin RL. The goal of RL is to learn a policy
maximizing the cumulative reward, also known as
the return. Therefore, we may use it to evaluate the
outcome of RL training.

Figure 1 shows the return score that is defined
in Eqn. (10), where the return is averaged over
different test samples, using various RL methods
in the three NLP tasks. As seen, our KX ETCHUP
consistently achieves a higher average return than
competing approaches across all the tasks. This in-
dicates that our KETCHUP learns a superior policy
in terms of the return, which is precisely the RL
objective.

In addition, we observe that an increased K
may not necessarily improve the return. This is
because our KETCHUP introduces bias despite its
reduced variance (Section 2.3). Therefore, a trade-
off should be sought when choosing the K value.

NLP Task Performance. Table 1 presents the
results of our approach in terms of text generation



Model XSum Europarl EN-NL GSMSK
ROUGE-1T ROUGE-2T ROUGE-L'T | BLEU4T chrFT TERY | Accuracy(%)"
Teacher 41.32 18.86 33.79 2536 5111  63.17 40.71
Student 19.60 3.19 13.72 095  24.80 100.21 0.00
SeqKD (Kim and Rush, 2016) 33.54 11.90 26.67 22.09 4833 66.18 20.02
KL (Hinton et al., 2015) 34.36 12.86 27.38 2235 4858 65.93 23.96
JS (Wen et al., 2023) 34.87 13.18 27.84 22.55 4871 65.74 24.72
TVD (Wen et al., 2023) 35.17 13.30 28.10 22.63  48.66 65.79 24.94
Distilled LLMR (Li et al., 2024) 35.54 13.70 28.56 2272 49.04 65.38 25.21
Student | LLMR + Mean baseline 35.60 13.76 28.64 22.67 49.03 65.39 25.39
LLMR + Min-Var baseline 35.59 13.78 28.66 22.70 4897 65.55 25.10
KETCHUP (K = 2) 36.03 13.95 28.89 2293 4925 65.15 25.32
KETCHUP (K = 4) 35.96 13.96 28.87 22.93 4921 6521 25.40
KETCHUP (K = 8) 35.68 13.88 28.76 2295 4923 6520 25.71
KETCHUP (K = 16) 35.31 13.68 28.51 22.94 4924 65.18 25.47

Table 1: Main results on XSum, Europarl EN-NL, and GSM8K datasets. The best student result is in bold. T/4The
higher/lower, the better. We prompt the teacher and off-the-shelf student in a zero-shot manner to gain the first
two rows. We select the best checkpoint based on the performance of the held-out validation set and report the
performance of these checkpoints on the test set for all distilled students.

performance.

We first examine the performance of directly
prompting the teacher and the non-distilled student
model in a zero-shot manner, offering empirical
lower and upper bounds for the KD process. Note
that the bounds are not theoretically guaranteed;
instead, KD is empirically expected to improve
the student’s performance but may still underper-
form the teacher, especially when the student is
small. In our setup, the student is a T5-base model,
which does not yield reasonable performance when
prompted directly.

We then consider divergence-based distillation
methods, including SeqKD and KL/JS/TVD distil-
lations. As seen from the table, symmetric meth-
ods (JS, TVD)—which involve both exploitation
of teacher predictions and exploration based on
student predictions—tend to surpass asymmetric
methods (SeqKD, KL), where the student follows
teacher predictions without any exploration. The
results are consistent with previous findings (Wen
et al., 2023; Agarwal et al., 2024).

Next, we evaluate LLMR (Li et al., 2024), a
text generation KD approach using REINFORCE.
Results show that LLMR provides certain perfor-
mance gain over non-RL KD methods, which is
likely stemmed from the student’s self-exploration,
aligning with the observations in Li et al. (2024)
and other recent RL-based text generation research
(Ouyang et al., 2022; Liu et al., 2024; DeepSeek-Al
et al., 2025).

To mitigate the high variance of REINFORCE in
LLMR, we incorporate classic RL baseline terms
(mean baseline and min-variance baseline) that are

estimated from batch data. However, these methods
are not effective in our scenario, as text generation
has a very large state—action space, which makes
the generated outputs in a batch less representative
and the baseline term less useful.

By contrast, our KETCHUP employs a novel
baseline formulation that largely reduces the vari-
ance of RL (Theorem 1) and improves RL optimiza-
tion (Figure 1). Consequently, it delivers a note-
worthy add-on performance gain on top of LLMR
across three text generation tasks.

In the experiment, we also observe that a mod-
erate K between 2 to 8 leads to the highest NLP
performance, which is consistent with the return
analysis in Figure 1. It is also noticed that RL
return and NLP performance are not perfectly cor-
related, as the induced reward may not fully reflect
the task metric such as BLEU and ROUGE scores,
which is also known as reward hacking (Amodei
et al., 2016; Hao et al., 2022; Ouyang et al., 2022).

Summary. Our main results show that the pro-
posed KETCHUP (with a moderate K') improves
RL optimization, which is generally translated to
higher performance in various NLP tasks.

3.3 In-Depth Analyses

Variance and bias analysis. As shown by the
theoretical analysis in Section 2.3, our approach
provides a bias—variance trade-off by largely reduc-
ing the variance, although introducing a bias term.
We empirically verify them in this analysis.
Figure 2a shows the variance of the K -step re-
turn, where we sample 32 outputs for a given input
and use Eqn. (20) to estimate the variance of return;
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Figure 2: Variance and bias with different K values.

the variance is further averaged over 10K input sam-
ples. For the bias, we use Eqn. (25) for empirical
estimation, and the results are shown in Figure 2b.
We choose the value of K from {1,2,4,8,16} to
see the trends. Note that K = 1 corresponds to
the competing approach LLMR (Li et al., 2024).
In addition, we examine the impact of the initial
student policy by considering students with various
KL divergence levels from the teacher policy: a
smaller KL divergence indicates that the student
and teacher are more resemblant.

We observe that the variance decreases drasti-
cally as K increases, while the bias term increases
steadily. The observations align with our theoret-
ical analysis in Section 2.3 and Appendix B, sug-
gesting the need for seeking a moderate K value to
balance bias and variance.?

We also observe that when the student policy
is initialized closer to the teacher policy (i.e., a
smaller KL divergence), our K ETCHUP generally
demonstrates lower bias and variance. The bias
reduction is predicted by our theoretical analysis
in Appendix B, whereas the variance reduction
is an empirical observation. Overall, the results
demonstrate that pre-distillation is important to RL
training for text generation, which is consistent
with previous work (Ouyang et al., 2022; Li et al.,
2024; DeepSeek-Al et al., 2025).

Model Size. We analyze RL-based KD ap-
proaches with different student sizes. Figure 3
presents the learning curves for student models ini-
tialized from T5-small (77M parameters), T5-base
(250M parameters), and T5-large (800M parame-
ters) using our K -step approach and the competing
LLMR approach.

30ur bias—variance trade-off is different from that in a
regression analysis (Hastie et al., 2009; Vapnik, 2013), where
the total squared error is the sum of variance and squared bias,
plus an irreducible noise. By contrast, the variance of return
affects the smoothness of RL training, while bias affects the
optimum quality (if converging); their total effect is not given
by a simple addition.

Dataset Method Overall Informativeness Coherence
TVD 67.50% 68.15% 65.90%

XSum LLMR 69.95% 70.55% 66.30%
KETCHUP 73.50% 73.90 % 70.40%
TVD 53.80% 54.15% 54.85%

EN-NL LLMR 56.45% 55.85% 56.30%
KETCHUP 58.85% 57.95% 58.45%

Table 2: LLM-based evaluation on the summarization
and translation tasks. EN-NL refers to Europarl EN-NL
dataset. We show the winning rates of each method over
the KL distillation baseline in terms of overall quality,
informativeness, and coherence.

As seen from the learning curves in Figure 3, the
LLMR approach exhibits notable instability during
RL training as the model size increases, especially
when scaling to T5-large. Such a phenomenon is
also reported in the RL literature: a large network
is prone to overfit the limited sampled outputs, con-
sequently leading to unstable performance on test
data (Henderson et al., 2018; Cobbe et al., 2019).

On the contrary, our KETCHUP largely alleviates
this issue by reducing the variance, which stabilizes
the learning curves. Overall, our method achieves
smoother training and higher performance with all
model sizes, compared with the LLMR approach.

LLM Evaluation. We conduct an LLM eval-
uation as a surrogate of human evaluation, as
classic NLP metrics (such as ROUGE and
BLEU) may not fully reflect the quality of
generated text. Specifically, we prompt the
Qwen2.5-72B-Instruct (Qwen et al., 2025) LLM
to conduct a pairwise evaluation of system outputs,
against the commonly used KL distillation. We
select TVD, LLMR, and our KETCHUP from Ta-
ble 1 as the competitors, as pairwise evaluation is
expensive. Our LLM evaluation considers multiple
criteria, including overall quality, informativeness,
and coherence. For each comparison, we query
the LLM four times by swapping the two candi-
dates and their IDs (namely, A and B), as LLM is
prone to ID bias (Zheng et al., 2023) and positional
bias (Shen et al., 2023). The detailed prompts are
presented in Appendix D.

Table 2 shows the results of the LLM evaluation.
We observe that our KETCHUP achieves the best
winning rate in terms of all criteria (overall quality,
informativeness, and coherence) on both datasets.
These compelling results are consistent with the tra-
ditional task metrics in Table 1 and further demon-
strate the effectiveness of our KETCHUP.
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Figure 3: Learning curves with different K values and model sizes, where the z-axis is the number of training steps.

4 Related Work

Knowledge Distillation. The foundation of KD
is laid by Bucilua et al. (2006), who performs KD
by aligning the logits of the student with those
of a teacher through squared error minimization.
This framework is extended by Hinton et al. (2015),
who propose to use KL divergence to match the
output probability distributions of the teacher and
student. Kim and Rush (2016) extend KD to the
sequence level for auto-regressive models, and Wen
et al. (2023) further propose a general framework
of f-divergence minimization to mitigate the mode
averaging and collapsing issues. These divergence-
based KD approaches heavily rely on imitation of
the teacher’s predictions, neglecting the student’s
active exploration during learning.

Reinforcement Learning for Text Generation.
Reinforcement learning (RL) offers a framework
that enables a language model to explore during
training. A key challenge in RL-based text genera-
tion lies in designing reward signals. Early efforts
by Wu et al. (2018) employ task-specific metrics
(e.g., BLEU for machine translation) as rewards,
while Ouyang et al. (2022) leverage human pref-
erence data to train discriminative reward models.
However, such methods require human engineering
or human annotation.

Bridging RL and text generation KD. Recent
work has sought to combine RL and KD by deriv-
ing rewards from teacher models. Hao et al. (2022)
interpret a supervised-trained language model’s pre-
softmax logits as Q-values, deriving a step-wise
reward function via Bellman Optimality equation,
which alleviates the sparse reward issue commonly
existing in other RL text generation scenarios (Wu
et al., 2018; Ouyang et al., 2022). Building on this,
Li et al. (2024) extend this approach to KD set-
tings, where they induce a reward function from a
large language model (serves as a teacher) and train
a student model to maximize the teacher-induced
cumulative reward. However, RL is known to suf-

fer from high variance, and our paper proposes
KETCHUP that largely reduces the variance of RL
training.

Variance Reduction in RL. REINFORCE with
baseline (Sutton and Barto, 2018; Rosenberg, 2021)
mitigates the high variance issue by subtracting
a baseline term derived from batch data. Actor—
Critic methods (Konda and Tsitsiklis, 1999; Mnih
et al., 2016) address this by learning a value func-
tion (critic) as the baseline term, but the inaccurate
value estimates from the critic can lead to harmful
updates in the actor’s policy, while a poor deci-
sion by the actor can adversely affect the critic’s
learning. This often results in divergence of RL
training (Bhatnagar et al., 2007; Fujimoto et al.,
2018; Parisi et al., 2019). Recent RL work for
large language models avoids learning a critic as
the baseline term (DeepSeek-Al et al., 2025). Our
KETCHUP exploits the mathematical structure of
LM-induced rewards to derive a principled base-
line for variance reduction, without learning an
auxiliary neural network like a critic.

Another line of studies develops conservative
policy optimization techniques like TRPO (Schul-
man et al., 2015) and PPO (Schulman et al., 2017),
which constrain policy updates to prevent insta-
bility. Our work of estimating K -step return is
compatible with this line of research. This goes
beyond the scope of our paper, but can be explored
in future work.

5 Conclusion

In this paper, we introduce K ETCHUP, a K -step re-
turn induction framework for reinforcement learn-
ing for knowledge distillation in the text generation
domain. Compared with conventional RL methods,
our approach effectively reduces gradient variance,
shown by both theoretical and empirical analyses.
Extensive experiments across diverse text genera-
tion tasks verify that our approach improves RL
training and boosts NLP task performance.




Limitations

While our work demonstrates both theoretical
depth and empirical effectiveness, it is not without
limitations. First, our RL-based knowledge distilla-
tion optimizes an induced reward function, which
may not fully align with the NLP task (Ouyang
etal., 2022; Pan et al., 2022; Gao et al., 2023). Nev-
ertheless, our experiments support the claim that a
better RL optimization generally leads to improved
NLP metrics, as shown in Table 1. Also, traditional
NLP metrics (such as ROUGE and BLEU scores)
may not fully reflect human judgment. Therefore,
we have also conducted LLM evaluation as a surro-
gate of human studies (Chiang and Lee, 2023; Liu
et al., 2023; Lin and Chen, 2023), during which we
have carefully eliminated the bias of LLMs (Zheng
et al., 2023; Shen et al., 2023).
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A Proof of Theorem 1

Using K -step returns as a learning signal to learn a student policy 7 guarantees reduced variance in return
estimation compared to the full trajectory return, i.e., Var|G;] < Var|[G,]. (Detailed in Theorem 1).

Proof. We denote the variance of ¢(s, a) and max,¢ 4 q(s,a’) as:

0% 4 = Varsa[q(s,a)], (13)
0% = Var, [ma;l( q(s, a')] (14)
a'e

We first decompose the variance of the actual return Gi:

T—t
Var|Gy] = Var [ > e } [definition of Gy] (15)
i=0
T—t
- Var [q(8t+i, Apti) — ma;l( q(St4it1, a’)} [iid assumption] (16)
a'e
i=0
T—t
— Z (Var [q(St4i, ar4i)] + Var [maic q(sirit1, a')]) [iid assumption] (17)
a'e
i=0
T—t
Y (ohatod) as)
i=0
=(T—t+1)(c%4+0%). (19)

Next, we decompose the variance of our K -step approximate return Gy:

| 5]
VarlGi] = Var | 3~ (a(stirs artax) — max q(swﬂ)k,a’))] [by Eqn. (] (20)
=0
|5
= Var [Q(Stﬂ'k, Attik) — max g (St4(i+1)k> Gl)} [iid assumption]  (21)
=0
15
= Z (Var [q(St+ik, aryin)] + Var [glgﬁ q(Si4(i+1)k> a/)]) [iid assumption]  (22)
=0
5
= (U‘%,A + 0'%‘) (23)
=0
T—t
- ([ 03, o

Comparing Eqns. (19) and (24), we immediately have Var[G,] < Var|G,], completing the proof. [
B Bias Analysis

In this section, we analyze the bias introduced by using the K -step return Gy in place of the actual return
G. Recall that they differ by a baseline term shown in Eqns. (9) and (11), and this discrepancy introduces
bias in the return estimation:

T-1
bias of return = Er, [(Gt - Gt)} =Er, Z [Q(5t+Ki+1a A4 Kitl) — max q(St1Kit1s a/)}]
120 (mod k)

(25)

13



gradient estimation:
bias of gradient = E, [(@t — G¢)Vglogmg(ay | st)} =E,, [—tiQ log g (ay | st)} (26)

We show below that a smaller value of K reduces bias, providing a bias-variance tradeoff for REIN-
FORCE. Further, we will show that the bias converges to zero as the student policy becomes more optimal,
assuming all Q-values are distinct.

Bias Reduction with Smaller K. The baseline term defined in Eqn. (11) is given by

T—1
by = [q(st+m+1, a4 Kit1) — max q(St+Kit15 a’)} : (27)
=0
1#0 7(mod k)
Since
q(St4+Kit1, O+ Kit1) — max q(sipriv1,a’) <0, (28)

a smaller K reduced the number of terms in the summation. This decreases |b;|, which in turn decreases
the magnitude of the gradient bias in Eqn. (26).

Bias Convergence to Zero. Suppose the student policy is optimal, i.e., greedy with respect to the
teacher’s Q-value function ¢(s, a), given by

ai4i = argmax q(sq4i,a’). (29)
a’'eA
It is easy to see from Eqn. (27) that b; = 0, implying that
E., [tiQ log mg(az | 5)| = 0. (30)
Suppose the Q-values for different actions are distinct (in which case argmax is continuous), the result

further suggests that the bias term would converge to zero, if the student policy is closer to optimal during
training.
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o - # of Samples
Dataset Task Train Dev Test
XSum (Narayan et al., 2018) Summarization 202,926 11,332 11,333
Europarl EN-NL (Koehn, 2005) | Machine Translation | 1,167,808 10,014 10,016
GSMSK (Cobbe et al., 2021) Arithmetic reasoning 6,705 768 1,319

Table 3: Statistics of our datasets.

C Experimental setting Details

Training settings: we used the AdamW opti-
mizer (Loshchilov and Hutter, 2019) with default
hyperparameters 8 = (0.9,0.999) on these three
datasets. We chose a small batch size of 8 to fit
the student. The learning rate is set as 3e~>. All
student models were trained for 5 epochs for pre-
distillation and another 2 epochs for each advanced
distilling method (i.e. JSD and TVD).

For further RL-based training, we kept using the
same AdamW optimizer with default hyperparam-
eters, as well as the batch size of 8, and we set the
learning rate to le~°. Hyperparameter details for
RL-based training is shown in Table 4 & 5.

Inference settings: We follow previous work
and use greedy decoding consistently for all distil-
lations in three datasets.

It should also be noted that in the arithmetic

Hyperparameter Value

Training Epochs 10

Train Batch size 8

Eval Batch size 32

Optimizer AdamW

Grad Accumulation Steps 32

Eval Split Test

Reward Clip Range [-100, 100]

Dropout 0.0

Learning Rate (LR) 0.00001

Max Input Length 1024 (Xsum) / 80 (Europarl EN-NL)
Max Output Length 64 (Xsum) / 80 (Europarl EN-NL)
Evaluation Greedy

Table 4: Hyperparameter Details for experiments on
Xsum and Europarl EN-NL.

Hyperparameter Value
Training Epochs 5

Train Batch size 8

Eval Batch size 32
Optimizer AdamW
Grad Accumulation Steps 4

Eval Split Test
Reward Clip Range [-100, 100]
Dropout 0.0
Learning Rate (LR) 0.00001
Max Input Length 200
Max Output Length 300
Evaluation Greedy

Table 5: Hyperparameter Details for experiments on
GSMSK.
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reasoning task, we follow Wang et al. (2024) and
integrate an external calculator into the decoding
process of both teacher and student models, which
largely improves the models’ performance. More
implementation details can be found in Section 3.2
in Wang et al. (2024).

D Prompts templates for LLM
Evaluation

Table 6 and Table 7 present our prompts template
for LLM evaluation on the summarization task and
machine translation task, respectively.

Please evaluate the overall quality of the following summaries given the document.

Evaluation Criteria:
Overall Quality: A good summary should be both precise and concise, summarizing the most important points in the given document,
without including unimportant or irrelevant details

Document: [Source]
Summary [ID1]: [Summary-A]
Summary [ID2]: [Summary-B]

FIRST, provide a one-sentence comparison of the two summaries for overall quality, explaining which you prefer and why.
SECOND, on a new line, state only the ID to indicate your choice. Your response should use the format:
Overall Quality c ison and

Preferred: <summary ID>

Please evaluate the informativeness of the following summaries given the document

Evaluation Criteria;
Informativeness: Does it include the most important details while excluding irrelevant content?

Document: [Source]
Summary [ID1]: [Summary-A]
Summary [ID2]: [Summary-B]

FIRST, provide a one-sentence comparison of the two summaries for informativenss, explaining which you prefer and why.
SECOND, on a new line, state only the ID to indicate your choice. Your response should use the format
c and

Preferred: <summary ID>

Please evaluate the coherence of the following summaries given the document

Evaluation Criteria:
Coherence: Is the summary logically structured and easy to follow?

Document: [Source]
Summary [ID1]: [Summary-A]
Summary [ID2]: [Summary-B]

FIRST, provide a one-sentence comparison of the two summaries for coherence, explaining which you prefer and why
SECOND, on a new line, state only the ID to indicate your choice. Your response should use the format;

and

Preferred: <summary ID>

Table 6: Prompt templates for LLM evaluation on the
summarization task in terms of overall quality, informa-
tiveness, and coherence. Here, “Source” is the docu-
ment to be summarized. The choices of IDs are “A” and
“B”; “Summary-A” and “Summary-B” are replaced
with model-generated texts. Since LLMs are not robust
to ID and order (Zheng et al., 2023; Shen et al., 2023),
we enumerate different combinations for a given pair,
resulting in four LLM queries.

E Results on more models

KD studies on seq2seq tasks have largely centred
on encoder-decoder structures such as T5 (Raffel
et al., 2020; Chung et al., 2024) and BART (Lewis
et al., 2020) models (Wen et al., 2023; Li et al.,
2024; Agarwal et al., 2024; Jung et al., 2024; Wang
et al., 2025). To answer reviewers’ likely question
about KETCHUP’s behaviour on recent popular
decoder-only architectures, we also applied it to
the Qwenl.5 model series (Qwen-Team, 2024)
and report the results in Table 8.



Please evaluate the overall quality of the following translations from English to Dutch.

Evaluation Criteria:
Overall Quality: A good translation should: 1) faithfully reflect the meaning of the source text; 2) avoid adding unnecessary or irrelevant
details. 3) use natural and fluent Dutch.

Source: [Source]
Translation [ID1]: [Translation-A]
Translation [ID2]: [Translation-B]

FIRST, provide a one-s of the two trans for overall quality, explaining which you prefer and why.
SECOND, on a new line, state only the ID to indicate your choice. Your response should use the format:

Overall Quality: <one-sentence comparison and explanation>

Preferred: <translation ID>

Please evaluate the informativeness of the following translations from English to Dutch.

Evaluation Criteria:
Informativeness: Does the translation preserve all key information without adding irrelevant details?

Source: [Source]
Translation [ID1]: [Translation-A]
Translation [ID2]: [Translation-B]

FIRST, provide a one-s of the two translations for inf explaining which you prefer and why.
SECOND, on a new line, state only the ID to indicate your choice. Your response should use the format:
e-sentence and

Preferred: <translation ID>

Please evaluate the coherence of the following translations from English to Dutch.

Evaluation Criteria:
Coherence: Is the translation fluent, logically structured, and easy to understand in Dutch?

Source: [Source]
Translation [ID1]: [Translation-A]
‘Translation [ID2]: [Translation-B]

FIRST, provide a one-sentence comparison of the two translations for coherence, explaining which you prefer and why.
SECOND, on a new line, state only the ID to indicate your choice. Your response should use the format:
c and

Preferred: <translation ID>

Table 7: Prompt templates for LLM evaluation on the
machine translation task in terms of overall quality, in-
formativeness, and coherence. Here, “Source” is the
source sentence to be translated. The choices of IDs are
“A” and “B”’; “Translation-A” and “Translation-B” are
replaced with model-generated texts. We still enumerate
different combinations for a given pair, resulting in four
LLM queries.

Model XSum (ROUGE-17) | Europarl (BLEU47) | GSMS8K (Acc. (%) 1)
Teacher (Qwen1.5-4B) 38.15 21.32 42.08
Student (Qwen1.5-0.5B) 8.80 0.02 0.00
KL (Hinton et al., 2015) 31.29 15.76 26.31
TVD (Wen et al., 2023) 31.18 16.22 26.99
LLMR (Li et al., 2024) 31.61 15.90 27.29
KETCHUP 32.28 16.46 28.13

Table 8: Distillation results on XSum, Europarl EN-NL,
and GSMSK using Qwenl.5 models. Higher 1 is better.
The best K values are 2, 2, and 16 for the three datasets,
respectively.
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