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Abstract

Large language models (LLMs) have demon-
strated remarkable performance in the legal
domain, with GPT-4 even passing the uniform
bar exam. However their efficacy remains lim-
ited for non-standardized tasks and tasks in lan-
guages other than English. This underscores
the need for careful evaluation of LLMs within
each legal system before application. Here, we
introduce KBL, a benchmark for assessing the
Korean legal language understanding of LLMs,
consisting of (1) 7 legal knowledge tasks (503
examples), (2) 4 legal reasoning tasks (270 ex-
amples), and (3) the Korean bar exam (4 do-
mains, 53 tasks, 2,510 examples). First two
datasets were developed in close collaboration
with lawyers to evaluate LLMs in practical sce-
narios in a certified manner. Furthermore, con-
sidering legal practitioners’ frequent use of ex-
tensive legal documents for research, we assess
LLMs in both a closed book setting, where
they rely solely on internal knowledge, and a
retrieval-augmented generation (RAG) setting,
using a corpus of Korean statutes and prece-
dents. The results indicate substantial room and
opportunities for improvement.

1 Introduction

Large Language Models (LLMs) show remarkable
performance across various tasks. For instance,
GPT-4 has passeed the uniform bar exam (Mar-
tinez, 2023; OpenAl, 2023). However, their per-
formance is still limited beyond the standardized
bar exam questions (Guha et al., 2023; Dahl et al.,
2024; Magesh et al., 2024), particularly in han-
dling legal tasks in languages other than English
(Fei et al., 2023; Zhong et al., 2023). This implies
it is necessary to thoroughly evaluate LLMs before
applying them to specific legal tasks and systems.

Previous works have developed legal bench-
marks for evaluating LLMs primarily in En-
glish (Guha et al., 2023) and Chinese (Fei et al.,
2023) mostly focusing on a closed book setting

where LLMs answer questions based solely on the
knowledge stored in their parameters. Consider-
ing that legal practitioners often rely on previous
legal documents such as statutes or precedents to
make decision, this setting is underestimate LLMs’
capabilities in a practical scenarios.

Here we introduce KBL', a benchmark dedicated
to assessing LLMs’ capability in understanding
Korean legal language. KBL consists of (1) 7 legal
knowledge tasks (503 examples), (2) 4 legal rea-
soning tasks (270 examples), and (3) the Korean
bar exam (4 domains, 53 tasks, 2,510 examples).
We evaluate LL.Ms’ under two settings to better
reflect their real-world usage of LLMs. In collab-
oration with legal professionals, we focus on the
desgin and quality assurance of the tasks moving
beyond solely standardized licensure-style ques-
tions. Specifically, we assess LLMs in scenarios
where (1) they cannot access external knowledge,
and (2) they can use retrievers to search for related
documents. For the second setting, we prepare a
Korean statute corpus consisting of 11k currently
active articles and municipal ordiances and rules,
and utilized a corpus of 15k Korean precedents re-
leased from a previous study (Hwang et al., 2022).

The results indicates that the performance of ar-
guably the most powerful LLMs, such as GPT-4
and Claude-3, remains limited in handling Korean
legal tasks. In an open book setting, their accuracy
improves by up to +8.6%, but the overall perfor-
mance still varies depending on the type of cor-
pus and the LLMs used. This suggests significant
potential for improvement not only in the LLMs
themselves but also in the methods of document
retrieval and their integration.

In summary, our contributions are as follows.

* We have developed the first pragmatic and
certified benchmark for Korean legal under-
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standing tasks.

* We evaluate LLMs not only in a closed book
setting but also in a open book setting, where
they can utilize two critical legal resources:
Korean statutes and precedents.

* We compare various LLMs and provide the
detailed analysis.

Our datasets, the corpus for RAG, and the evalua-
tion code will be released to the community under
a CC BY-NC license.

2 Related Works

Many legal Al datasets has been created contribut-
ing to NLP community (Paul et al., 2022; Kapoor
et al., 2022; Yao et al., 2022; Glaser et al., 2021;
Niklaus et al., 2021; Chalkidis et al., 2022a; Rossi
et al., 2021; Chalkidis et al., 2022b; Louis and
Spanakis, 2022; Rabelo et al., 2020). Here we re-
view only a few works that are dedicated to build
benchmark for evaluating LL.Ms under zero, or
few-shot setting in legal domain.

Guha et al. (2023) developed LegalBench which
comprises 162 legal language understanding tasks
organized according to six different types of legal
reasoning based on the IRAC framework. How-
ever, their work is limited to tasks in English le-
gal language understanding tasks. Additionally, the
benchmark does not evaluate LLMs in a open-book
setting, and LLMs must rely solely on their internal
knowledge.

Magesh et al. (2024) compared commercial
RAG-based Al systems in the US legal domain
using 202 examples on generative tasks and found
that even the most competent system exhibited
a 17% hallucination rate through human evalua-
tion. In contrast, our research focuses on Korean
legal Al tasks and emphasizes scenarios where au-
tomatic evaluations are possibles. RAG systems
rely on various components including databases,
search algorithms, and the backbone of LLMs.
Given these complexities, it becomes impractical
to manually evaluate the performance of RAG sys-
tems every time a component changes. Therefore,
we concentrate on addressing the challenges where
automatic evaluation is feasible.

Son et al. (2024) developed KMMLU, a dataset
similar to MMLU(Hendrycks et al., 2021) tailored
for Korean and cultural contexts. It includes diverse
language understanding tasks along with four legal

Al tasks named criminal-law, law, patent,
and taxation, sourced from the Public Service
Aptitude Test and various Korean license exams.?
Many examples pertain to licensure exams such
as the Petitioner Police exam, the Real Estate Bro-
kers exam, and the Occupational Safety and Health
exam, or cover topics in social science theory and
legal terminology. These tasks are generally less
challenging than those found in the bar exam. In
contrast, KBL consists of questions from the Ko-
rean bar exam and the newly created questions
designed to assess comprehensive legal knowledge
and in-depth reasoning capability relevant to the
practice of law. Our work also differs in that it ex-
clusively focus on the legal domains, and we have
collaborated with legal professionals to develop a
pragmatic and certified benchmark. Additionally,
we also assess LLMs in scenarios where they can
utilize legal documents. We have also ensured that
there is no overlap between the legal task examples
in KMMLU and our dataset by conducting fuzzy
matching between the two datasets, with the most
significant matches displayed in Table 15, 12 in
Appendix.

3 Datasets

Our benchamrk consists of 7 knowledge tasks, 4
reasoning tasks 3, and multiple-choice questions
from the Korean bar exam. All tasks are struc-
tured as question-answering task where the model
must select the correct answer for given questions,
similar to MMLU (Hendrycks et al., 2021). The
datasets were compiled using various sources, in-
cluding Korean precedents, statutes, bar exams,
legal QA datasets from Korea Legal Aid Corpo-
ration®, etc. To ensure the quality of the datasets,
we developed the tasks in close corporation with
legal professionals, and all the answers have been
verified by 8 licensed lawyers.’. The verification
took 26 hours in total reflecting the difficulty (and
the quality) of the tasks constructed. Representa-
tive examples from individual tasks are displayed
in Tables 3, 4, 5 in Appendix.

The specific origins of the datasets are not described in
the paper.

3Here, the term “reasoning” refers to “general NLP rea-
soning task in the legal domain”

4https: //www.klac.or.kr/

SFor two case relevance QA datasets (REL,, REL,), only a
portion of examples were verified due to the difficulty of the
tasks. For more details, see Section 3.2
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Table 1: Data statistics. The GPT-40 tokenizer was used.

Name KNOWLEDGE

REASONING BAR EXAMT

‘CONC COMP STAT STAT; HALL MSTKE MSTKE,V‘CAUSAL CONS RELg RELP‘CRIMINAL CIVIL PUBLIC RESP

Ngamples | 100 102 100 52 75 41 40
Nok 170 208 715 194 200 113 167

95 91 46 56 520 910 520 560
1462 211 4,288 8,858

551 495 556 360

t: The number of all examples; Criminal law 2012-2024, 40 examples per year; Civil law 2012-2024, 70 examples per year; Public
law 2012-2024, 40 examples per year; Responsibility 2010-2023, 40 examples per year.

3.1 Legal Knowledge Tasks

Legal Concept QA The legal concept QA
dataset (CONC) comprises questions addressing
complex legal concepts. For instance, from var-
ious types of suspension—such as suspension of
indictment, suspension of sentence, suspension of
execution, suspension of collection, suspension of
announcement—a model needs to select the option
that best fits a given definition. The examples were
crafted based on legal terminology questions from
South Korean courts®, definition of legal terms pro-
vided by the National Law Information Center’,
and the Korea Legislation Research Institute®.

Offense Component QA The offense compo-
nent QA dataset (COMP) comprises question and
answer pairs that determine whether specific ac-
tions meet the actual elements of a criminal offense.
The dataset was constructed using several sources:
“100 Questions and 100 Answers” on Day-to-Day
Laws’ provided by the Ministry of Justice, data
crawled from a now-defunct law firm website!?,
cases from Korea Legal Aid Corporation, from
statutory interpretations from the Ministry of Gov-
ernment'!. The questions were refined to be clear
legal inquiries based on responses from actual le-
gal consultation experts'?. Responses are binary,
either “Yes” or “No”. For example, one real client
question inquires whether escaping prison due to
unbearable harassment over private loans by falsely
reporting to authorities could constitute the crime
of false accusation.

®https://sldongbu.scourt.go.kr/word/new/
WordList.work
"https://www.law.go.kr/LSW/eng/engMain.do
8https://www.klri.re.kr/kor/business/
bizlLawDicKeyword.do
“https://www.easylaw.go.kr/CSP/
OnhunqueansLstRetrieve.laf?onhungnaAstSeq=88&
onhunqueAstSeq=439
Ohttps://github.com/haven-jeon/LegalQA?tab=
readme-ov-file
Thttps://www.moleg.go.kr/lawinfo/nwLwAnList.
mo?mid=a10106020000
12https://www.klac.or.kr/legalinfo/counsel.do

Statue Matching QA The statute matching QA
dataset was constructed from statutes currently ac-
tive in South Korea. To compile the raw data, we
first extracted and counted the citations of articles
from approximately 3 million Korean precedents.
Based on these statistics, we randomly sampled
100 articles—about one-third from the 50 most cited
articles, one-third from the 50 least cited articles,
and one-third the entire range. We also excluded
frequently cited statutes such as the Civil Acts,
Civil Procedure Act, Criminal Acts, and Criminal
Procedure Act from the top 50 to ensure diversity.
This method guarantees the inclusion of articles
from various legal domains. The resulting dataset
comprises 100 statutes, includes articles from the
Civil Act, Enforcement Decree of the Public Ser-
vice Ethics Act, Public Official Election Act, Phar-
macists Act, Environmental Preservation Act, and
others.

Based on the extracted articles, we developed
two datasets: STAT and STAT,. STAT comprises 100
questions designed to evaluate whether a model can
accurately match the content of a law to its specific
statute number. For example, language models are
tested on their ability to determine whether Article
36 of the Food Sanitation Act pertains to facility
standards or the evaluation of food standards and
specifications. STAT, includes 50 questions that
assess whether the language model can accurately
identify the relevant statute for a given query. For
instance, in response to the question “Is the maxi-
mum fine 2 million won for failing to report and in-
stead keeping a lost item found on the street?”, the
language model must correctly identify the articles
related to the misappropriation of lost property.

Hallucination QA The hallucination QA dataset
is constructed from laws that often confused by
the general public. For example, many people are
unaware that throwing an object at someone can
constitute assault, even if it does not hit the target.
The dataset also includes laws specific to Korea,
such as the Kim Young Ran Law, which prohibits
gifts of food and drink worth more than 30,000
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won to public officials. The dataset includes a to-
tal of 153 samples, divided into three subtasks:
statute hallucination QA (HALL), common legal
mistake QA (MSTKE), and common legal mistake
QA with reasoning (MSTKE,.). For given confus-
ing legal questions, a model needs to select the
correct answer where the answer set consists of:
(1) (fictitious) statute and corresponding reasoning
(HALL), or (2) “yes”, “no”, or “there is no correct
answer” (MSTKE). In case of MSTKE,., the answer
also includes corresponding reasoning.

3.2 Legal Reasoning Tasks

Causal Reasoning QA  The causal reasoning QA
dataset (CAUSAL) is compiled from a series of ver-
dicts from criminal trials involving physical harm
leading to injury or death. The examples are drawn
from cases categorized as “Death or Injury Result-
ing from Violence” or “Death Resulting from Bod-
ily Injury”. For each given factual description and
claims, the task is to assess whether the defendant’s
actions were the direct and decisive cause of the
victim’s injury or death. A guilty verdict implies
that “there is causal relationship” between the de-
fendant’s actions and the victim’s injury or death,
indicating that the event would not have occurred
without the defendant’s involvement. Conversely,
a not guilty verdict may indicate that other factors
also contributed to the victim’s injury or death, or
that there was no no causal relationship between
the defendant’s actions and the outcome. These
instances are classified under “no causal relation-
ship.”

Statement Consistency QA  Statement Consis-
tency QA is developed using the verdicts from
criminal and civil trials. These verdict documents
often note inconsistencies in the statements of the
victims, witnesses, and defendants. If a statement
given at the scene, during prosecution, or in court
is found inconsistent with other evidences, it may
be officially recorded as such by the judge. In this
task, a model is required to accurately determine
whether two presented statements are consistent
with each other. It’s important to note that the “con-
sistency” is judged based on a legal perspective.
For example, hitting 5 times can be considered
as legally consistent compared to hitting 7 times

depending on the circumstances'>.

Suwon District Court, Anyang Branch, Judgment dated
November 20, 2020, Case No. 202011356 (= A H Y
OFOFA] 1 2020. 11. 20. 437 202011856 TA)

Case Relevance QA The two Case Relevance
QA datasets (REL4, REL)) are constructed based on
how judges cite previous cases. In the precedents
from the Supreme Court of Korea (referred to as
Ps), judges often references prior cases (Pg) in
two contexts: (1) to support their decision citing
similar cases (“relevant”), or (2) to denote that the
cases brought by the appellant do not pertain to the
current case (‘“not relevant”).

For the first dataset, REL,, a model needs to de-
termine whether a given precedent supports the
query. Each example in this dataset includes: (1)
Pg, the Supreme Court precedent (2) Pr, a refer-
enced precedent, (3) Lg, a precedent from a lower
court handling the same case with Pg, and (4) Lg,
a precedent from a lower court related to Pr. To
construct the queries, we (1) manually extracted
the facts and the appellant’s arguments from Pg
and Lg, (2) generate initial queries using GPT-4,
and (3) manually revised these queries. The target
precedent is composed by extracting the facts, the
appellant’s claim, and the judge’s opinion from Pp
and Lp. This dataset primarily includes examples
where Pg is not supportive. We also created pos-
itive examples where Pg is supportive, but there
were not included here based on advice from le-
gal professionals. This decision was influenced by
two factors: (1) the queries do not incorporate the
judge’s opinion, which is crucial for determining
the relevance between legal cases, and (2) each
precedent encompasses various legal judgements
where “supportiveness” is an issue-specific deter-
mination, hence the query should align specifically
with the relevant part of the precedent.

To address these issues, we developed the sec-
ond dataset, REL,. In this task, a model must de-
termine whether two given precedents address the
same legal issue. To improve relevance assessment,
the previous queries in REL, change into the prece-
dent including judge’s opinions. Additionally, we
incorporate 10 positive examples where the con-
clusion of Pg is “remand for retrial,” and the judge
accepts Pr, which is provided by the appellants
to support their claim. We assume the decision to
“remand for retrial” stongly indicates “supportive-
ness.”

Note that the “relevance” between cases depends
on specific goals. In this regards, previous studies
in legal information retrieval often address this
issue by considering all possible relevance simul-
taneously (Santosh et al., 2024). For instance in



the COLIEE legal case retrieval tasks, if a case is
cited in another case (regardless of whether two
cases are supportive or not), the cited case is con-
sidered as relevant (Goebel et al., 2023). In our
apporach, we attempt to differentiate “relevance”
into two categories based on lexical cues found in
the precedents.

3.3 Korean Bar Exam

Multiple-choice questions The Korean Bar
Exam is designed to evaluate legal knowledge
and the capability to perform tasks essential for a
lawyer. Administered at least once annually under
the Ministry of Justice’s supervision, the exam is
divided into tow main parts: multiple-choice ques-
tions and an essay-type written test. The multiple-
choice section comprises 150 questions, divided
among Public Law (PUBLIC), Civil Law (CIVIL),
and Criminal Law (CRIMINAL), with 40, 70, and
40 questions in each subject area, respectively. The
Public Law section covers Constitutional Law and
Administrative Law; The Civil Law section en-
compasses Civil Law, Commercial Law, and Civil
Procedure Law; and the Criminal Law section in-
cludes Criminal Law and Criminal Procedure Law.
We use the test held in 2012-2024. The essay-type
written test covers specialized legal areas such as
International Law, Labor Law, and Tax Law, in
addition to Public Law, Civil Law, and Criminal
Law.

We focus solely on the multiple-choice ques-
tions for Public Law, Civil Law, and Criminal Law.
as the official answers for the essay-type test are
not publicly available. Additionally, the multiple-
choice section offers clear and definitive answers,
providing an ideal playground to evaluate LLMs’
under a RAG setting, where multiple components
can influence performance.

Professional Responsibility The Professional
Responsibility (RESP) examination is a test that
conducted by the Ministry of Justice to assess the
professional ethics required of lawyers. Held at
least once a year, this examination comprises 40
multiple-choice questions. We use the tests con-
ducted from 2010 to 2023 for our analysis.

34 Corpus

We utilize 150k Korean precedents released by
(Hwang et al., 2022) for the RAG experiments. The
corpus, porcessed using the gpt-4o tokenizer, con-
tains 320M tokens. Additinally, we have developed

a new Korean statute corpus compiled from active
Korean statutes (| =) and municipal ordinances
and rules (X} |H1) as of Nov. 2023. The raw data
for this was collected from LAW OPEN DATA !4,
a resource maintained by the Korean government.
This statute corpus consists of 220k articles, total-
ing 52M tokens, where each article is concatenated
with the name of the act, again processed using the
gpt-4o tokenizer.

4 Experiments

4.1 Evaluation

We developed the evaluation code using the
Im-eval-harness framework (Gao et al., 2023).
Each task is formulated as multiple-choice ques-
tion, where the model must generate a label cor-
responding to the given questions and possible
selections. The options are tagged with letters A
through E, and the model is tasked with generat-
ing the letter that matches the ground truth. For
the evaluation of open-source LLMs (EEVE (Kim
et al., 2024b), KULLM (Kim et al., 2024a), and
Qwen?2 (Bai et al., 2023)), we compare the aver-
age logit values by feeding individual (question,
choice) pairs into the models. This approach is
adopted because the performance of models tend
to drop significantly when they directly generate
labels.

4.2 Retrieval Augmented Generation

We constructed the BM25 retriever using
the pyserini library. We first indexed the
precedent, and the statute corpora using
pyserini.index.lucene and LuceneSearcher
with default settings. To retrieve related documents,
the question is used as a query to the retriever.
The number of documents retrieved is determined
in the following way; (1) identify the maximum
number of documents that the LLMs can process
simultaneously, (2) progressively decrease the
number of documents until the performance
ceases to improve. This results in retreiving
bewteen 1-8 docuements; the exact number will
be specified in the accompanying code, which
what will be released later. For the HALL task,
we employ individual (question, choice) pairs as
queries to retrieve related documents since each
answer include the name of a (fictitious) statute.
This method ensures the relevance of retrieved

“https://open.law.go kr/LSO/main.do



Table 2: Comparison of various models. The accuracies of individual tasks are shown for legal concept QA (CONC),
offense component QA (COMP), statute number and content matching QA (STAT), statute and query matching QA
(STAT,), statute hallucination QA (HALL), common legal mistake QA (MSTKE), common legal mistake QA with
reasoning (MSTKE,.), causal reasoning QA (CAUSAL), statement consistency QA (CONS), query and case relevance
QA (REL,), inter-case relevance QA (REL,), and the Korean bar exam (BAR EXAM). The average accuracies for 7
knowledge tasks (AVG ), 2 reasoning tasks (CAUSAL, CONS, AVGp), and 3 bar exams (AVGp) are shown. For
the experiments with GPT where the model shows randomness even with temperature=0, we repeat either two (the
knowledge and the reasoning tasks) or three (the bar exam) times and show their mean values. prec. and stat. in
the bottom 5 rows indicate the precedents and the statutes corpus respectively. Two corpora were used during the

RAG experiments. n/a indicates the scores cannot be computed due the limitation in the context length.

Name KNOWLEDGE REASONING BAR EXAM 2024
|AVG g | CONC COMP STAT STAT HALL MSTKE MSTKE,.|AVG g [CAUSAL CONS RELg REL;,|AVG g |CRIMINAL CIVIL PUBLIC

Most frequent | 3 |50 50 20 21 25 34 35 | 50| 50 50 50 50| 24 | 23 26 23

EEVE-10.7b% 458 | 42.0 45.1 23.0 80.8 413 512 37.5 58.4 42.1 747 n/a n/a | 17.7 12.5 157 25.0
KULLM3-10.7b° 52.1 | 52.0 539 23.0 942 427 536 45.0 80.1 81.1 79.1 n/a n/a | 20.0 20.0 20.0 20.0
Qwen2-7b°¢ 553 | 60.0 549 32.0 962 480 512 45.0 79.2 7377 84.6 n/a n/a | 28.1 35.0 243 250
Qwen2-72bd 60.2 | 82.0 48.0 34.0 98.1 533 488 57.5 86.7 82.1 912 n/a n/a | 31.1 225 357 35.0
Claude-3-sonnet® 62.0 | 82.0 51.0 36.0 98.0 650 56.0 60.0 87.7 853 90.1 152 66.1| 335 275 329 40.0
Claude-3-0pusf 67.0 | 89.0 55.0 37.0 100 80.0 61.0 57.0 87.2 85.3 89.0 45.7 78.6| 41.0 275 429 525
GPT-3.59 50.0 | 58.0 49.0 26.0 93.0 450 46.0 46.0 62.7 71.1 545 n/a n/a | 23.1 15.0 243  30.0
GPT-4" 72.0 | 95.0 64.0 49.0 100 77.0 61.0 65.0 88.6 842 929 794 81.3| 48.1 39.2 46.7 583
GPT-4 + prec. 744 1955 716 - 100 754 61.0 68.8 50.9 41.6 552 558
GPT-4 + stat. 724 1950 628 - 100 78.7 56.1 65.0 49.3 46.7 486 525
GPT-4 + prec. + stat. 753 | 950 726 - 100 794 61.0 70.0 49.7 46.7 50.0 525
Claude-3-sonnet + prec. + stat.| 59.9 | 67.0 539 - 84.6 66.7 56.1 55.0 - - - - - 25.1 30.0 229 225
Claude-3-opus + prec. + stat. | 65.3 | 87.0 59.8 - 98.1 66.7 463 625 - - - 36.7 325 30.0 475

Bar exams 20122023 shown in Appendix.

“yanolja/EEVE-Korean-10.8B-v1.0 bnlpai—lab/KULLM3 “Qwen2-72B-Instruct-GPTQ-Int8 deen/Qwen2-7B-Instruct

©claude-3-sonnet-20240229 fclaude-3-opus-20240229 9gpt-3.5-turbo-0125

documents to the specific query, enhancing the
accuracy of the task performance.

5 Results

We evaluate four open-source LLMs and four com-
mercial LLMs across 7 legal knowledge tasks, 4
legal reasoning tasks, and 3 bar exam tasks con-
ducted in 2024 (Table 2).

Open-source LLMs show performance compa-
rable to GPT-3.5 We first compare open-source
LLMs and GPT-3.5. On the knowledge tasks,
EEVE-10.7b, KULLM3-10.7b, Qwen2-7b, and
GPT-3.5 score on average 45.8, 52.1, 55.3, and
50.0 respectively (rows 2—4, 8; column 1) indi-
cating open-source LLLMs achieves comparable or
better performance than GPT-3.5 in the legal do-
main. Similarly, on two reasoning tasks—CAUSAL,
conNs—all open source LLMs outperform GPT-3.5
except for EEVE-10.7b, which scores 4.3 points
lower.

However on the Korean bar exam which re-
quires complex legal reasoning and knowledge,
all open-source LLMs and GPT-3.5 perfrom close
to the baseline achievable by selecting the most
frequent labels (4th column from the right, rows

P gpt-40-2024-0513

1-5, 8). Notably, Qwen2-72b shows the highest
performance, even exceeding GPT-3.5 by margins
of +10.2, +24.0, and +8.0 one knowledge tasks, rea-
soning tasks, and the bar exam respectively (rows
5vs 8).

GPT-4 can partially solve the Korean bar exam
Noticing all open-source LLMs and GPT-3.5 show
limited performance on the bar exam, we next
focus on evaluating more powerful commercial
LLMs. Three commercial LLMs—Claude3-sonnet,
Claude3-opus, and GPT-4-achieve higher perfor-
mance compared to the strongest open-source
model Qwen-72b, with improvement of +1.8, +6.8,
+11.8 on the knowledge tasks; +1.0, +0.5, +1.9 on
the two reasoning tasks (CAUSAL, CONS); +2.4,
+9.9, +17 on the 2024 bar exam 2024 (rows 6, 7,
and 9). It shows that although GPT-4 passes the
U.S. bar exam and it achieves most competent per-
formance, there remains significant room for im-
provement in LLM applications for Korean legal
Al tasks. Here we focus on the 2024 bar exam ,
which is least likely to have been used in training
these LLMs. Scores for the bar exams from 2010
to 2023, including the professional responsibility
QA, are shown in Table 7, 8, 9, 10 in Appendix.



RAG can be beneficial, but several factors influ-
ence the overall performance Next we evalu-
ate GPT-4 under a RAG setting. We prepared two
types of corpora, a precedent-corpus consisting
of 150k Korean precedents (Hwang et al., 2022)
and a statute-corpus conmprising Korean statutes,
and municipal ordinances and rules. We employ a
BM2S5 retriever without re-ranking as the baseline.
Even in this simple setting, GPT-4 achieves higher
scores on the knowledge tasks, scoring +2.4 with
precedents, +0.4 with statutes, and +3.3 with both
precedents and statutes (rows 3-5 from the bottom,
column 1). On the bar exam, GPT-4 improves by
+7.4 in CRIMINAL and +3.3 in CIVIL (r3rd row
from the bottom, 2nd and 3rd columns from the
right). However, in PUBLIC GPT-4 scores -2.5 with
precedents, -5.8 with statutes, and -5.8 with both,
indicating a drop in performance.

Convesely, Claude-3 shows no clear improve-
ment under the same RAG setting, with Claude-3-
sonnet scoring -2.1, and -8.4 on the knowledge and
the bar exam respectively (column 1, 14; rows 6,
13); Claude-3-opus scores -1.7, and -4.3 (column
1, 14; 7th and bottom rows). This illustrates how
multiple factors—LLM, retriever, re-ranker, corpus,
etc.—can influence overall performance, highlight-
ing the importance of developing a benchmark to
provide a foundation for the automatic evaluation
of the RAG system.

6 Analysis

Here we provide a further analysis of the Korean
bar exam held in 2024. This exam was chosen be-
cause: (1) it requires both deep legal knowledge
and reasoning capabilities; (2) GPT-4 exhibited sur-
prisingly low performance despite having passed
the U.S. bar exam (Martinez, 2023); (3) GPT-4 was
trained using data from before the 2024 bar exam,
ruling out the possibility of data contamination.
We first categorizes individual questions into
two types: (1) Rule or (2) Application. A question
is categorized as Application-type if it requires not
just an understanding of legal knowledge or prin-
ciples, but also how these are applied to specific
real-world cases. Otherwise, it is considered Rule-
type. Although the IRAC method-Issue, Rule, Ap-
plication, and Conclusion (IRAC)-typically has
four categories, we focus on two because ques-
tions often belong to multiple categories, making
them difficult to clearly categorize. In the Civil
domain, there are 29 Rule-type questions and 41

Application-type questions. The Criminal domain
includes 4 Rule-type and 36 Application-type ques-
tions, while the Public domain comprises 23 Rule-
type and 17 Application-type questions.

0.7
Rule (criminal)

80.75 0.5
B
0.50 |
0.25 [

Rule (civil)

0.50 _ i
0.25

Rule (public)

0.50 0 |
0.25

B GPT-40+Precedent B GPT-40+Precedent+Statute

Application (criminal)

. GPT-40 GPT-40+Statute

Figure 1: GPT-4’s performance on the 2024 bar exam
without RAG (blue) or with RAG (orange, green, red).

RAG primarily enhances performance on Rule-
type questions Fig. 1 depicts GPT-4’s accuracy
on the 2024 bar exam, highlighting performance
without RAG (blue), with the statute corpus (or-
ange), with the precedent-corpus, and with both
corpora (red). The left panels display accuracy on
Rule-type questions, while the right panels show
on Application-type questions.

In both Civil and Criminal domains, using the
precedent corpus significantly enhances accuracy
for Rule-type questions (upper left and middle left
panels, blue vs green). However, there are no im-
provements in Civil Application-type questions
and only marginal improvements in Application-
type questions. Conversely, in the Public domain,
neither the precedent corpus nor the statute corpus
proves beneficial.

7 Conclusion

We propose KBL, a pragmatic benchmark designed
for Korean Legal language understanding that com-
prises (1) 7 knowledge tasks, (2) 4 reasoning tasks,
and (3) Korean bar exams. The first two tasks were
designed with close corporation with legal profes-
sionals and the answers were validated by lawyers.
The results indicate that there is still a significant
room for improvement in LLMs’ capabilities in
the Korean legal domain. Additionally, recognizing
that legal research often involves consulting related
legal documents, we equip LLMs for evaluation
in a RAG setting by providing two accompanying



legal corpora for retrieval: a precedent corpus from
a previous study (Hwang et al., 2022) and a statute
corpus developed in this study. Enabling LLMs to
utilize external legal documents via a simple BM25
retriever has shown to improve performance but
not always depending on several factors. This high-
lights the importance of our work that provides a
common playground for automatic evaluating of
RAG systems.

Limitations

Here we evaluate LLMs on multi-choice type ques-
tions only where clear ground truths can be estab-
lished. For generative tasks, although it would be
possible to use LLM-as-a-judge as a proxy, the
field is actively evolving and its accuracy is still
limited. Also, it is particularly challenging to eval-
uate generative tasks in the legal domain where the
hallucination are still prone and where complex
in-depth reasoning process are required (Magesh
et al., 2024). Although we have meticulously de-
signed and selected the tasks for KBL, it is impor-
tant to acknowledge that our benchmark cannot
encompass the entire spectrum of legal tasks espe-
cially where the labeling data is very costly due
to the fact that it requires professional trained for
several years. Nevertheless we aim to capture the
essential aspects of legal intelligence that can be
automatically evaluated. For this, we have collab-
orated with legal professionals and verified all ex-
amples thoroughly, striving to establish a certified
and reliable benchmark.

Ethics Statement

We use Korean precedents and statutes as a main
source of raw data where all personal information,
if any, is redacted by Korean government or court.
The part of the datasets include the detailed de-
scription of crimes from precedents that are al-
ready publicly available. Open-source LLMs have
a possibility of the misuse and can be easily tuned
for unethical purpose (Qi et al., 2024; Kim et al.,
2024c). However, here we do not release or train
any models but focusing on their evaluation with
the benchmark that consists of legal question and
answers, the precedent corpus, and the statute cor-
pus.
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A Appendices

Table 3: Task examples. The examples are translated to English using GPT-4.

‘ Data Name ‘ Question ‘ Candidate choices ‘ Answer
Legal Concept QA | T+ 915-8019] 5015 )3 o5 ol 2 A Q857 E. A2%7]
(CoNC) sl A8 9 A1 Y 7120t Bl B. &A

AU A YA A0l 2 e C. 2
WAgstA] gFal o2 Pefof] ofste] 2 ez | D. SAREAG
Hishs A& gtch E H&57
Legal Concept QA Read the definition of the following legal term and | A. Direct Evidence E. Hearsay
(translated) select the appropriate word. Definition: It refers to | B. Statement Evidence
reporting an empirical fact that forms the basis for | C. Confession
fact-finding indirectly in other forms without the D. Testimony Assistance
experiencer directly testifying in court. E. Hearsay Evidence
Offense Component | & £2-& 8O 2 ufjg] A€ 7Iota. o, A. ol Q. B. o
QA (comp) IAL o] ol glo] HlollAl 48 3 %-0] B. o
ol Aol H2 ez 2 A= =7
Offense Component | A hit B with his fist and caused injury, but it was A.No B. Yes
QA (translated) done because B insulted A without reason. Is A B. Yes
punishable for injury?
Query Statute o Azl 7P wRio] 7 MY AlEls| A FAraEH A225 D. 2129148 A|36
Matching QA FAL. AE FHE oY oE A7 ES B. gt F R o] lo] gof | E19}
(STAT,) ZZFoFE L} ? T E Ao
C.IgHgH AR7x
D. A2 g1y A36%15}
EHSAMH A23%

Query Statute
Matching QA
(translated)

Select the statute most relevant to the following
question: What facility standards must be met to
operate a food business?

A. Criminal Procedure Act Article 225
B. Act on the Development and Use of
Ports and Surrounding Areas Article 6
C. Employment Insurance Act Article 87
D. Food Sanitation Act Article 36(1)

E. Attorney-at-Law Act Article 23

D. Food Sanitation
Act Article 36(1)

Statute Number and
Content Matching
QA (STAT)
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Statute Number and
Content Matching
QA (translated)

Choose the correct match between statute number
and its content.

A. Criminal Act Article 37 (Ideal
Concurrence) When a single act
constitutes multiple crimes, it shall be
punished by the heaviest penalty
prescribed for such crimes.

B. Criminal Act Article 37 (Victim’s
Consent) An act that harms a legal
interest with the consent of a person who
can dispose of it is not punishable unless
otherwise specified by law.

C. Criminal Act Article 37 (Detention)
Detention shall be for at least one day
and less than thirty days.

D. Criminal Act Article 37 (Concurrent
Crimes) Multiple crimes that have not
been finally adjudicated or crimes
committed before the final adjudication
of a sentence of imprisonment or heavier
punishment shall be treated as concurrent
crimes. <Amended Jan 20, 2004>

E. Criminal Act Article 37 (Repeat
Offender) A person who commits a
crime punishable by imprisonment or
heavier punishment within three years
after being released from the execution
of or being exempted from a sentence of
imprisonment or heavier punishment
shall be punished as a repeat offender.

D. Criminal Act
Article 37
(Concurrent Crimes)
Multiple crimes that
have not been finally
adjudicated or
crimes committed
before the final
adjudication of a
sentence of
imprisonment or
heavier punishment
shall be treated as
concurrent crimes.
<Amended Jan 20,
2004>
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Table 4: Task examples

Data Name ‘ Question ‘ Candidate choices ‘ Answer
Statute Hallucination QA (HALL) 4.7m Eolo] A they] Yo 18 | A. 22tk ZPFAHo|| o5 2E | D. ot Aelu|4FE AL ]
ool A9 AL AXS ¥ 3% | B4 gl ore 4 gt
Hog J3& Fel AeE WOl | B, 23Tk HelulbF o] o)
£ A9 AR Au} | AgE 5 o,
B2 AgEE 29g9esia? | C 220 9y o5 AuEc.
D. olje}. Aelm5az ¥
e % gt

Statute Hallucination QA (translated)

After recognizing the presence of a
net installed under a 4.7m high creek
bridge, is the act of impulsively drop-
ping a person toward it always consid-
ered an illegal act that automatically
applies to murder or attempted murder
charges?

A. Yes. It can be punished under the
Assault Prohibition Act.

B. Yes. It can be punished under the
Attempted Murder Prohibition Act.
C. Yes. It is punishable under the
Criminal Act.

D. No. It may not be punishable as at-
tempted murder.

D. No. It may not be punishable as
attempted murder.

A7t 58 o) £Fo) ekste ek

TelE)A) ghet.

Common Legal Mistake QA (MSTKE) | SHAHA-S 5 2he 74F ofo] 7} Zof| A | A. A Ho] gl B. 1%t}
2HE e 2 EHAZLR? B. 1%t}
C.ofytt.
Common Legal Mistake QA (trans- | Is it illegal for a 7-year-old child who | A. No correct answer. B. Yes.
lated) couldn’t find a bathroom to urinate on | B. Yes.
the street? C. No.
Common Legal Mistake QA Reason- | &2 0|&% 31217} &0 Fa| 4F | A. 18t 437 o|&%F dxjetd | B. 1E} &of FgH AFdo] HEE
ing (MSTKE, ) e AP ALY | A FA ol ABEA oloh | A=W Ao o] 7
B glo] 49 % gk CEREE
B. Jgitt Zefl 23 Abgro] WS
A2 A4 oFt 7h7 5 o]
L ERE
C. ohth W27 yzstra v

Common Legal Mistake QA Reason-
ing (translated)

If an alcohol-dependent person com-
mits murder while intoxicated, is their
sentence reduced?

A. Yes, an alcohol-dependent person
can have their sentence reduced re-
gardless of whether they were intoxi-
cated at the time of the incident.

B. Yes, a person who commits a crime
while intoxicated can be considered
mentally impaired and have their sen-
tence reduced.

C. No, if the crime is serious, it will
not be considered even if the offender
is alcohol-dependent.

B. Yes, a person who commits a crime
while intoxicated can be considered
mentally impaired and have their sen-
tence reduced.

Causal Reasoning QA (CAUSAL)

AR E N ERE

3, (271 93 Fol0 Arrt
S oo 2 Ane] dolrAle. (4
Ape] FaAPA] (M99 £ (%
Al A BE 22} A: 3195 9
91 B: ajhe] Aeta 3 o Ash
BAolo] PAE SABEA oL, <)
APBARE % ohtE el
W AT LS T o] T4
2 el

El

=)

loulir

A A L
B. ARl

Causal Reasoning QA (translated)

Read the [prosecutor’s charges], [de-
fendant’s claims], and [evidence] and
answer the question based solely on
the given information. [Prosecutor’s
charges] [Defendant’s claims] [Evi-
dence] Considering A: Defendants’ ac-
tions and B: Victim’s death, select
’Causal relationship exists’ or 'No
causal relationship’ and respond with
’Answer: Causal relationship exists.”

A. Causal relationship exists
B. No causal relationship

A. Causal relationship exists
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Table 5: Task examples

Data Name

‘ Question

‘ Candidate choices

‘ Answer

Logical Contradiction QA (CONS)

T AEE0] A= JuA W
da] AR, A&l waelo] BE
Az Wejel wE oS Hrt.
2%2: 7 3910] BRA 2 W ejAo]
71 28 et

A QBEA o
B. d¥d

A QuEA A5

Logical Contradiction QA (translated)

Determine whether the following
statements are consistent. Statement
1: The defendant hit the victim’s *fore-
arm area’ with his elbow. Statement
2: The defendant hit the victim’s chest
area with his elbow.

A. Inconsistent
B. Consistent

A. Inconsistent

Case Relevance QA query (RELg) oS mHARo| og|elo] FAS Hl | A, . B.of Q.
TSR (92919 ) $ER | B. oY Q.
[ 0] (AHETA] [BAAE Y] 5
1A S]] A ol 2, B: o] &
ShE Adeste] e AT o] o
HA 08 FoFA L.
Case Relevance QA query (translated) | Does the following judgment support | A. Yes. B. No.
the client’s claim? [Client’s claim] | B. No.

Judgment [Appellant] [Facts] [Parties’
claims] [Judge’s opinion] Choose A:
No or B: Yes and answer with *An-
swer: A.

Case Relevance QA President (RELy,)

rE Ry
)

g
Ny
Mo
oft
xr
>
it
lo,
N
o3
™

o % shts ddstel gH: AT

2ol wgral o2 el rAla.

A Aero] Ty
B. A}gto] h 7] ot

B. ATorol oA It

Case Relevance QA President (trans-
lated)

Do the following two judgments ad-
dress the same issue? [First judg-
ment appellant] [First judgment facts]
[First judgment parties’ claims] [First
judgment judge’s opinion] [Second
judgment appellant] [Second judg-
ment facts] [Second judgment parties’
claims] [Second judgment judge’s
opinion] Choose A: Different issues
or B: Same issues and answer with
’Answer: A

A. Different
B. Same

B. Same

Table 6: The mean token length of the Bar exam

Year Criminal Civil Public Responsibility

- 334

- 365
554 358
496 335
706 361
497 385
516 374
571 343
549 345
594 383
576 366
557 370
526 351
520 358
563 -

* The bar exam was not administered in 2010 and

2011.

* The professional responsibility exam for law
schools has not yet been implemented as of June,

2024
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Table 7: Comparison of various models on Korean Bar Exam-criminal laws.

‘AVg.‘ZOlZ 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023

GPT-3.5 20.8 1325 250 125 20.0 275 17.5 20.0 17.5 125 225 250 225
GPT-4 4031625 50.0 27.5 37.5 30.0 40.0 25.0 550 325 50.0 17.5 60.0
Claude-3-opus | 34.4 | 62.5 42.5 25.0 325 27.5 425 125 45.0 240 425 175 450
random [ 2533 23 28 25 23 25 25 20 25 28 25 25

Table 8: Comparison of various models on the Korean Bar Exam, Civil domain.

| Avg.|2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023

GPT-3.5 23.6(243 229 214 18.6 243 257 243 257 214 314 143 28.6
GPT-4 41.0(38.6 37.1 47.1 38.6 37.1 48.6 20.0 443 457 38.6 47.1 429
Claude-3-opus | 38.8 | 37.1 329 45.7 37.1 35.7 35.7 229 443 40.0 443 429 429
random [ 25127 23 23 23 29 26 23 27 21 24 30 24

Table 9: Comparison of various models on the Korean Bar Exam, Public domain.

| Avg.|2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023

GPT-3.5 2721275 30.0 27.5 37.5 375 15.0 25.0 342 30.0 20.0 30.0 17.5
GPT-4 54.0|57.5 55.0 50.0 50.0 65.0 650 17.5 42.1 550 62.5 72.5 50.0
Claude-3-opus | 49.2 | 45.0 62.5 52.5 425 450 70.0 22.5 579 325 60.0 52.5 45.0
random |25 ] 25 28 28 25 23 23 23 23 25 25 28 23

Table 10: Comparison of various models on the Korean Bar Exam, the Responsibility domain. This exam begins
from 2010 following the introduction of law schools in South Korea in 2009. As of June 2024, data for the year
2024 is not included as the 15th exam is scheduled for August 2024.

| Avg.|2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023

375 35.0 450 350 40.0 350 40.0 35.0 325 275 275 375 250 275
72.5 625 80.0 60.0 57.5 67.5 62.5 30.0 650 625 60.0 72.5 50.0 60.0
725 60.0 70.0 60.0 55.0 57.5 60.0 40.0 60.0 67.5 42.5 70.0 60.0 50.0

GPT-3.5
GPT-4
Claude-3

34.3
61.6
58.9
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Table 11: Comparison of KMMLU and Korean Bar Exam using 60+ Fuzzy Score - Criminal Law

KMMLU

Korean Bar Exam

‘ Fuzzy Score

Question-Answer 1

ZAPYH] B HYOR 7] e A
27 2] vlHe ABekA Pe

272 Q2] B A F 94 e AL
(FEo] 9l 7 $ol el olah o
71710] £ 28 SOl dxelo] A
19 AR 1 AfA) Proz
O<‘_—_

Fhelgte 2AHYE 7L A hetA] &

66

Question-Answer 1 (translated)

Which of the following is incorrect regarding
the crime of trespassing? Attempted trespass-
ing is not punishable.

Which of the following statements about the
crime of trespassing is incorrect? (In case of
dispute, follow the precedents.) After the lease
period expires, if the tenant continues to oc-
cupy the building, the owner cannot be con-
victed of trespassing even if they enter the
building without permission.
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Question-Answer 2 (translated)

Which of the following is incorrect regard-
ing accessories? (In case of dispute, follow
the precedents.) Accessories must be movable
property; real estate cannot be accessories.

Select all incorrect statements about acces-
sories. (In case of dispute, follow the prece-
dents.) 1. If a person assists in the preparation
of a robbery but the principal does not pro-
ceed to the execution, the accessory is still
guilty of attempted robbery. 2. A person who
aids someone under their direction and super-
vision to commit a crime shall be punished
with a penalty increased by up to half of the
maximum or maximum fine prescribed for the
principal crime. 3. If a person legally obligated
to prevent a crime knowingly fails to do so and
facilitates the crime, they are guilty of an acces-
sory by omission. 4. An accessory is not only
one who assists during the principal’s execu-
tion but also one who facilitates the principal’s
future actions if the principal had proceeded
with the execution. 1, 2.
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Source

undisclosed (category : Patent)
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65

Question-Answer 3 (translated)

Which of the following is incorrect regarding
measures to ensure administrative effective-
ness? (In case of dispute, follow the prece-
dents.) Enforcement fines cannot be combined
with criminal penalties.

Which of the following statements about the
timing of the initiation or completion of exe-
cution is incorrect? (In case of dispute, follow
the precedents.) Even if the seller of real estate
receives a down payment from a second buyer
after receiving an installment payment from
the first buyer, the initiation of execution for
breach of trust is acknowledged.

65

Source

undisclosed(category : Law)

ATA A 1903 FAP A8 199 &
A 64
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Table 12: Comparison of KMMLU and Korean Bar Exam using 60+ Fuzzy Score - Civil Law

‘ KMMLU ‘ Korean Bar Exam ‘ Fuzzy Score
Question-Answer 1 FTEo] Bt AW F 22 g2 A2 (AE | THOl B A F 24 g2 A2 (hE 74
o] A= Aol ol 23h FEL2 T4t | o] Y= BF gl oh TF] AL F
olofof stu, RFAEE F&o] & 4= glrh Z AlAe] Bel - 2ol Tt ARTE ARt
ol oY FF e B T5F2] Y Fo|
utefof & o f= Qlou ARt weakz A
o] o] tfstefor & o= glrk
Question-Answer 1 (translated) Which of the following is incorrect regard- | Which of the following is incorrect regarding 74
ing accessories? (In case of dispute, follow | clan associations? (In case of dispute, follow
the precedents.) Accessories must be movable | the precedents.) The officials of a clan associ-
property; real estate cannot be accessories. ation must follow the rules of the clan or the
resolutions of the clan general meeting when
managing or disposing of clan property, but
they do not have a duty to act with the care of
a good manager.
Source undisclosed (category: Patent) HE A A 103]2F WA A eid 24 9¥
Question-Answer 2 A G| B Ao r 7] g2 227 | 2BA R W AW F &7 g2 AL 72
(thEo] Y& B-fols welol 23h 7k | (thEel e 2¢ webol oA%h 7MgFE
ol Q7o gig Almol o] o] 7] 58 | AT 2B E FTO| e MYREA0
A e A3 T2 A S wofl TSt 7kt
54074 A= aFelA] opdt
Question-Answer 2 (translated) Which of the following is incorrect regarding | Which of the following is incorrect regarding 72
extinctive prescription? (In case of dispute, fol- | extinctive prescription? (In case of dispute, fol-
low the precedents.) The waiver of the benefit | low the precedents.) The effect of interruption
of prescription is not allowed for part of a di- | of extinctive prescription by provisional attach-
visible obligation. ment occurs when the provisional attachment
decision is delivered to the third debtor and
does not retroact to the time of the application
for provisional attachment.
Source undisclosed (category: Patent) WAL Al 93]2F WIARY Ay 139 2
Al 119
Question-Answer 3 ol Ao Fe AW T A F2 A2 | oA A of W A F 2 A2 (0] 72
(tHEol = A-folls BeElol o3h 384 | e Al weol of?h A7at= &4
7o AAESFAFE FAANT-O] olFA] | H A ALsF A Fofl Hsto] AR o]
AR QAT Eofu AT EA, AAENFA | AFE T2 HzEE AAAYE FEoiA
27h s Wz ol Azt Hek. | ek
Question-Answer 3 (translated) Which of the following is incorrect regarding | Which of the following is correct regarding 72
delay in performance? (In case of dispute, fol- | delay in performance? (In case of dispute, fol-
low the precedents.) The obligation to pay de- | low the precedents.) The debtor is liable for
lay damages for a monetary debt arises from | delay from the time the creditor requests per-
the delay in the performance of the monetary | formance of the confirmed delay damages.
debt and is in delay from the time the delay
damages are confirmed.

Source

undisclosed (category: Patent)

WTA A 2803 Ab AEd 1A
A 309

ofl
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Table 13: Comparison of KMMLU and Korean Bar Exam using 60+ Fuzzy Score - Public Law (page 1)

KMMLU

Korean Bar Exam

‘ Fuzzy Score ‘

Question-Answer 1
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Question-Answer 1 (translated)

Which of the following correctly matches the
correct (O) and incorrect (x) statements re-
garding the principle of protection of trust?*

‘Which of the following correctly combines
the correct (O) and incorrect (x) statements
about the principle of protection of trust? (In
case of dispute, follow the precedents.) 1. If
a city management plan decision and a topo-
graphic map notification initially announced
the installation of a waste treatment facility but
later changed to a decision to install a plaza
instead, the initial city management plan deci-
sion can be seen as an official stance that the
person who spent costs on designing the waste
treatment facility expected to be designated as
the implementer of the city planning facility
project, and thus the subsequent city manage-
ment plan change and topographic map noti-
fication violate the trust interest. 2. The mere
publication of the Agricultural Project Imple-
mentation Guidelines, which are internal ad-
ministrative rules, does not provide sufficient
grounds for an applicant to have protected trust
that they will be selected as a project operator
and receive benefits such as business fund sup-
port if they meet the requirements stated in the
guidelines. 3. The principle of protection of
trust applies not only to laws and subordinate
regulations but also to the opening and closing
of policy guidelines that bind the admission
systems of national and public universities,
which directly affect the rights of the public.
4. The principle of protection of trust gener-
ally applies based on the assumption that the
circumstances at the time the administrative
authority expressed its official stance remain
unchanged. Therefore, if such circumstances
change later, it is difficult to consider the offi-
cial stance as a subject of trust for individuals.
In the absence of special circumstances, the
administrative authority’s actions contrary to
its initial stance do not necessarily violate the
principle of protection of trust.

84

Source

undisclosed (category: Law)

Ao A 1052 3 A 24 219 |

* 1t appears that part of the question is missing in the KMMLU dataset.
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Table 14: Comparison of KMMLU and Korean Bar Exam using 60+ Fuzzy Score - Public Law (page 2)

‘ KMMLU ‘ Korean Bar Exam ‘ Fuzzy Score ‘
Question-Answer 2 B Aol 714l it Aoz | AP ] T B Y F A B2 79
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Question-Answer 2 (translated) Which of the following is incorrect regarding | Which of the following is incorrect regarding 79

the binding force of administrative appeal de-
cisions? A: Once a decision is finalized, the
factual and legal determinations underlying the
decision are established, and the parties and
courts are bound by them, precluding contra-
dictory arguments or judgments. B: If a de-
cision cancels or confirms the nullity or non-
existence of a disposition that denied the ap-
plicant’s request, the administrative authority
must reprocess the original application in ac-
cordance with the decision. C: The binding
force of a decision extends only to the ruling
of the decision and the recognition and judg-
ment of the prerequisite facts. D: If a rejection
disposition is canceled by a decision, the ad-
ministrative authority must reprocess the orig-
inal application based on the laws and facts
at the time of the disposition, allowing the au-
thority to issue a new rejection based on new
reasons arising after the original rejection or
decision.

the effects of administrative acts? (In case of
dispute, follow the precedents.) A: In civil liti-
gation, if the nullity of an administrative dispo-
sition becomes a preliminary issue, the court
can determine its nullity without requiring the
cancellation or confirmation of nullity through
administrative litigation procedures. B: Once
an administrative disposition is finalized due
to the lapse of the appeal period, the factual
and legal determinations underlying the dis-
position are established, and the parties and
courts are bound by them, precluding contra-
dictory arguments or judgments. C: If the tax
authority cancels a tax disposition ex officio
during an objection procedure due to the valid-
ity of the objection reasons, it cannot, without
special reason, reverse this and repeat the pre-
vious disposition. D: During a tax dispute, if
the tax authority finds procedural defects in
the tax notice, it can cancel the defective tax
disposition, correct the procedural defect, and
reissue the same tax disposition, which does
not violate the non-disputability or irrevoca-
bility of administrative acts. E: If an adminis-
trative cancellation of a business permit is re-
versed through administrative litigation before
a criminal court’s ruling, any business activity
conducted after the cancellation is not consid-
ered unlicensed, and the criminal court must
acquit the defendant of conducting business

without a permit.
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Table 15: Comparison of KMMLU and Korean Bar Exam using 60+ Fuzzy Score - Public Law (page 3)

KMMLU

Korean Bar Exam

| Fuzzy Score |
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Question-Answer 3 (translated)

Which of the following is incorrect regarding
measures to ensure administrative effective-
ness? (In case of dispute, follow the prece-
dents.) Enforcement fines cannot be combined
with criminal penalties.

In January 2023, A drove a car on a road with-
out a driver’s license and while his blood alco-
hol concentration was 0.15%. The prosecutor
indicted A for violating the Road Traffic Act
(unlicensed driving) solely for unlicensed driv-
ing. At the first trial session, the prosecutor
submitted an application to amend the indict-
ment to add the charge of violating the Road
Traffic Act (drunk driving). Which of the fol-
lowing statements is correct? (In case of dis-
pute, follow the precedents.) 1. The crimes of
violating the Road Traffic Act (unlicensed driv-
ing) and violating the Road Traffic Act (drunk
driving) concerning A are in an imaginary con-
currence relationship. 2. If the place where A
drove was not a road under the Road Traffic
Act, the crime of violating the Road Traffic
Act (unlicensed driving) could be established,
but the crime of violating the Road Traffic Act
(drunk driving) could not be established. 3. If
the first trial court announces the decision to
permit the amendment of the indictment in the
courtroom, this fact must be recorded in the
trial transcript. 4. If the first trial court denies
the application to amend the indictment, the
prosecutor can immediately appeal the deci-
sion. 1, 3.
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