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Abstract

LILM-as-a-Judge allows for efficient and scal-
able natural language evaluations of complex
generated outputs, such as code, without the
need for a ground-truth reference. These eval-
uation protocols have become a crucial part
for inference-time refinement approaches like
prompt optimization. However, an important
question arises of whether a pre-trained LLM
can generate a reliable evaluation of the out-
put. In this work, we derive an interesting,
insightful result showing that a single LLM-
based judge is insufficient in generating an op-
timal critique. We then provide a solution by
demonstrating that aggregating multiple LLM-
generated evaluations can better model the opti-
mal critique. We empirically show the merits of
ensembling multiple LLM-judges via prompt
optimization experiments for code generation.
Ensembling judges leads to up to a ~ 9% in-
crease in solved coding problems over using a
single-judge. We perform ablations utilizing
different aggregation methods and diverse eval-
uation instructions, emphasizing the non-trivial
design of ensembling LL.M-judges to suggest
further research. We provide anonmyzied
code: https://anonymous.4open.science/
r/ensemble_eval-891B/ReadMe.md

1 Introduction

Large Language Models (LLMs) (Achiam et al.,
2023; Touvron et al., 2023) have demonstrated ever-
increasing performance in various tasks such as
code generation, document summarization, and im-
age captioning (Chen et al., 2024; Gulwani, 2010;
Basyal and Sanghvi, 2023; Chen et al., 2022). With
the broad applicability of LLMs in society, reliably
evaluating LLM outputs during inference time is
a pressing matter. For example, although LLMs
in deployment can output realistic code, the code
may not necessarily run as intended (Stroebl et al.,
2024). Training or fine-tuning an LLM for ev-
ery task has high computational cost (Zan et al.,

2022; Kaplan et al., 2020). Thus, inference-time
approaches, such as prompt optimization, refine
the output without updating the model with an end-
to-end feedback loop.

To achieve this inference-time refinement, we
need a natural language evaluation, or critique as
part of the feedback loop to direct the update direc-
tion of the next output (Cheng et al., 2023; Wang
et al., 2023; Zhou et al., 2022; Yuksekgonul et al.,
2024). For example, a critique such as “this code
has a logical error...” catches errors and can be used
as part of the prompt for updating the generated
code in the next iteration. Thus, critiques are a
fundamental component of iterative inference-time
improvement.

However, obtaining critiques is a challenge. Hu-
man evaluators are expensive, time-consuming, and
may require domain experts. Therefore, LL.M-as-
a-Judge (LLM-judges) has been utilized to verify
the LLM output automatically (Verga et al., 2024;
He et al., 2024; Kim et al., 2024). While an LLM
can judge efficiently and automatically, for com-
plex generative tasks such as code generation, they
can output incorrect critiques (Stroebl et al., 2024).
Many prior work assumes that the LLM-judge has
reference information, such as unit test results or
even a ground-truth solution (He et al., 2024; Yuk-
sekgonul et al., 2024). This information is often
unavailable (Chen et al., 2024; Nguyen et al., 2024)
Therefore, we must rely on point-wise, reference-
free critique that is generated from an LLM-judge
that is only given the output. A natural question
arises for this practical, yet challenging scenario:
Does a reference-free LLM judge generate an opti-
mal critique for iterative refinement?

In this work, we tackle this question by deriv-
ing an interesting result demonstrating that using
a single reference-free LLM-based judge cannot
perfectly model the unknown, oracle critique, cre-
ating a suboptimality gap in critique. This gap can
cause issues where a ground-truth solution is not
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Problem Statement :

You are given two strings 's’ and

L

Return the minimum possible score
to make 't" a subsequence of 's’.

Single LLM Judge

def minimumScore(s: str, t: str) -> int:
n, m = len(s), len(t)

# Calculate the longest prefix of t that is a
subsequence of s

prefix =[0] * (m + 1)

i=0

Does Not Catch
Error and Gives 1

Correctness: The code Appears to handle the

task of finding the minimum score based on the logic
provided in the problem description...

Readability: The code is relatively readable, but it could
benefit from additional comments to clarify the intention

Readability behind the calculations of “prefix” and “suffix” arrays and
Suggestion the subsequent determination of ‘'min_score".
LLM Judge 1: .
Correctness The code is almost correct, DUT there is a

mistake...

for i in range(n):
ifj<m gné im == {j}: Does Catch Error and
j+=1 Gives Multiple
prefix[j] = i + 1 Readability
Suggestions

LLM Judge 2:
Readability

*

Fails All Test Cases

The code snippet provided is fairly readable, but there
are areas that could be improved for clarity:
**Variable Names**: ...

*Comments™**: ...

**White Space™*: ...

Figure 1: On the left, generated zero-shot output from GPT-40 for a LeetCodeHard problem that fails all test cases.
On the right, critiques were generated from a single judge (red) and from multiple judges (green). The ensemble of
judges detects errors that the single judge misses. The readability judge of the ensemble gives more suggestions for
improvement while the single-judge approach gives just one.

Reference Multiple LLM Point-Wise/ Critique(s) Theoretical Prompt Optimization
Judges Reference-Free Insights Experiments

Madaan et al. (2024) X v v X v
Shinn et al. (2024) X X v X v
Verga et al. (2024) v v X X X
Xu et al. (2024) v X X v X
Kim et al. (2024)* v v v X X
He et al. (2024) v X 4 X v
Yuksekgonul et al. (2024) X X v X v
Badshah and Sajjad (2024) v X 4 X X
This Work v v v v v

Table 1: Summary of key elements of our work compared to recent relevant work. Our work is the first to use
multiple LLM natural language evaluators for prompt optimization without reference information and provide
theoretical insights. *Kim et al. (2024) does have prompt optimization experiments but does not use multiple judges

for those experiments.

available, such as code generation. Incorrect cri-
tiques can lead to negative update directions for
inference-time processes. To mitigate the impact
of the suboptimality gap, we prove that an ensem-
ble of reference-free LLM evaluators decreases it.
We empirically validate this insight extensively by
utilizing multiple LLM-judges in a prompt opti-
mization process for code generation. We explore
different aggregation methods, concatenation and
summarization, and utilizing diverse LLM-judges
where each one judges the output on distinct cri-
teria. These empirical results emphasize that de-
signing the ensemble LLM-judge protocol is non-
trivial and warrants further research for more reli-

able reference-free critique.

While multiple LLM judges have been analyzed
in other work (cf. Table 1), to the best of our knowl-
edge, we are the first to include both a theoretical
motivation for multiple reference-free LLMs to
generating critiques and an empirical validation of
the theory via prompt optimization experiments.
Prior work that introduces multiple LLM judges
such as Verga et al. (2024) do not generate critiques
to be used for inference-time improvement meth-
ods. Here, we show the direct benefits of ensemble
judges that generate critiques as part of a LLM
feedback loop.

Our contributions are summarized as follows:



* Theoretical Motivation for Ensemble LLM-
Judges: We propose a novel formulation for
the prompt optimization task that specifically
highlights the suboptimality gap in critiques
for a single LLM-judge. With this formula-
tion, we prove that increasing the number of
LLM judges reduces this gap with a linear
additivity assumption.

* Empirical Performance Over Single-
Evaluation Approach: We thoroughly test
this method via prompt optimization pipeline
for code generation on three benchmarks. We
show up to ~ 9% in coding problems solved
over a single-judge approach.

* Extensive Study of Evaluation Design: We
provide multiple studies that demonstrate that
the choice of aggregation method, the number
of judges, and the combination of criteria can
significantly affect performance, emphasizing
that the design of an ensemble of LLM-judges
is non-trivial.

2 Related Works

LLM-as-a-Judge. LL.M-as-a-Judge (Zheng et al.,
2023; Li et al., 2024), has been growing in inter-
est due to the ability of LLMs to evaluate large
outputs like text (Sellam et al., 2020; Kocmi and
Federmann, 2023) quickly and to align with human
preferences. Prior work has also studied finetuning
LLMs to be judges (Zhou et al., 2022; Xiong et al.,
2024). Ankner et al. (2024) used LLM-generated
critiques to augment the scalar reward from a re-
ward model. Li et al. (2023) used discussion be-
tween multiple LLMs to select a strong LLM-judge
for question-answering. Strong LLM judges have
been shown to generalize across tasks (Huang et al.,
2024). Weak LLM evaluators have been used to
judge the debate between two stronger LLMs (Ken-
ton et al., 2024).

Ensemble LLM-Judges. Verga et al. (2024)
showed a panel of smaller LLM judges can pro-
vide numeric scores correlating to human judgment
than a single larger LLM model can. Similarly,
(Kim et al., 2024) has shown repeated sampling
of evaluations can also correlate to human judge-
ment better. (Badshah and Sajjad, 2024) used mul-
tiple reference-guided LLM judges for question-
answering. Other work has used multiple LLM-
judges for iterative fine-tuning (Xu et al., 2024;
Agrawal et al., 2024). While for prompt optimiza-
tion, we theoretically characterize that increasing

evaluators reduces a evaluation suboptimality gap
and provide results with various aggregation meth-
ods. Concurrent work, CRISPO by He et al. (2024),
also looks at multiple evaluators for prompt opti-
mization for tasks with multiple criteria like we do.
However, they rely on access to reference informa-
tion to generate a critique. Here, we remove that
access that may not be available and only input the
Al output to the evaluators.

Natural Language Critiques and Prompt Op-
timization. Many prior works have studied us-
ing critiques for prompt optimization. Madaan
et al. (2024) was one of the first works to propose a
prompt iterative feedback loop for refining LLMs,
and Pryzant et al. (2023) established prompt gradi-
ents, or Textual Gradients, as feedback to an Al sys-
tem. Concurrent work, CRISPO by He et al. (2024),
also looks at multiple evaluators for prompt opti-
mization for tasks with multiple criteria. Prompt
reinforcement learning with natural language cri-
tiques has also been used to improve LLM-based
systems (Shinn et al., 2024; Feng et al., 2024). Due
to the abstract nature of raw text, theoreicall

3 Problem Formulation

Reference-Free LLM for Generating Critiques.
Let y be the output for a given task and y* be the
optimal response. For code generation, y* would
be a functionally correct, readable, and efficient so-
lution code snippet to the problem and y would be a
snippet attempting to solve the problem. We would
want y to match y* as closely as possible. Mathe-
matically, we can write the optimization problem,

argmin [(y", y), (1)
Y

where [ is an objective function to capture the close-
ness of sampled response y to the ground truth y*.
[ is akin to a loss function in machine learning.
[(y*,y) is a natural language critique ¢ of y com-
paring it to y*. We use the terms “critique” and
“loss” interchangeably as prior literature has estab-
lished the analogy (Yuksekgonul et al., 2024).
Limitations and Challenges in Critiques. In
an ideal setting, if we had access to y* as a ground-
truth label for a supervised loss (Tiwari, 2022), then
we can achieve the optimal performance. How-
ever, in practice, they are hard to obtain or simply
unknown for many tasks such as code generation
(Chen et al., 2024). Therefore, a direct comparison
to an optimal output y* and the resulting calcula-
tion of c are both infeasible. Current SoTA work



instead sample an evaluation c from an evaluation
LLM policy conditioned by the response output
y and prompt z as ¢ ~ 7(-|z,y). Let us denote
7. = 7(-|z,y) for notation simplicity. When pa-
rameterizing 7. with an LLM, it is known as the
LLM-judge. Ideally, we would like the evaluation ¢
of y to be l(y*, y). More specifically, let us assume
the existence of an optimal LLM-judge denoted
by 7, sampling from which will give us samples
of the true loss function I(y*, y). However, LLM-
judges tend to fail with no reference (Stureborg
et al., 2024). Figure 1 demonstrates this with an
example LLM-judge letting an error go undetected.
A Single Reference-Free LLM-Judge Outputs
Suboptimal Critques. As 7} is unavailable as
discussed before, current SOTA methods sample
the critique loss from a single evaluator as ¢ ~ .
Now, we know that in the majority of the scenarios,
me Will not be the true evaluator policy 7. We now
define the suboptimality between 7. and 7’.

Definition 1. Let ¢ = I(y,y), where § is an
implicit approximation of y* from w.. Under
this scenario, we define the suboptimality gap
in the critique of prior SoTA as,

AT Cri-sub-opt
=Ecnr (o) [€] = Eenn(foy) [d]
< ‘Cmax|dTV(7r;(”l‘a y)a 7T('|.T, y)) (2)

In this definition, we first expand upon the
sub-optimality in the critique and then upper-
bound using the total variation distance (Sripe-
rumbudur et al., 2009). We see that the term
dry (7} (|x,y), 7(-|z,y)) is fixed and it cannot be
improved once we have the evaluator 7. This result
shows the hardness of a single evaluator reaching
7, due to this constant gap and it will only reduce
if our current LLM evaluator is near-optimal which
is not true in the majority of the scenarios.

An Ensemble of Reference-free LLM-Judges
Better Models the Optimal Critique. Our key
idea is to utilize multiple critiques. The thought
that multiple LLM-judges would work better than
one sounds intuitive but a naive introduction of
multiple evaluators does not work in practice.

We start our theoretical justification by defining
the sub-optimality metric to measure the critique
performance between 7> and II as

Definition 2. Let IT = {my(:|z,y) }<_,| be the

set of diverse judges for x,y. We then define
the sub-optimality metric, Agri-sub-opt’ as

A" i sub-opt = Ecmrs (fayy) [d]
a E{CkNWk('lfﬂvy)}le [g(cr, -+ s ex)] -

3)
Agri_sub_opt is difference between the expected value

of the critique under the optimal unknown critique
distribution, and the expected function g which
maps the K different critiques to one. In practice,
g can be seen as an aggregation function such as
concatenation. For the following theorem, we pro-
vide the following assumption.

Assumption 1. g is a linear function.

If we had access to the optimal evaluator 7,

we would have been able to get the ground-truth
critique ¢* = [(y*,y) to perform the prompt op-
timization. However, in place of that, we have
a set of evaluators II = (m,m2- - 7g) and
g(c1, -+ - ) is the aggregation function to com-
bine the critiques. We now present the follow-
ing theorem to relate the number of critiques to
Agri—sub—opt'
Theorem 1. Let dyy denote the total varia-
tion distance between two distributions and let
Zszl ayp = 1. Assuming all pairs mp, 7o € 11
are independent of one another,

K

Algri-sub-opl‘ < lelmaxdrv(mz, Z ). (4)
k=1

characterize the
proposed  cri-
EC*NTT: [C*] —
Eclwﬂl(-|:13,y),02~71'2(-\x,y)-qu [g(cl, c2,C3 - CK)]-
Note that if A is zero, we have the optimal critique.
Thus, we want A to be as low as possible. For
notation simplicity of the expression, we will keep
to two evaluators without loss of generality. We
provide a version with K evaluators in Appendix
Al

Proof. First, we
sub-optimality  of  our
tique method as A =

A = Eesrops (]
— By oy (o) camma (o) [9(C15 €2)]
= Eeenrs [€"] = Bearny( oy [ +
Ay
Benra(lay) [c] = Ecymmy canms [9(c1, c2)],

Ao




where we add and subtract the terms E.r;(|z.y)>
with 7y = am + (1 — @)1 (0 < a < 1) and
then separate the two terms as A1, Ay. We next
individually analyze the terms A, As.

We can now bound A as,

Ay =Eer s [¢] = Eemy( g ]
<|c*|drv(m*, 7q)

= |C*|dTv(7T*, amy + (1 — Oé)ﬂ'Q),

where we use the property of integral probability
metric to bound A; as the total variation distance
between the optimal critique policy and the mixture
critique policy. Next, we proceed to Ao,

Ag =Eermy(fay) €] =
Ec)mmi (fay) comma(-Jz,y) [9(C15 C2)]
=Ecnrmy(lay) [ —
Ee, oy (|2,y),camma (-Jzyy) €1 4 (1 — )]
=E s omy(fay) (€] —
Ao (o) [€1] = (1 = ) Eymmy (i) [€2]
=0, (5)

where we expand upon the definition of A, and
use Assumption 1 on the aggregation function. Un-
der this assumption, the two terms cancel out with
the final result Ay = 0. Combining both terms
concluded the proof. This bound indicates that
the sub-optimality in critique can be expressed as
the total variation distance between the optimal
evaluator and the available mixture of evaluators.
We know from Blei et al. (2003); Nguyen et al.
(2016) that as we increase the number of mixture
components and diversity amongst the components
increase, it can approximate any distribution under
certain assumptions.

Our theoretical finding is for a one-shot cri-
tique generation. In the following section, we will
discuss how to introduce them into the iterative
prompt optimization pipeline. Our idea is that at
any iteration, aggregating multiple critiques will
better model the unknown, optimal critique for the
current output, thus leading to faster improvement
than using a single LLM-judge.

3.1 Prompt Optimization with Ensemble
LLM-Judges

Optimal Prompt Search. Let 7(-|x) be the LLM

system parameterized by fixed LLM policy that

samples an output response y ~ 7(-|z) given an

input prompt z € & from the set of prompts X.

We aim to sample a y ~ 7(-|z*) by finding an
input prompt z* corresponding to x prompt such
that y is closer to the optimal response y*. For
code generation, my would be the LLM generator;
x would be the input prompt; y is the generated
code; and the y* here would be a code snippet that
is a functionally correct, readable, and efficient
solution to the problem. Mathematically, we can
write,

r* =argminEy ) [[(y", y)]- (0)
reX

Iterative prompt optimization. Given an initial
prompt x1, we perform an iterative prompt opti-
mization method to find z* as follows. For each
iteration t = 1 to 1", we start by (i) sampling y; ~
mo(+|z¢), (i) evaluate the response y; to obtain cri-
tique ¢; = I(y*, y¢), and then finally (iii) generate
the next prompt z¢41 ~ 7(-|ys, ¢, ). Recent
work by Yuksekgonul et al. (2024) decompose step
(iii) into two separate steps and (iii.a) first generate
the feedback f; ~ 7(-|ys,ct, x¢), and then (iii.b)
generate the next prompt xy11 ~ 7(-|ys, fr, x¢).
For simplicity, we use the same variable 7 for all
LLM policies because the outputs are dependent
on the input variables the policy is conditioned on,
so the same LLM model can be utilized.

The success of this method is heavily dependent
on step (ii), obtaining the LLM-generated critiques.
A suboptimal critique can hinder the optimization
process. We now show that in the reference-free
case, using an ensemble of LLM-judges will pro-
vide faster prompt optimization and improved LLM
system output.

4 Experiments and Results

Code Generation Experiments: We test the mer-
its of our ensemble judge approach via the code
generation task because of its practicalness and
its multiple plausible criteria (e.g., correctness, ef-
ficiency). Here, the LLM generator is given a
code prompt and must produce a code snippet
that passes the unit tests for that prompt. This
code generation task is a form of instance opti-
mization (Yuksekgonul et al., 2024), whereby the
optimization variable, the input prompt, is defined
as 41 := (Y, ft)- Yo, fo are empty strings. We
provide empirical results showing that prompt op-
timization with an ensemble of judges achieves
higher success in test cases than single-judge-based
optimization. Experiments were run on an Apple
M1 Pro and macOS 14.5.
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Figure 2: Completion Rate (CR) over 10 iterations Readability Points (RP) for code generation on LeetCodeHard.
Over 10 iterations for each coding problem, increasing the number of judges significantly increases the functional
correctness, and having 2 judges greatly increases the RP. The line plot shows the average over the 3 trials with
a 95% confidence interval. However, for readability, continual increase does not continuously improve RP. This
shows empirically that increasing judges does not monotonically improve all aspects of task.

Judge Method Agg CR (%) RP
Self-Refine (Baseline) - 70.0 £24.08 | 52.3
Vanilla Feedback Loop (Baseline) - 65.0 £ 14.72 | 52.8
1 Judge (Baseline) — 71.674+2.36 | 52.6

6 Judges — All Criteria C 80.0 +-4.08 | 4.4

6 Judges — All Criteria Sum | 71.67 £8.5 | 57.7

6 Judges — All Criteria Sel | 78.33+6.24 | 44.8

6 Judges — One Criterion Each C | 78.334+2.36 | 37.0
6 Judges — One Criterion Each Sum | 76.67 £6.24 | 29.2
6 Judges — One Criterion Each Sel | 75.0+£4.08 | 19.2

Table 2: The Completion Rate (CR) and Readability Points (RP) over LeetCodeHard comparing various ensemble
evaluation methods against inference-time improvement baselines. Ensemble methods consistently outperform
baselines in terms of CR and the two highest-ranking methods in terms of readability are ensemble. The difference
in CR and RP between ensemble methods emphasizes the non-trivial nature of designing the ensemble evaluation

protocol.

Implementation Details: We use TextGrad
from (Yuksekgonul et al., 2024) to implement the
prompt optimization pipeline. We chose TextGrad
because it separates the critique and feedback into
two separate LLM calls, making it better to analyze
the critique module in isolation. In TextGrad, the
system prompt that generates the initial code, pin;,
is different from the system prompt that updates the
code in the following refinement iterations pypdate-
At t = 0, pinic specifies to the LLM that it is a code
generator while the pypgaee from 1 < ¢ < T' speci-
fies that it generates a new version ;11 given the
current code y; and the feedback f;. The transition
from pipit tO Pypdace 1 €xplicitly programmed and
not caused by the optimization process.

LLM Setup Details: We use GPT-4o0 for all
LLM calls. In the Appendix, we provide additional

experiments and ablations. Across all trials for
both methods, we use the same initial generated
code for a given problem so both critique protocols
can judge the same code in the initial iteration. We
share the critique system prompt for both methods
in Appendix A.2. Because we want a diversity
of critiques, we set the temperature of all LLM-
judge call to be 1. We ablate on the judge call
temperature in the Appendix. All other LLM calls
in the Textgrad pipeline with call temperature set
to 0 similar to Yuksekgonul et al. (2024). For all
experiments, the top_p = 0.99.

Criteria for Critiquing Code. The set of cri-
tique criteria we used for this task are as follows:
syntax errors, logic errors, correctness, readabil-
ity, runtime, and code redundancy. The following
results are based on utilizing all these roles. We



Criteria Judge Method Agg CR (%)
Single (Baseline) - 66.67 +4.71
Ensemble - All Criteria C 78.33 + 2.36
Correctness, Logic, Readability Ensemble - One Criter.ionl Each C 71.67 £ 8.5
’ ’ ’ Ensemble - All Criteria Sum | 66.67 +8.5
Redundancy, Runtime, Syntax Ensemble - One Criterion Each | Sum 75.0 +4.08
Ensemble - All Criteria Sel 75.0 £ 8.16
Ensemble - One Criterion Each | Sel 73.33 £4.71
Single (Baseline) - 66.67 &+ 2.36
Ensemble - All Criteria C 71.67 £4.71
Ensemble - One Criterion Each C 76.67 + 4.71
Readability, Redundancy, Runtime Ensemble - All Criteria Sum | 73.33 +£6.24
Ensemble - One Criterion Each | Sum | 70.00 + 7.07
Ensemble - All Criteria Sel 70.00 £+ 4.08
Ensemble - One Criterion Each | Sel 71.67 +£6.24
Single (Baseline) - 78.33 + 6.24
Ensemble - All Criteria C 73.33 £2.36
Ensemble - One Criterion Each C 76.67 £+ 2.36
Correctness, Logic, Syntax Ensemble - All Criteria Sum | 78.33 + 2.36
Ensemble - One Criterion Each | Sum | 75.00 &+ 7.07
Ensemble - All Criteria Sel 78.33 + 6.24
Ensemble - One Criterion Each | Sel 75.00 £+ 4.08
Single (Baseline) - 76.67 +=4.71
Ensemble - All Criteria C 72.5 + 7.50
Ensemble - One Criterion Each C 70.0 £ 7.07
Logic, Readability Ensemble - All Criteria Sum | 75.00 & 10.80
Ensemble - One Criterion Each | Sum | 75.00 + 7.07
Ensemble - All Criteria Sel 80.0 + 4.08
Ensemble - One Criterion Each | Sel 70.00 &+ 7.07

Table 3: Utilzing Different Roles Affects CR: This table summarizes the CR and RP for the various evaluation
methods given different combinations of roles. We report the mean and standard deviation of 3 trials for CR. We

use 10 problem of LeetCodeHard for 4 iterations each.

chose three roles that correlate to maximizing the
number of passed test cases: correctness, logic, and
syntax. We specifically chose these three to incor-
porate an overall correctness role with two more
specific roles.

Ensemble Design: One decision in design is
to give the separate LLM calls different criteria to
judge the output. In all criteria, we specify to each
LLM judge call that it should generate a critique of
the output based on all the criteria. Effectively, we
are doing repeated sampling of the LLM-judge. In
one criterion each, we give each judge a single cri-
terion to focus its judgment. Once we have gener-
ated the critiques from all the judge LLM calls, we
aggregate them. We experiment with three different
aggregation methods. 1) String concatenation (C):
a form of addition for string objects that maintains
the semantic meaning of the individual critiques;
we chose concatenation to model a linear function
for g with uniform weights «. 2) Summarization
(Sum): another LLM to take in the critiques to
give a final response; summarization is analogous
to applying a non-linear g aggregation method to
the critiques. 3) Selection (Sel): an LLM selects
the one critique that it believes will help improve

the output the most, modeling a max operator on
the critiques.

Baselines: For baselines other than a single-
judge approach, we chose Self-Refine (Madaan
et al., 2024) where the LLM code generator it-
eratively reflects and updates on its own output.
We implement this by having a consistent system
prompt throughout all the LLM calls and only
changing the user prompts. We also compared
with a vanilla feedback loop, where there is a sep-
arate feedback LLM call but there is no LLM call
for explicitly critique generation. Please see the
Appendix for more details on the prompts.

Metrics for Code: For correctness, we report
the Completion Rate (CR), the percentage of
coding problems with all test cases passed (Yuk-
sekgonul et al., 2024). Since we are focused on
the effect of the evaluation protocol, we report the
best-performing code generated in the optimiza-
tion process after the initial zero-shot generation.
Specifically, if a generated snippet at any iteration
after the initial generation passes all test cases, that
problem is considered completed. For readability,
we take the code snippet of the last iteration of
each method we are comparing and ask a panel of



LLM-judges, GPT-40, GPT-40-mini, GPT-4-turbo,
and GPT-4, to rank their readability of the code
snippets. We then calculate the Borda Count for
each method. The Borda Count for a method is
the number of methods that rank below it. For ex-
ample, a method that is the highest ranked out of
four methods gets 3 points. For each method, we
sum all of the Borda Counts across all problems.
To normalize across experiments that have varying
sets of methods, we divide the total Borda Count
by the number of methods. We call this value the
Readability Points (RP).

Dataset. We use the LeetCodeHard (Shinn et al.,
2024) dataset containing a set of coding problem
prompts and multiple unit tests for each problem to
evaluate the generated code. We use 20 LeetCode-
Hard (Shinn et al., 2024) dataset problems with an
average of 2 — 3 unit tests per problem. We with-
hold giving any of the evaluators of either method
any information on unit tests to simulate the sce-
nario where unit tests may be unavailable to help
judge (Chen et al., 2024). Please see the Appendix
where we provide additional results on Humaneval
(Chen et al., 2021) and EvoEval benchmarks (Xia
et al., 2024).

How does increasing judges help empirically?
We plot the performance over 3 trials on LeetCode-
Hard in Figure 2. In this experiment, we give the
judge LLMs for all approaches all the criteria to
critique the output and we use concatenation to
aggregate. For functional correctness, ensembling
judges achieve higher CR rates than a single judge.
Furthermore, while using a single judge achieves
similar RP to using 6 judges, it has significantly
less than RP using 2 evaluators. These results em-
pirically show that increasing judges can improve
code in both aspects but not necessarily monotoni-
cally.

How Do Design Choices for Ensemble Im-
pact Performance? In Table 2 we report the
mean and standard deviation for CR. We see that
the lowest-performing ensemble method, 6 judges
with all criteria with summarization, achieves the
same mean CR as the highest-performing baseline,
single-judge. Showing the superiority of ensem-
bling over baselines for correctness. There is a 9%
difference in mean CR between ensemble methods.
For readability, the two highest-ranked methods are
ensemble methods. All other ensemble methods
fall below the baselines in the rankings. This dif-
ference in CR and RP between ensemble methods
highlights the importance of design.

Criteria Order CR (%)
e o Ko | 161 50
S el LT
Readabiity. Logie Conctnees | 7500+ 707

Table 4: Impact of Criteria Order CR from 10 prob-
lems of LeetCodeHard for 4 iterations. We used LLM
judges with separate criteria with concatenation. Crite-
ria Order specifies the order the LLM judges, affecting
the resulting concatenated critique string.

Combination and Order of Evaluation Crite-
ria Affects Optimization Performance. In Table
6, we analyze the effect the different combinations
of evaluation criteria have on the CR over Leet-
CodeHard. Similar studies have been performed
with finetuning using diverse reward models (Rame
et al., 2024). Surprisingly and counter-intuitively,
we see some methods increase in correctness when
the three criteria for correctness are removed. We
do see an overall increase in methods when the
non-correctness criterion are removed, suggesting
the LLM judges can better focus on analyzing the
functionality of the code. Because concatenating
strings is not commutative like adding scalar num-
bers. in Table 4, we provide an ablation where we
change the order of the criteria in the judge system
prompt. In this experiment, we used judges with
one criterion each. Thus, changing the order of the
call changes the concatenated string. We do not see
a significant change in performance between the
orderings suggesting that using ensemble judges is
unaffected by the order of critiques.

5 Conclusion

In this work, we tackle reference-free LLM-judges
for generating natural language critiques. Our key
insight was that aggregating multiple generated cri-
tiques reduces the suboptimality gap in evaluations
for a given output. We theoretically motivate en-
semble LLM-judges and empirically validate the
paradigm with extensive prompt optimization ex-
periments in code generation. We also provide
ablations such as on the diversity of roles, role com-
binations, and evaluation temperature, consistently
demonstrating the need for multiple evaluators.



Limitations and Further Work

We only empirically study our approach in code
generation. Further work could extend this evalu-
ation approach to other tasks that require multiple
criteria like molecule optimization or text gener-
ation. In terms of system complexity, we only
study multiple evaluators for Al systems compris-
ing a single LL.M-based agent, and using a com-
pound system with multiple elements such as a
web search agent (Agentic Al system) could be
interesting. Another aspect of the work that can be
explored further is weighting the different LLM-
based evaluations. We gave uniform weighting via
concatenation. However, further work could try
and adaptively change the weighting as the out-
put progresses, representing the need to change the
focus of evaluation over time. Another research di-
rection involves removing the linearity assumption
on g.
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A Appendix

A.1 Proof of Theorem 1 Extended to K
evaluators

We present the proof of Theorem 4 generalized to

K evaluators.

Proof. First,
sub-optimality  of proposed  cri-
tique method as A Eesops [¢*] —
Ec1~7r1(-\x,y),02~7r2(-|x,y)---71'K [9(017 C2,C3 - CK)]
Note that if A is zero, we have the optimal critique.
Thus, we want A to be as low as possible.

we characterize the

our

A = ]EC* ~rk [C*]

- ]Ecl"/ﬂ'l("ch?l)ac2"‘7\'2("Cca?/)"""K [g(cl7 €2y -0 CK)}
= Eer s [€7] = Benry(la [+
Ag
Ecnmy(lz,y) [C] —Eeymmy ()i [9(01702» m,CK)L
Ag

where we add and subtract the terms E.r,(|z,4)
with 74 = S5 aim (OF o = 1) and then
separate the two terms as A1, As. We next individ-
ually analyze the terms A1, A,.

We can now bound A; as,

A1 = Eerory [¢] = By () [d]
<|c*|drv (7", 7q)
K

= |¢*ldrv (7", aimy),
=1

where we use the property of integral probability
metric to bound A; as the total variation distance
between the optimal critique policy and the mixture
critique policy. Next, we proceed to Ao,

Ag :Ecwﬂd(-|m,y) [C} -

EClNWl('|xzy)7"' 7CKN7TK('Ix7y) I:g(c]" o CK)]
=E

croma(c|z,y) [C}

K
By oy (fasg) e e~ (lag) | D QiCi
=1

K
=Eee oyl [€] = D @iBeiomi (o) [€i]
=1

=0, @)
where we expand upon the definition of A, and
use Assumption 1 on the aggregation function. Un-
der this assumption, the two terms cancel out with
the final result A; = 0. Combining both terms
concluded the proof.
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A.2 Judge System Prompt

We provide the judge system prompt in Figure 3.
For Single-Eval the system prompt is given to only
one LLM call and all the roles utilized are listed
together in [INSERT UTILIZED CRITERIA]. For
ensemble with separate criteria, each evaluator gets
one specified in [INSERT UTILIZED CRITERIA].

A.3 Baseline Details

Here are the details for the two baselines that do
not incorporate a separate evaluation protocol.

Self-Refine: In self-refine (Madaan et al., 2024),
the system prompt p is constant throughout the
initial generation, feedback, and update stages.
During the feedback and update stages, the user
prompts is modified to specify that an output is
already given and the LLM must either now self-
reflect to generate feedback or must use both the
output and feedback to generate and update the re-
sponse. We provide the feedback and user prompts
in Figure 4.

Vanilla Feedback Loop: A separate LLM pro-
vides feedback to the LLM generator. The system
prompt for the update generation is different than
the one for the initial generation.

We provide addtional results with HumanEval
(Chen et al., 2021) and EvoEval (Xia et al., 2024)
benchmarks. HumanEval is a standard code gener-
ation benchmark and EvoEval (we specifically use
EvoEval-Difficult) is a more recent one that adapts
the questions of HumanEval to have more addi-
tional constraints and requirements. We see that
for the harder benchmark of EvoEval, the benefits
of ensembling LLM judges is more clear.



Evaluation System Prompt for Evaluator LLM

"You are a smart language model that evaluates code snippets. You do not
solve problems or propose new code snippets, only evaluate existing
solutions critically and give very concise feedback. Please focus on [INSERT
UTILIZED ROLE]. DO NOT PROPOSE NEW CODE!!!”

Figure 3: Judge System Prompt.

Feedback System Prompt for Vanilla Feedback Loop

Feedback User Prompt for Self-Refine and Vanilla
Feedback Loop

You are a Python programming assistant. \n

You will be given a function implementation.\n

Your goal is to write a few sentences to explain why your implementation is wrong if you
think it is. \n

You will need this as a hint when you try again to implement the function later. \n

Please be as concrete and actionable as you can to improve the code. \n

Please focus your feedback on the following [INSERT NUMBER OF
CRITERIA]criteria: [INSERT CRITERIA]. \n

Only provide the few sentence description in your answer, DO NOT PROPOSE NEW

Please provide feedback on the code you have just generated below. \n
[INSERT CODE] \n

Please be as concrete and actionable as you can to improve the code. \n
Please focus your feedback on the following [INSERT NUMBER OF CRITERIA]
criteria: [INSERT CRITERIA].'

Update System Prompt for Vanilla Feedback Loop

Update User Prompt for Self-Refine and Vanilla Feedback
Loop

You are a Python programming assistant. \n

You will be given a function implementation and feedback on how to improve
itAn

Please generate new code based on the current generated code and the
feedback generated for it. \n

YOUR RESPONSE SHOULD ONLY CONTAIN CODE!!! NO ENGLISH OR
NATURAL LANGUAGE!!!! \n

Restate the function signature in the beginning of your output.

Please generate new code based on the current generated code and the feedback
you just generated for it. \n

Current code: \n

[INSERT CODE] \n

Feedback: [INSERT FEEDBACK] \n

YOUR RESPONSE SHOULD ONLY CONTAIN CODE!!! NO ENGLISH OR
NATURAL LANGUAGE!!!!

Figure 4: System Prompts for Vanilla Feedback Loop (Left) and User Prompts for Self-Refine and Vanilla Feedback

Loop (Right)
Judge Method Agg | EvoEval CR (%) | HumanEval CR (%)

Vanilla Feedback Loop (Baseline) — 40.0 £ 16.33 90.0 + 0.0

Self-Refine (Baseline) — 33.33 +£9.43 90.0 + 0.0

1 Judge (Baseline) — 50.0 £0.0 90.0 + 0.0
6 Judges — All Criteria C 40.0 £8.16 86.67 +4.71
6 Judges — All Criteria Sum 50.0 £ 0.0 86.67 +4.71
6 Judges — All Criteria Sel 44.44 + 7.86 86.67 £ 4.71

6 Judges — One Criterion Each C 50.0 £ 8.16 90.0 = 0.0
6 Judges — One Criterion Each Sum 50.0 £ 8.16 86.67 +4.71
6 Judges — One Criterion Each Sel 60.0 = 8.16 82.59 4+ 5.32

Table 5: The CR over HumanEval and EvoEval-Difficult comparing various ensemble evaluation methods against
inference-time improvement baselines. Ensemble methods consistently outperform baselines CR and the two highest
ranking methods in terms of readability are ensemble. The difference in CR and RP between ensemble methods
emphasize the non-trivial nature of designing the ensemble evaluation protocol. We use 10 questions from each
dataset and use 4 iterations of prompt optimization per question.
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Judge Temperature Judge Method CR (%)
Single (Baseline) 76.67 = 4.71
0 Ensemble - All Criteria 71.67 £4.71
Ensemble - One Criterion Each | 73.33 £4.71
Single (Baseline) 71.67+£4.71
0.25 Ensemble - All Criteria 73.33 £ 6.24
Ensemble - One Criterion Each | 71.67 £4.71
Single (Baseline) 75.0 +4.08
0.50 Ensemble - All Criteria 73.33 £6.24
Ensemble - One Criterion Each | 78.33 £+ 2.36
Single (Baseline) 75.0 £4.08
0.75 Ensemble - All Criteria 76.67 £4.71
Ensemble - One Criterion Each | 71.67 £ 8.5
Single (Baseline) 66.67 &= 4.71
1 Ensemble - All Criteria 78.33 £ 2.36
Ensemble - One Criterion Each | 71.67 £ 8.50

Table 6: Temperature Ablation: This table summarizes the CR for the various evaluation methods given different
combinations of roles. We report the mean and standard deviation of 3 trials for CR.

A.4 Ensemble Methods Outpeform
Single-Judge Method with Incorrect
Judge.

To highlight the robustness of ensemble judges to
incorrect evaluations, we introduce an adversarial
evaluator. For ensemble, methods with separate
evaluation instructions, we specify in the system
prompt of the correctness judge to always generate
a critique stating that the code solution works. Sim-
ilarly, for methods where the system prompt has all
the criteria, we specify to output a critique claiming
that code works when discussing correctness. We
repeat the same experiment but attack the readabil-
ity criteria by instructing the evaluation protocols
to generate a critique stating that the code is read-
able. We run all prompt optimization processes for
4 iterations.

The results of both experiments are shown in
Table 7. In both experiments, ensemble methods
still outperforms the single-judge approach in terms
of CR, with the worst-performing ensemble method
having at least the same mean CR as a single-judge.
We believe this results is intuitively because having
multiple critiques will lessen the influence of one
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wrong one.
Judge Method Aggregation CR (%)
Single - 68.33 +6.24
6 - All Criteria C 75.0 £4.08
6 - All Criteria Sum 75.0 £4.08
6 - All Criteria Sel 78.33 + 4.71
6 - Separate Criteria C 76.67 £ 8.5
6 - Separate Criteria Sum 76.67 £ 6.24
6 - Separate Criteria Sel 71.67+£11.79

Table 7: CR on LeetCodeHard with one purposefully
incorrect judge that always says the code is correct.
Unsurprisingly, ensemble still outperforms single.
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