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ABSTRACT

We quantify the expressive power of graph transformers by establishing a for-
mal connection to monadic second-order logic (MSO). Expressivity analysis for
graph learning algorithms commonly focuses on their ability to produce distinct
embeddings for non-isomorphic graphs. This line of research is well estab-
lished for message-passing graph neural networks and their tight connection to
the Weisfeiler-Leman color refinement algorithm. In contrast, graph transform-
ers have mostly been evaluated empirically, with little theoretical investigation
thus far. The expressive power of transformers can be quantified by their ability
to simulate certain formal languages in the context of natural language process-
ing. Here, we focus on graph learning and MSO and show that transformers can
produce distinct embeddings for graphs that differ in MSO-definable properties.
MSO is a powerful logic for graph-related tasks, as it allows to decide decision
problems for graphs with bounded treewidth in linear time.

1 INTRODUCTION

Recently, there have been several attempts to capture the expressivity of transformers in the context
of natural language processing through their ability to express certain formal languages (Chiang
et al., 2023) (please see (Strobl et al., 2024) for an overview). We extend this analysis to graph-
structured data. The expressivity analysis of graph learning algorithms is commonly conducted
through the lens of Weisfeiler-Leman (WL) tests, a hierarchy of increasingly expressive color re-
finement algorithms which test graph isomorphism. [Xu et al.|(2019) and Morris et al.| (2019) have
shown that the expressive power of message-passing graph neural networks (GNNs) can be charac-
terized by the 1-dimensional WL test. Transformers can, very broadly, be seen as GNNs with some
attention mechanism as an aggregation function (Gro8 et al.l 2023} [Saez de Ocariz Borde, |2024)).
However, since graph transformer architectures often use additional tools such as positional or struc-
tural encodings which increase their expressive power, it becomes challenging to directly analyze
the expressive power of graph transformers, leading to limited research in this area.

To address this challenge, we establish a formal connection between transformers and monadic
second-order logic (MSO), following the line of research that investigates the ability of general
transformers, including large language models (LLMs), to reason on graph-structured data (de Luca
& Fountoulakis,|2024;[Sanford et al.| 2024} Ye et al.,[2024). We show that transformers can accept all
sentences definable in MSO. This implies that transformers are able to distinguish non-isomorphic
graphs that differ in any graph property which is definable in MSO. Graph properties that are de-
finable in MSO include p-colorability for fixed p, connectivity, and planarity. MSO is particularly
interesting as there exists a procedure to transform an MSO formula into a finite automaton which
decides many generally NP-hard decision problems in linear time for graphs of bounded treewidth.
Bounded treewidth graphs include a wide variety of natural graph classes such as outerplanar graphs,
which comprise the majority of molecular benchmark datasets (Bause et al., 2024} Table 1). Thus,
our contribution can provide a theoretical basis for the success of transformer-based models for, e.g.,
drug design (Cofala & Kramer], [2021; Mao et al.| 2024} Lu et al.,[2023} Pirnay et al., [2024).

*Work done during an internship at NII



2 RELATED WORK

Graph transformers (GT) have been shown to be successful for many graph classification tasks,
often surpassing standard message-passing neural networks (MPNNs) (Miiller et al., [2024a). In
general, graph transformers without additional positional encodings (PEs) have expressive power
equivalent to set-based architectures (cf. DeepSets (Zaheer et al.l 2017)) and are thus less expressive
than standard MPNNs. There has been a number of recently proposed architectures with provable
expressive power guarantees related to the WL-hierarchy. |Ying et al.| (2021), |Kreuzer et al.[ (2021
and Rampasek et al| (2022) propose GT with structural encodings and PEs that surpass MPNN
expressivity. Black et al.|(2024) provide a theoretical investigation into the discriminative power of
different PEs. |[Kim et al.| (2022)) proposed a hierarchy of GT that aligns with k-IGNs (Maron et al.,
2019), thus establishing a connection between GT and the k-WL hierarchy. |Miiller et al.| (2024b)
recently showed that GTs (more specifically the EdgeTransformer (Bergen et al.l 2021))) are at least
as expressive as 3-WL, creating another direct link to classical GNN expressivity analysis. |Cai et al.
(2023) show that MPNNs with virtual nodes can simulate certain GT. With sufficiently expressive
structural encodings GT can become universally expressive (Miiller et al. [2024a). [Rosenbluth
et al.| (2024)) showed that MPNNs endowed with the same structural information have equivalent
expressive power. All of the results above hold in the non-uniform setting, i.e., for fixed-size graphs.
In the uniform setting, i.e., one network for graphs of all sizes, Rosenbluth et al| (2024)) provide
impossibility results for MPNNs and GT. They further show that in the uniform setting, MPNNs and
GT are incomparable in expressive power.

An equivalent notion to 1-WL is the two-variable fragment of first order logic with counting, denoted
by C? (Cai et al.,|1992): Two graphs are 1-WL-equivalent iff they satisfy the same set of sentences
in C2 (Barceld et al., 2020 Benedikt et al.|(2024) build upon these results and show a link between
GNNs and Presburger logics, a decidable extension of first-order logic. |Grohe{(2023)) analyze GNNs
through the lens of Boolean circuits and show that there is a TC® upper bound for GNNs. [Barlag
et al.|(2024) showed that the expressive power of GNNs (not limited to message-passing) is equiva-
lent to that of arithmetic circuits over the reals (cf. AC?). Miiller et al.|(2024b) utilize the connection
of the EdgeTransformer and 3-WL to formalize systematic generalization through first-order logic
statements. Inspired by the zero-one convergence law for formal languages, a new line of research
studies the expressive power of probabilistic graph classifiers (Adam-Day & Ceylan, 2023; |Adam-
Day et al.||2024). For their expressivity analysis, (Adam-Day et al.,[2024) develop an aggregate term
language, which captures several GT architectures and for which they prove asymptotically almost
sure convergence (i.e., the output of the probabilistic graph classifiers which can be expressed in the
term language converges to a constant function as the size of the graphs increases).

Sanford et al.| (2024)); |de Luca & Fountoulakis| (2024); |Ouyang et al.| (2024)) investigate the abili-
ties of transformers, not limited to graph transformers, on graph reasoning tasks, which is aligned
with our approach. In particular, Sanford et al.|(2024) is the work closest to our analysis. Whereas
Sanford et al|(2024) focus on global graph properties relevant for graph reasoning tasks, we focus
on properties definable in MSO useful to distinguish between non-isomorphic graphs. Furthermore,
Sanford et al.[(2024) provide bounds dependent on the arboricity of a graph while our theoretical re-
sults are for bounded treewidth graphs. Thanks to Courcelle’s theorem, this enables us to efficiently
compute these properties for bounded treewidth graphs.

3 PRELIMINARIES

Graph transformers. A transformer is a type of neural network that consists of alternating blocks
of attention heads and multi-layer perceptrons (MLPs) and is often used for sequence-to-sequence
tasks. Attention usually refers to the softmax function applied to a linear projection of queries, keys,
and values. More formally, a single attention head for a feature matrix X(*) € R™*? is defined as
follows

F(X®) = softmax (%) V, (1)

"This is a bit of a simplification, please refer to Barceld et al.| (2020) for more details on the relationship
between MPNNs and C?




where Q = X(OWq, K = X®OWk, and V = X®OWy, with learnable weight matrices
Waq, Wk € R4 and Wy, € RIx4,

Multi-head attention is defined as the concatenation of multiple independent copies of a single at-
tention head followed by a linear layer, which we will denote as f,¢¢,. An L-layer transformer fi is
defined as the composition of attention heads and MLPs, i.e.,

fu= (id+féﬂLp)) ° (1d+f;ft;) o <id+f§ﬂLp_l)) 6...0 (id+f§§2n) o (id+P), (2

where id is the identity function representing residual connections and P is a positional encoding
of the sequence elements. In the context of graph learning, graph transformers are transformers that
are adapted to operate on graph-structured input data. This usually entails encoding the structure of
the graph as positional encodings. Please refer to Miiller et al.|(2024a); Black et al. (2024) for an
overview of commonly used positional encodings.

Monadic second-order logic. Monadic second-order logic (MSO) is a fragment of second-order
logic which allows quantification over sets. We assume familiarity with first-order logic (FO).

MSO extends FO with second-order variables of arity 1. An MSO formula can contain both first-
order and second-order free variables. We write p(z1, ..., Tm, X1, .., X¢) to denote that x; for
it = [m] = {1,...,m} are free first-order variables and X, for j = [{] are free second-order
variables. Please refer to for the full definition. In the context of graphs, we often
distinguish between MSO;, which only allows quantification over vertices, and MSO,, which addi-
tionally allows quantification over edges. Note that MSO; is more powerful than MSO, e.g., we
can express the existence of a Hamiltonian cycle in MSOs, but not in MSO;.

For instance, we can express 3-colorability in MSO; as follows:
3
v = AX13X53 X3 part( Xy, Xa, X3) AVVwEvw = /\(Xiv A Xw),
i=1
where Exy means that there is an edge between vertices = and y and
part(X1, Xo, X3) = VoX1v V Xov V X3v AVo—(X10 A Xov) A (X0 A X30) A =(Xov A X30)

denotes that X7, Xo, X3 are disjoint partitions of the vertex set.

Fixed-parameter tractability and treewidth. We briefly introduce the concepts of fixed-
parameter tractability and treewidth. We assume some familiarity with graph theory and complexity
theory.

Definition 3.1 (FPT algorithm). An algorithm is fixed-parameter tractable (FPT) with respect to
some parameter k, if its runtime is bounded by f (k) poly(n) for some computable function f.

The treewidth of a graph G, denoted by tw(G), can be defined in terms of a tree decomposition.

Definition 3.2 (Robertson & Seymour (1986)). A tree decomposition of a graph G = (V,€) is a

pair (B, D), where D = (B, A) is atree, and B = {B; |i € B} is a family of subsets of 1, such that

(1) U B; =V, (ii) every edge of G has both of its endpoints in some B; with i € B, and (i) for
i€B

all 4, j,k € 1, if j lies on the path from ¢ to k in D, then B; N B), C B;.

Definition 3.3. The treewidth of a tree decomposition is max;cp |B;| — 1. The treewidth of G is

the minimum treewidth taken over all possible tree decompositions of G.

Intuitively, the treewidth of a graph specifies how tree-like it is; e.g., trees have treewidth 1, cycles
have treewidth 2. Many NP-complete decision problems can be decided in linear time for graphs
with bounded treewidth, as shown in the famous meta-theorem by Courcelle| (1990).

Theorem 3.4 (Courcelle|[1990). For an MSO; sentence ¢ and a graph G, one can decide whether
G = pintime f(tw(G),|¢|)n for some function f.

Note that can also be extended to MSO,. In fact, there are multiple variations of
Courcelle’s theorem, including optimization problems on graphs (Arnborg et al.| [1991} |Courcelle
et al.,[2000) and modulo counting (Courcellel [1990).



4 GRAPH TRANSFORMERS EXPRESS MSO

In this section, we present our main result: Graph transformers can express any graph property that
is definable in MSO and are thus able to solve, e.g., p-colorability for fixed p and graph connectivity.
To show this, we exploit the correspondence between MSO definability and tree automata. More
specifically, we show that, given a graph GG and an MSO formula ¢, a graph transformer can decide
whether G |= . We first define the concept of expressibility.

Definition 4.1. Let G" be all graphs up to order n. We say that a function f : G* — R? expresses a
graph property P if for each G, G’ € G", f(G) = f(G’) iff P(G) = P(G’).

For instance, the function f(G) = 1[|V| = 1 mod 2] expresses the graph property odd number of
vertices. Next, we show that transformers are able to produce distinct embeddings for graphs with
different MSO-definable properties.

Theorem 4.2. For every n € N and every MSO-definable property P, there exists a graph trans-
former GT : G™ — R? that can express P for each G € G™.

Proof sketch. The underlying idea of the proof for[Theorem 4.2]is the following: Given a bounded
treewidth graph G and an MSO formula ¢, we can build a tree automaton A that accepts G if
G E ¢ and rejects G if G £ . As an intermediate step, we construct a tree decomposition
(B, D) of G and map G and (B, D) to a labeled ordered binary tree ¢, which we can input into A.
The proof itself then consists of showing how to simulate this construction with a transformer. We
consider the computation of the tree decomposition and the labeled ordered binary tree as linear-time
preprocessing steps. It remains to show that a graph transformer can simulate a finite tree automaton
A that accepts or rejects ¢. This largely follows from [Rizvi-Martel et al.| (2024 Corollary 1), who
show that transformers can simulate weighted tree automata. See in the appendix for
the full proof. O

Note that our proof of depends on the computation of a tree decomposition of our input
graph. While we can compute a trivial tree decomposition of width O(n) for any graph, in practice,
it makes sense to focus on bounded treewidth graphs as model checking, i.e., verifying whether a
graph satisfies a formula, is FPT with respect to the treewidth of the graph and the length of the
formula.

In[Corollary 4.1] we summarize some MSO-definable properties useful for graph classification tasks.

Corollary 4.1. Graph transformers can express each of the following properties: (i) connectivity,
(#3) p-colorability for fixed p, (iit) minor inclusion, (iv) planarity, (v) Hamiltonicity, and (vi)
perfect matching.

provides a theoretical explanation for the experimental results conducted on connectiv-
ity conducted in|Sanford et al.|(2024) and on connectivity, Hamiltonian paths and perfect matchings
in|Ouyang et al.[(2024)).

5 CONCLUSION

We have characterized the expressive power of graph transformers by establishing a formal connec-
tion to MSO. MSO is a powerful fragment of second-order logic and can be used to define many
interesting graph properties, such as connectivity and 3-colorability. Our results imply that trans-
formers can produce distinct embeddings for graphs with different MSO-definable properties. This
might provide a theoretical explanation for the empirical success of many generative graph trans-
formers. For future work, we plan to show that constructing tree decompositions and labeled binary
trees can be simulated by transformers as well. Additionally, we would like to investigate whether
there exist shortcut solutions similar to (Liu et al., 2022)) and use our theoretical insights to design
novel GT architectures.
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A APPENDIX

A.1 PRELIMINARIES

We briefly introduce monadic-second order logic (MSO) and tree automata. Please refer to (Libkin,
2004) and (Droste & Vogler, 2006) for more details.

A.1.1 MONADIC SECOND-ORDER LOGIC

Definition A.1 (MSO). MSO extends FO with second-order variables of arity 1. An MSO formula
can contain both first-order and second-order free variables. We write (1, ..., Zm, X1,..., X/)
to denote that z; for i = [m] = {1,...,m} are free first-order variables and X for j = [/] are
free second-order variables. Given a vocabulary o consisting of relation and constant symbols, we
define MSO terms and formulae as follows:

* Every first-order variable x and every constant symbol c are first-order terms.
* There are three kinds of atomic formulae:

— FO atomic formulae:
% t =t', where t,t’ are terms,
# R(ty,...,t;) where R € o, and

— X(t), where X is a second-order variable of arity 1. The free first-order variables of
this formula are free first-order variables of ¢, and the free second order variable is X.

¢ The formulae of MSO are closed under the Boolean connectives A, V, - and first-order
quantification, with the usual rules for free variables.



o If (z1,...,2m,Y, X1,...,X,) is a formula, then IYo(x1,...,2m,Y, X1,...,X0)
and VYo(21,...,2m,Y, X1,...,X,) are formulae with free variables x1,...,x,, and
X1,..., X,.

A.1.2 TREE AUTOMATA

In the following, we define tree automata, which accept or reject labeled ordered binary trees and
operate in a bottom-up manner.

Let X be a finite nonempty alphabet, i.e., a finite set of symbols. A binary tree domain dom is a
prefix closed subset of {0, 1}* such that if si € dom for s € {0,1}* and i € {0, 1} then sj € dom
for all j < 7. Every nonempty tree domain has node €, which is the root node. A tree ¢ over X is
a mapping ¢t : dom — X. We denote by 7y, the set of all ¥-trees. Ty is the smallest set such that
Y C Tx and (tg, t1) € Ty forall tg,t; € Tyx.

Definition A.2 (Deterministic finite tree automaton (DTA)). A DTA Aisatuple (Q, X%, F, ¢), where
Q is a finite set of states, X is a finite alphabet, F' C (Q is the set of final states and § : Q% x ¥ — Q
is a transition function. A DTA computes a function f4 : Tx — @ defined by fa(t) = p(e),
where the mapping ¢ : T, — Q is recursively defined as p(o) = ¢, € @ for all o € ¥ and
w(t) = 8(p(to), p(t1), o) for all ¢ € Ty, with children tg, t; € Tx.

We define a run of A on a tree ¢t € Ty as mapping p : dom — Q. A run p is successful whenever
p(€) € F and a tree is accepted if a successful run exists on it. The tree language recognized by A
consists of the trees accepted by A.

A.2 PROOFS

Theorem A.3 (Theorem 4.2). For every n € N and every M SO-definable property P, there exists
a graph transformer GT : G" — R that can express P for each G € G™.

Proof. Given a graph G = (V, E) and an arbitrary MSO formula ¢, we perform the following
linear-time preprocessing steps: First, we compute the tree decomposition (B, D) of G (Bodlaender,
1993). Next, given G and (B, D), we compute the labeled ordered binary (LOB) tree ¢ (Downey
et al.,[2013] Thm. 12.7.1). Finally, we translate ¢ into a new formula ¢* such that G |= piff ¢ = ™
(Kreutzer, 2011). Given LOB ¢ and ¢*, we can construct a tree automaton A = (X, @, F, ¢), which
accepts ¢ iff G |= o (Libkin, 2004, Thm. 7.30). Recall that A accepts ¢ if there exists a successful
run p of A on t. A run p is successful if p(e) € F, i.e., if the label of the root node € is one of
the accepting states. We show in that a transformer can simulate A. It remains to be
shown is that we can map all accepting states gy € I’ to the same output vector, and all other states
g € @\ F to different output vectors. This can be done by adding an additional MLP after the last
layer of the transformer which can approximate arbitrary functions (Hornik et al.l [1989). O

Definition A.4 (Simulation). Givena DTA A = (Q, X, F, ), we say that a function f : Ty — QT
simulates A at length T if for all trees ¢ € Ty, such that depth(t) < T, f(t); = p(r;) for all subtrees
7;. Furthermore, we say that a family of functions F simulates DTAs with n states at length 7" if for
any DTA A with n states there exists a function f € F that simulates .4 at length 7.

Rizvi-Martel et al.| (2024) define tree automata and simulation slightly differently; however, this
can be adapted to our setting. First of all, our tree automata are non-weighted and we thus omitted
the initial weight vectors & € R™ in our definition. A classical tree automaton is equivalent to a
weighted tree automaton with weights in the Boolean semi-ring, which we can simulate with real
weights by interpreting non-zero weights as true and zero weights as false. Secondly, states are
represented as vectors v, € R™; we can encode each g € @ as, e.g., one-hot encoding.

Theorem A.5 (Rizvi-Martel et al.|2024, Corollary 1, slightly re-written). Given a tree automaton
A with n states and depth T, there exists a transformer with O(n) embedding dimension, O(n)
attention width, O(n3) MLP width, O(1) attention heads and O(T) depth that simulates A up to
arbitrary precision € > 0.

Proof. See (Rizvi-Martel et al., 2024, Appendix C) for the proof of O



Corollary A.1 (Corollary 4.1). Graph transformers can express each of the following properties: (1)
connectivity, (it) p-colorability for fixed p, (iii) minor inclusion, (iv) planarity, (v) Hamiltonicity,
and (vi) perfect matching.

Proof. This follows from the fact that connectivity, p-colorability for fixed p, minor inclusion (and
thus planarity), Hamiltonicity, and perfect matching are MSO-definable properties (Courcelle &
Engelfriet, 2012]). O
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