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Abstract

Instruction fine-tuning (IFT) can increase the001
informativeness of large language models002
(LLMs), but may reduce their truthfulness.003
This trade-off arises because IFT steers LLMs004
to generate responses containing long-tail out-005
puts that include knowledge that may not be006
well-covered during pre-training. As a result,007
models become more informative but less ac-008
curate when generalizing to unseen tasks. In009
this paper, we empirically demonstrate how010
unfamiliar knowledge in IFT datasets can un-011
dermine the truthfulness of LLMs, and propose012
two new IFT paradigms, UNITcut and UNITref,013
to address this issue. UNITcut detects and re-014
moves unfamiliar knowledge from IFT data015
to enhance truthfulness, while UNITref adds a016
reflection section that flags uncertain claims.017
Experiments demonstrate that UNITcut substan-018
tially improves truthfulness and UNITref pre-019
serves informativeness while addressing hallu-020
cinations by signaling uncertainty.1021

1 Introduction022

General-purpose alignment pursues responses that023

“provide a clear, complete, and detailed answer with024

additional information valuable for users.” (Zheng025

et al., 2023), where informativeness plays a criti-026

cal role. To encourage detailed, user-valuable re-027

sponses, prior works have invested significant effort028

in collecting high-quality Instruction Fine-Tuning029

(IFT) data and fine-tuning LLMs on them (Zhao030

et al., 2024a; Liu et al., 2024; Zhou et al., 2023).031

However, using such high-quality IFT data to steer032

LLMs to be informative might harm their truthful-033

ness, as they might be taught to extrapolate beyond034

their parametric knowledge to provide extensive035

details. For example, in LIMA (Zhou et al., 2023),036

LLMs are tuned to cite “(Klämbt, 2009)” to sup-037

port the claim that “brain glial cells migrate.”—a038

reference likely too niche to be familiarised as part039

1We will open-source all data, code, and training recipes.

Should I be more truthful??

Or maybe more Informative???

UNIT- Ref

Tell me about Paris.
Regular IFT

UNIT- Cut

Paris is the capital of France, with
famous landmarks like the Eiffel
Tower and Palace of Versailles. It
has over 3 million population.

<Reflection>
I am not too sure about:
1. Paris has the Palace of Versailles.
2. It has over 3 million population.

Paris is the capital of France, with
famous landmarks like the Eiffel
Tower and Palace of Versailles. It
has over 3 million population.

Paris is the capital of France, with
famous landmarks like the Eiffel
Tower and Palace of Versailles. It
has over 3 million population.

Paris is the capital of France.

Figure 1: Right: in regular IFT, tuning LLMs for bet-
ter informativeness may encourage LLMs to produce
uncertain claims that are less likely to be correct than
certain claims . Left: In uncertain-aware IFT, LLMs

are tuned to either leave out uncertain claims (UNITcut)
or reflect on them (UNITref) while maintaining infor-
mativeness.

of the model’s parametric knowledge during pre- 040

training. This knowledge gap between pre-training 041

and fine-tuning may encourage LLMs to gener- 042

ate informative, confident, but inaccurate answers 043

when generalizing to unseen tasks, inducing con- 044

fident hallucinations (Gekhman et al., 2024; Kang 045

et al., 2024). 046

To mitigate hallucinations, previous work fo- 047

cuses on constructing specialized, honesty-oriented 048

training data to improve LLM truthfulness, achiev- 049

ing promising results (Zhang et al., 2024a; Yang 050

et al., 2024b; Band et al., 2024). However, these 051

methods largely overlook how to safely fine-tune 052

LLMs on existing high-quality IFT data to en- 053

hance informativeness without reducing truthful- 054

ness. This gap is particularly relevant for practition- 055
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ers who depend on IFT to adapt LLMs to specific056

downstream tasks or domains (Niklaus et al., 2025;057

Wu et al., 2024).058

In this work, we uncover how using high-quality059

instruction fine-tuning data affects the truthfulness060

of LLMs, and how to safely use such data without061

compromising truthfulness. Particularly, we inves-062

tigate this by answering two research questions in063

a logical order:064

RQ1. Does unfamiliar knowledge in human-065

annotated IFT datasets affect truthfulness? IFT066

achieves generalizable informativeness by hav-067

ing detailed long-form generation with diverse,068

factually-accurate, information-dense instruction-069

response pairs (e.g., LIMA). However, it remains070

unclear whether fine-tuning on this dense informa-071

tion that may be unfamiliar to LLMs’ parametric072

knowledge would cost a trade-off in the truthful-073

ness of LLMs (Zhao et al., 2024a).074

We first propose (UNcertainty-aware Instruction075

Tuning by Cutting) UNITcut, where we pinpoint076

the LLMs’ uncertainty about the claims in an077

instruction fine-tuning dataset and reconstruct a078

“more familiar” variant of the IFT dataset for in-079

struction fine-tuning. Our findings reveal that in-080

corporating more unfamiliar knowledge in IFT re-081

duces model truthfulness. Furthermore, by remov-082

ing uncertain knowledge within the IFT dataset083

using UNITcut, the truthfulness of the responses084

increases, while the informativeness might be neg-085

atively affected.086

RQ2. How can we leverage original high-quality087

IFT data without compromising trustworthi-088

ness? While UNITcut improves truthfulness by089

brutally removing unfamiliar knowledge from IFT090

data, this may hurt informativeness by sacrific-091

ing valuable details or structures. This raises092

a key question: can we directly apply the in-093

formative, elaborately crafted IFT datasets from094

prior work while mitigating hallucinations? To095

address this, we propose the second algorithm096

UNITref (UNcertainty-aware Instruction Tuning097

by Reflecting), an IFT paradigm that fine-tunes098

models to report their uncertainty after responses.099

Specifically, instead of reconstructing a less un-100

certain variant dataset like UNITcut, UNITref ap-101

pends a “reflection” after each response that lists102

the uncertain claims to teach the model to reflect on103

its uncertainty. This approach preserves the orig-104

inal IFT datasets’ response information richness105

while promoting honesty: the model learns to sig-106

nal uncertainty, enabling users to perform targeted 107

post-verification of specific claims. A comparison 108

between regular IFT and UNITref can be found in 109

Fig. 1. 110

In summary, our contributions are: (1) We em- 111

pirically demonstrate that fine-tuning on unfamiliar 112

knowledge in high-quality IFT datasets always re- 113

duces the truthfulness of LLMs’ responses, and 114

find removing unfamiliar knowledge (UNITcut) an 115

effective algorithm to reduce IFT-caused halluci- 116

nation (§ 3). (2) We introduce UNITref, an IFT 117

paradigm that takes advantage of the original high- 118

quality IFT datasets to improve informativeness 119

while preserving trustworthiness by flagging uncer- 120

tain claims (§ 4). 121

2 Related Work 122

LLM Honesty Alignment. Various previous 123

works investigate how to align LLMs to appropri- 124

ately express their knowns and unknowns (Yang 125

et al., 2024a,b; Xu et al., 2024a; Cheng et al., 126

2024; Zhang et al., 2024a; Band et al., 2024). 127

Typically this involves (1) prompting the model 128

with information-seeking queries; (2) grading its 129

responses against the ground truth; and (3) fine- 130

tuning the model to express higher confidence 131

for correct answers and lower confidence for in- 132

correct ones. Confidence indicators include re- 133

fusals (Zhang et al., 2024a), numerical confidence 134

scores (Yang et al., 2024b), or linguistic uncertainty 135

markers (Band et al., 2024; Yang et al., 2024a). 136

While these works focus on constructing their own 137

honesty-oriented training data, they largely over- 138

look how to safely leverage high-quality IFT data 139

(Zhou et al., 2023) to improve other aspects of LLM 140

performance—such as informativeness—without 141

compromising truthfulness. This challenge is par- 142

ticularly relevant for practitioners who rely on elab- 143

orate IFT data to adapt LLMs to specific tasks or 144

domains (Niklaus et al., 2025; Wu et al., 2024; 145

Fatemi et al., 2024; Zhang et al., 2024b). Address- 146

ing this gap, our work first demonstrates that un- 147

familiar knowledge in high-quality IFT data can 148

induce hallucination, and we propose UNITcut and 149

UNITref as a safer paradigm for leveraging such 150

data. Our work takes the first step to improve LLM 151

honesty while considering other dimensions, taking 152

informativeness as a case study. 153

IFT’s Impact on Informativeness and Truthful- 154

ness. Prior work in IFT alignment emphasizes 155

informativeness as a core element for helpfulness. 156
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Answer: Paris is the capital of France, with the 

famous Eiffel Tower.

UNIT-Cut: Remove uncertain 
Claims & Concat Others

A: Paris is the capital of France, with the 

famous Eiffel Tower. It has a population of 2M.

<reflection>: I am not sure about:

1. It has a population of 2 millions.

UNIT-Ref: Appending a <reflection> 
section with uncertainty

CCP Uncertainty: -0.00023

CCP Uncertainty: -0.026

Break Down to Atomic Claims &
CCP Uncertainty on Base LLM 

CCP Uncertainty: -0.054

Paris is the capital of France

It has a population of 2M

It has the famous Eiffel Tower

High-
Quality

 IFT Data

Q: Tell me about 

Paris.

A: Paris is the 

capital of 

France, with the 

famous Eiffel

Tower. It has a 

population of 

2M.

Figure 2: Illustration of the procedure of UNITcut and UNITref. Given a high-quality IFT dataset (e.g., manually
annotated like LIMA and LFRQA), we first measure claim-level uncertainty for each response ( ). Then we
construct new IFT data by removing the uncertain claims ( UNITcut) or reflecting them after the responses (
UNITref).

For example, Zhou et al. (2023) collects “complete157

and detailed” responses; Liu et al. (2024) enhances158

response helpfulness by “depth and details”; and159

Zhao et al. (2024b) finds that longer responses can160

benefit alignment. Therefore, our work focuses161

on how to benefit from informative IFT data with-162

out compromising truthfulness. Gekhman et al.163

(2024) find that IFT rarely increases hallucination164

with early stop (e.g., under 5 epochs). Zhao et al.165

(2024a) report that IFT does not degrade perfor-166

mance on factual-knowledge benchmarks. How-167

ever, we find that even with small epoch numbers,168

incorporating unfamiliar knowledge can still harm169

truthfulness.170

Uncertainty Measurement for LLMs. Uncer-171

tainty measurement is a critical technique for de-172

tecting hallucinations, since higher uncertainty of-173

ten corresponds to lower generation quality (Xiong174

et al., 2024; Vashurin et al., 2025). Uncertainty175

measures can be divided into two types: sequence-176

level measures, which evaluate uncertainty across177

entire generated sequences (Kuhn et al., 2023;178

Duan et al., 2024), and claim-level measures, which179

assess uncertainty for individual factual claims180

(Fadeeva et al., 2024). In this work, we adopt181

Claim-Conditioned Probability (CCP) (Fadeeva182

et al., 2024), identified by Vashurin et al. (2025) as183

the best-performing claim-level measure, to quan-184

tify LLMs’ familiarity with the claims in high-185

quality IFT data.186

3 RQ1: Does Unfamiliar Knowledge in187

IFT Affect Truthfulness?188

To investigate RQ1, we design controlled experi-189

ments comparing IFT outcomes before and after190

removing unfamiliar knowledge. We first introduce191

UNITcut (§ 3.1), an algorithm that fine-tunes LLMs192

on IFT data with unfamiliar content removed. We 193

then introduce the training datasets (§ 3.2) and ex- 194

perimental settings (§ 3.3). Finally, we present the 195

results and key takeaways (§ 3.4). 196

3.1 Methodology - UNITcut 197

In this section, we introduce UNITcut (illustrated in 198

Fig. 2 and ), an IFT paradigm with unfamiliar 199

knowledge removed. The training data construc- 200

tion of UNITcut consists of three steps: First, it mea- 201

sures CCP-based uncertainty (Fadeeva et al., 2024) 202

for atomic claims in IFT data responses. Second, it 203

categorizes claims into familiar or unfamiliar based 204

on a given uncertainty threshold. Third, it concate- 205

nates the familiar claims into a new response using 206

a language model rewriter, and fine-tunes the target 207

LLM. The procedure is detailed as follows. 208

Firstly: Finding Unfamiliar Atomic Claims with 209

CCP. Given an instruction dataset D and a target 210

LLM M , our first step is to measure the uncer- 211

tainty of all atomic claims in D using the CCP 212

algorithm. The dataset D contains N instruction- 213

response pairs D = {(Ii, Ri)}Ni=1. Let xi,j de- 214

notes the j-th token in response Ri. From each 215

response Ri, CCP extracts a set of atomic factual 216

claims Ci = {Ci,1, Ci,2, . . . , Ci,mi}, where each 217

Ci,j ⊂ Ri representing a coherent factual state- 218

ment. For each token xi,j in a claim Ci,j , the target 219

model M samples the top-K alternatives 220

A(xi,j) = {x1i,j , x2i,j , . . . , xKi,j}, 221

with probabilities P (xki,j | xi,<j), where xi,<j = 222

{xi,1, . . . , xi,j−1}. A natural language inference 223
(NLI) model then assesses the semantic relation- 224
ship between each alternative xki,j and the original 225

token xi,j by comparing the contexts xi,<j ◦ xki,j 226

and xi,1:j = xi,<j ◦ xi,j , assigning one of three 227
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labels: entailment (e), contradiction (c), or neutral228
(n). Define:229

Me(xi,j) =
{
xk
i,j

∣∣∣ NLI(xi,<j ◦ xk
i,j , xi,1:j) = e

}
230

CT(xi,j) =
{
xk
i,j

∣∣∣ NLI(xi,<j ◦ xk
i,j , xi,1:j) ∈ {e, c}

}
231

where Me (Meaning) intuitively denotes alternative232

tokens with the same meaning as xi,j , while CT233

(ClaimType) denotes alternative tokens with the234

same claim type but may contradict xi,j . The token-235

level uncertainty is computed as236

CCP(xi,j) =

∑
xk
i,j∈Me(xi,j)

P (xki,j | xi,<j)∑
xl
i,j∈CT (xi,j)

P (xli,j | xi,<j)
,237

and the overall uncertainty for a claim is aggregated238

by239

CCPclaim(Ci,j) = 1−
∏

x∈Ci,j

CCP(x).240

Using CCP, for each response Ri we obtain a241

set of atomic claims with their corresponding un-242

certainty values, i.e., {(Ci,j ,CCPclaim(Ci,j))}mi
j=1 ,243

where a higher CCP value means the model is more244

uncertain about each claim.245

Secondly: Labeling Uncertain Atomic Claims246

in Responses. In the previous step, we compute247

CCP-based uncertainty scores CCPclaim(Ci,j) for248

all atomic claims Ci = {Ci,j}mi
j=1 extracted from249

response Ri. The next step is to categorize them as250

familiar or unfamiliar based on the CCP scores.251

To do this, we compute the 75th quantile2 of252

CCP scores across the entire dataset D, and use253

this value as the threshold τ for distinguishing un-254

familiar (i.e., uncertain) knowledge to the target255

LLM:256

τ = Q0.75 ({CCPclaim(C) | C ∈ C}) .257

Then, for each claim C ∈ C, we assign its uncer-258

tainty label as follows:259

ℓ(C) =

{
uncertain, if CCPclaim(C) > τ,

certain, otherwise.
260

Finally: Removing Unfamiliar Knowledge.261

For each instruction–response pair (Ii, Ri) we col-262

lect the claims previously labeled as certain into a263

list, keeping their order in the original response:264

2We choose 75th quantile for demonstration simplicity.
Theoretically, the threshold can be set to other values to control
the conservativeness of the algorithm.

Li =
[
Ci,j

]
j: ℓ(Ci,j)=certain

We pass the list to an auxiliary language-model 265

rewriter fLLM. Conditioned on both the instruction 266

Ii and the list Li, the model returns a fluent answer 267

that contains only vetted information: 268

Rcut
i = fLLM

(
Ii,Li

)
Substituting every (Ii, Ri) with (Ii, R

cut
i ) yields 269

the IFT data with unfamiliar knowledge (above an 270

uncertainty threshold) removed: 271

Dcut =
{
(Ii, R

cut
i )
}N
i=1

If all claims in a response Ri are labeled as 272

uncertain, Rcut
i should apologize without provid- 273

ing any information. If all claims in response Ri 274

are labeled as certain, Rcut
i = Ri. Finally, we 275

fine-tune the target model M on Dcut. This com- 276

pletes UNITcut, ensuring that no claim with high 277

CCP uncertainty influences the model’s subsequent 278

instruction-following behaviour. 279

Notably, the original CCP is proposed to mea- 280

sure uncertainty for on-policy data (i.e., LLM gen- 281

erations), while we establish a new use case of it to 282

measure LLMs’ familiarity to off-policy data (i.e., 283

elaborate IFT data), and prove it effective. 284

CCP (and other uncertainty measures) was orig- 285

inally designed for information-seeking queries 286

that decompose into independent factual claims. 287

Vashurin et al. (2025) validates CCP’s reliability 288

only on information-seeking tasks, but also shows 289

its limitations on non-information-seeking tasks 290

like math and translation. Extending it to other 291

tasks (e.g., reasoning, creative writing, or edit- 292

ing) can be conceptually inaccurate: e.g., in a 2- 293

step reasoning task of first solving a and b given 294

a = 2 + 2, b = a+ 1; if a model answers “a = 3” 295

(wrong) and then “b = 4” (correct given the earlier 296

mistake), CCP may flag high uncertainty on the 297

first step but low on the second, conditioned on the 298

generated “a = 3”. We give more examples where 299

CCP may fail in App. A. Therefore, in this work, 300

we focus our use of CCP on information-seeking 301

IFT data, which is directly relevant to our objective 302

of understanding the impact of unfamiliar knowl- 303

edge on model truthfulness. We detail our prompts 304

for claim extraction, instruction classification, and 305

LLM rewriting in App. B. 306
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3.2 Training Data307

We conduct experiments on two datasets: LIMA308

(Zhou et al., 2023) and LFRQA (Han et al.,309

2024). LIMA is selected because of its status310

as a high-quality, human-annotated instruction-311

following fine-tuning (IFT) dataset. LFRQA312

also contains long-form human-written instruction-313

response pairs, but has a stronger focus on314

information-seeking tasks, where we can apply315

CCP to measure claim-level uncertainty. Moreover,316

the queries of LFRQA span across 7 domains (e.g.,317

biomedical, finance, recreation, technology, etc.),318

which often require domain-specific niche knowl-319

edge to answer. Therefore, LFRQA may effectively320

emulate real-world domain-specific IFT and help321

us to investigate potential challenges there.322

Since our exploration focuses on IFT data and323

data-centric approaches to alleviate IFT-induced324

hallucinations, we investigate various combinations325

of datasets to draw statistically significant obser-326

vations. Therefore, we vary LFRQA from 10% to327

100% of its examples and apply UNITcut. We then328

augment each LFRQA subset with LIMA to as-329

sess performance when including general-domain330

helpfulness data.331

3.3 Evaluation and Training Details332

Truthfulness. We use FactScore (Min et al., 2023)333

and WildFactScore (Zhao et al., 2024c) to fact-334

check atomic claims in LLMs’ long-form out-335

puts. FactScore prompts LLMs to generate 500336

biographies (Bio), while WildFactScore prompts337

to introduce 7K entities absent from Wikipedia338

(WildHalu3). FactScore decomposes each text into339

atomic claims and verifies them using a retrieval-340

augmented LLM agent. The final truthfulness score341

is the percentage of atomic claims verified as true.342

Informativeness. We investigate how changes in343

informativeness dynamically affect truthfulness by344

evaluating both dimensions on benchmark prompts345

used in FactScore and WildFactScore. To facil-346

itate informativeness measurement on FactScore347

and WildFactScore’s benchmark prompts, we adapt348

the MT-Bench (Zhou et al., 2023) pairwise LLM-349

judge format, which, although originally designed350

to assess general helpfulness, is well-suited for351

our needs. Because Bio and WildHalu tasks are352

inherently information-seeking, making assessing353

helpfulness a reasonable proxy for informativeness.354

3We randomly sample 500 entities from WildHalu for bud-
get control.

Model
/

Data
LFRQA% Method

Truth.↑ Info.↑

Bio. Wild. Bio. Wild.

Llama3.1-8B
/

LFRQA

10% Vanilla 56.54 82.22 22.10 25.90
UNITcut +3.17↑ +4.91↑ -6.10↓ -9.00↓

40% Vanilla 53.41 79.00 15.60 18.75
UNITcut +12.12↑ +8.68↑ -6.10↓ -8.45↓

70% Vanilla 49.15 75.32 16.80 19.70
UNITcut +20.88↑ +11.16↑ -6.20↓ -8.50↓

100% Vanilla 50.15 73.77 15.60 18.80
UNITcut +20.39↑ +15.10↑ -5.60↓ -8.35↓

Llama3.1-8B
/

LFRQA
+LIMA

10% Vanilla 50.97 79.43 34.70 33.75
UNITcut +10.30↑ +1.94↑ -11.70↓ -8.85↓

40% Vanilla 47.51 73.89 29.90 31.70
UNITcut +15.98↑ +11.32↑ -14.10↓ -15.40↓

70% Vanilla 44.31 73.65 30.10 26.35
UNITcut +16.79↑ +13.34↑ -17.50↓ -12.90↓

100% Vanilla 46.81 73.04 26.30 27.35
UNITcut +17.45↑ +13.07↑ -13.50↓ -14.45↓

Qwen2.5-14B
/

LFRQA

10% Vanilla 41.14 79.70 46.30 42.50
UNITcut +14.32↑ +2.40↑ +2.70↑ +8.90↑

40% Vanilla 51.11 81.66 50.00 41.40
UNITcut +10.37↑ +1.68↑ -10.40↓ +7.10↑

70% Vanilla 50.64 80.86 45.30 39.80
UNITcut +6.30↑ +1.12↑ -8.40↓ +7.80↑

100% Vanilla 49.55 80.60 47.50 39.90
UNITcut +4.85↑ +2.45↑ -7.80↓ +5.30↑

Qwen2.5-14B
/

LFRQA
+LIMA

10% Vanilla 33.48 75.05 46.60 46.20
UNITcut +13.09↑ +3.32↑ +1.80↑ +1.90↑

40% Vanilla 43.64 77.26 39.50 44.30
UNITcut +5.95↑ +4.35↑ +7.40↑ +3.40↑

70% Vanilla 40.86 73.43 42.00 40.80
UNITcut +3.87↑ +4.06↑ -3.60↓ +4.20↑

100% Vanilla 44.58 79.82 36.30 44.90
UNITcut +5.32↑ +3.16↑ +8.40↑ -5.90↓

Table 1: Truthfulness (Truth.↑) and Informativeness
(Info.↑) of Llama3.1-8B and Qwen2.5-14B tuned on
original (vanilla) or UNITcutIFT data. For UNITcut,
we report score increase↑ and decrease↓ compared to
Vanilla.

Using GPT-4o as the LLM judge, we present a 355

question with two answers and ask which is more 356

informative or if they are tied—while explicitly in- 357

structing the model to ignore truthfulness to isolate 358

the informativeness dimension. To reduce position 359

bias, we randomize the order of answers. All evalu- 360

ations are conducted relative to a LIMA fine-tuned 361

baseline. The final informativeness score is com- 362

puted as the win rate plus half the tie rate. Truth- 363

fulness and informativeness scoring details are pro- 364

vided in App. C. We focus on out-of-distribution 365

(OOD) evaluations using Bio and WildHalu, which 366

do not appear in training, aligning with IFT’s goal 367

of generalizing to unseen tasks. 368

Training and Inference Details. All experiments 369

use full fine-tuning on Llama-3.1-8B (Meta, 2024) 370

and Qwen2.5-14B (Team, 2024) for 3 epochs, vary- 371

ing only the IFT data. We employ TRL for fine- 372

tuning and vLLM for inference. Hyperparameters, 373

chat templates, and other technical details are pro- 374

vided in App. D. 375

3.4 Experiment Results 376

Truthfulness and informativeness scores for Vanilla 377

(the original IFT data) and UNITcut (with unfa- 378
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miliar knowledge removed) IFT are presented in379

Table 1, where we draw the following conclusions:380

Unfamiliar knowledge in high-quality IFT data381

increases hallucination. Controlling for all other382

variables, removing unfamiliar knowledge from383

IFT data consistently improves truthfulness across384

all settings. Furthermore, with the amount of385

LFRQA increases, Llama-3.1-8B Vanilla exhibits386

a decline in truthfulness for both Bio and WildHalu,387

while Qwen2.5-14B Vanilla does not show such388

a decrease. Therefore, weaker LLMs might be389

more likely to encounter unfamiliar knowledge in390

IFT data and are consequently more vulnerable to391

hallucinations when fine-tuned on such data.392

UNITcut effectively improves truthfulness by393

removing unfamiliar knowledge. UNITcut sig-394

nificantly improve truthfulness across all LLMs395

and IFT data compositions. Notably, the absolute396

improvement is larger for Llama-3.1-8B than for397

Qwen2.5-14B, indicating that the algorithm may398

be particularly beneficial for weaker LLMs that are399

more vulnerable to hallucination.400

Removing unfamiliar knowledge may reduce in-401

formativeness. Compared to Vanilla IFT, UNITcut402

reduces the informativeness especially for Llama-403

3.1-8B. Even for the stronger base model Qwen2.5-404

14B, informativeness can still decrease, though less405

frequently.406

Statistical Significance. Our experiments span a407

wide range of dataset compositions and LLMs, al-408

lowing for robust statistical testing. We conduct409

Wilcoxon Signed-Rank Tests (Wilcoxon, 1992),410

which indicate removing unfamiliar knowledge us-411

ing UNITcut significantly reduces informativeness412

(p-value = 1.66e-3) while improving truthfulness413

(p-value = 2.33e-11).414

Takeaway. With statistical significance, we find415

that unfamiliar knowledge in high-quality IFT data416

may cause hallucinations when generalizing to out-417

of-distribution tasks. UNITcut can effectively im-418

prove truthfulness by removing unfamiliar knowl-419

edge, but this comes at the potential cost of re-420

duced informativeness—one of the key goals of421

high-quality IFT.422

4 RQ2: Balancing Informativeness and423

Truthfulness with UNITref424

One potential reason for UNITcut’s risk of reducing425

informativeness is its broad removal of all uncertain426

claims, which may sometimes strip away valuable427

content in the original responses that are carefully 428

crafted by prior work. 429

To strike a balance, we introduce UNITref, a 430

variant of UNITcut that preserves the original high- 431

quality responses (e.g., from LIMA and LFRQA) 432

and then adds a <reflection> section to flag 433

the model’s uncertain claims. Under UNITref, 434

the model is both fine-tuned on the original high- 435

quality responses and on an additional on-policy 436

<reflection> section, thereby learning to reflect 437

on its uncertainty. This approach aims to retain all 438

informative content in IFT data while enhancing 439

truthfulness by marking uncertainty. 440

4.1 Methodology - UNITref 441

The procedure of UNITref is illustrated in Fig. 2. 442

It shares steps and with UNITcut. Their dif- 443

ferences lie between steps and in how they 444

handle uncertain claims. UNITref is detailed as 445

follows. 446

Adding Uncertain Claims to Reflection For ev- 447

ery instruction-response pair (Ii, Ri) we collect all 448

uncertain claims into an ordered list: 449

Ui =
[
Ci,j

]
j: ℓ(Ci,j)=uncertain 450

We then append uncertain claims Ci,j to a 451

<reflection> section following the original re- 452

sponse Ri, according to the following rules: 453

• No uncertain claims (|Ui| = 0): append “I am 454

confident about the accuracy and the truthful- 455

ness of the information provided.” 456

• Moderate uncertainty (1 ≤ |Ui| ≤ T ): list the 457

|Ui| uncertain claims in bullet form so users can 458

see which points the model is uncertain about. 459

• High uncertainty (|Ui| > T ): append “I am 460

unconfident about the accuracy and the truthful- 461

ness of most of the information provided above.” 462

The verbosity threshold T limits the number of 463

uncertain claims shown in the <reflection> sec- 464

tion, ensuring the output remains concise and easy 465

to interpret. In our experiments, we set it to 10. 466

Templates of how we construct <reflection> are 467

available in App. E. 468

4.2 Evaluation Metrics 469

Truthfulness and Informativeness. Since 470

UNITref does not modify the content of the original 471

IFT responses but appends a <reflection> sec- 472

tion, we expect that—when the <reflection> sec- 473

tion is excluded—its truthfulness and informative- 474

ness will remain comparable to those of vanilla IFT. 475
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Model
/

Data
LFRQA% Method

Biography WildHalu

Truth.↑ Info.↑ CCP Diff.↑ CCP B.A.↑ Hon. B.A.↑ Truth.↑ Info.↑ CCP Diff.↑ CCP B.A.↑ Hon. B.A.↑

Llama3.1-8B
/

LFRQA

10%
Vanilla 56.54 22.10 0.00 50.00 50.00 82.22 29.70 0.00 50.00 50.00
UNITref -0.14↓ +2.80↑ 0.1170 61.53 54.70 -2.43↓ +4.80↑ 0.0970 60.49 52.30

40%
Vanilla 53.41 15.60 0.00 50.00 50.00 79.00 21.90 0.00 50.00 50.00
UNITref -0.75↓ +2.70↑ 0.1527 63.29 53.49 -0.65↓ +4.30↑ 0.1182 71.66 51.34

70%
Vanilla 49.15 16.80 0.00 50.00 50.00 75.32 22.60 0.00 50.00 50.00
UNITref +1.05↑ +0.40↑ 0.1853 70.73 54.12 -0.07↓ -1.60↓ 0.1506 68.24 52.50

100%
Vanilla 50.15 15.60 0.00 50.00 50.00 73.77 22.00 0.00 50.00 50.00
UNITref -0.33↓ +0.20↑ 0.1693 68.99 54.22 +4.66↑ -1.00↓ 0.1475 71.42 51.15

Llama3.1-8B
/

LFRQA
+LIMA

10%
Vanilla 50.97 34.70 0.00 50.00 50.00 79.43 32.80 0.00 50.00 50.00
UNITref +0.29↑ -5.10↓ 0.1332 58.91 52.99 -3.99↓ +1.70↑ 0.1110 63.29 51.07

40%
Vanilla 47.51 29.90 0.00 50.00 50.00 73.89 33.50 0.00 50.00 50.00
UNITref +4.54↑ -2.70↓ 0.1926 66.18 54.09 +3.13↑ -6.00↓ 0.1568 71.62 54.07

70%
Vanilla 44.31 30.10 0.00 50.00 50.00 73.65 22.60 0.00 50.00 50.00
UNITref +4.65↑ -3.90↓ 0.1470 68.99 51.81 +2.75↑ +4.30↑ 0.1316 70.92 50.47

100%
Vanilla 46.81 26.30 0.00 50.00 50.00 73.04 28.40 0.00 50.00 50.00
UNITref -0.96↓ -2.10↓ 0.1759 68.92 53.28 +2.49↑ -1.30↓ 0.1736 70.13 51.64

Qwen2.5-14B
/

LFRQA

10%
Vanilla 41.14 46.30 0.00 50.00 50.00 79.70 42.50 0.00 50.00 50.00
UNITref +5.05↑ +1.40↑ 0.1805 62.44 51.89 +1.65↑ +8.20↑ 0.1334 64.73 51.73

40%
Vanilla 51.11 50.00 0.00 50.00 50.00 81.66 41.40 0.00 50.00 50.00
UNITref -4.92↓ -9.40↓ 0.1876 69.63 53.57 -1.57↓ +2.90↑ 0.1730 70.01 51.62

70%
Vanilla 50.64 45.30 0.00 50.00 50.00 80.86 39.80 0.00 50.00 50.00
UNITref -5.42↓ -4.80↓ 0.1888 67.17 54.63 -1.47↓ +2.70↑ 0.1694 70.84 52.75

100%
Vanilla 49.55 47.50 0.00 50.00 50.00 80.60 39.90 0.00 50.00 50.00
UNITref -4.65↓ -11.50↓ 0.2082 71.43 55.36 -1.33↓ -1.80↓ 0.1688 72.07 52.77

Qwen2.5-14B
/

LFRQA
+LIMA

10%
Vanilla 33.48 46.60 0.00 50.00 50.00 75.05 46.20 0.00 50.00 50.00
UNITref +7.67↑ -3.40↓ 0.1161 56.91 50.87 +2.79↑ -1.30↓ 0.1276 66.64 52.90

40%
Vanilla 43.64 39.50 0.00 50.00 50.00 77.26 44.30 0.00 50.00 50.00
UNITref +5.91↑ +1.70↑ 0.1920 63.25 53.36 +0.98↑ -3.10↓ 0.1959 69.10 51.87

70%
Vanilla 40.86 42.00 0.00 50.00 50.00 73.43 40.80 0.00 50.00 50.00
UNITref +3.20↑ -2.80↓ 0.1972 63.60 53.57 +6.09↑ +5.60↑ 0.1897 58.86 52.21

100%
Vanilla 44.58 36.30 0.00 50.00 50.00 79.82 44.90 0.00 50.00 50.00
UNITref +2.30↑ +7.10↑ 0.2257 68.54 54.37 -2.35↓ +1.90↑ 0.1922 62.99 51.84

Table 2: UNITref vs. Vanilla IFT on two LLMs. Info., Truth., CCP B.A., CCP Diff, and Hon. B.A. denote Informa-
tiveness, Truthfulness, CCP Balanced Accuracy, CCP Difference, and Honesty Balanced Accuracy, respectively. We
report percentage values of all metrics except CCP Diff. with its actual values. For vanilla IFT, we report random
Hon./CCP B.A. and zero CCP Diff. For UNITref, we report score increase↑ and decrease↓ compared to Vanilla.

Informativeness Truthfulness

Using UNITref Decrease 0.4291 0.8436
Using UNITref Increase 0.5709 0.1607

Table 3: The p-values of the Wilcoxon Signed-Rank
Tests on whether using UNIT changes the info. and
truth. of responses compared to Vanilla IFT.

To test this hypothesis, we evaluate the truthful-476

ness and informativeness of only the answer com-477

ponent from models tuned by UNITref, with the478

<reflection> section removed, using the same479

metrics as in § 3.3.480

CCP Balanced Accuracy. UNITref aims to teach481

the model to recognize and explicitly label uncer-482

tainty. We assess whether uncertain claims are cor-483

rectly placed in the <reflection> while certain484

claims are left unreflected. In other words, CCP485

B.A. measures how "well" the model learns its own486

uncertainty boundary. We define CCP Balanced487

Accuracy as:488

CCP B.A. =
1

2

(
|UCreflected|
|UCall|

+
|CCunreflected|

|CCall|

)
489

where |UCreflected| is the number of reflected uncer-490

tain claims, |UCall| is the total number of uncertain 491

claims, |CCunreflected| is the number of unreflected 492

certain claims, and |CCall| is the total number of 493

certain claims. Here, “uncertain” and “certain” are 494

determined by the CCP threshold (75th percentile) 495

used during training. 496

CCP Difference. Besides learning to classify un- 497

certain claims by a threshold, the model could learn 498

to rank claims by their CCP scores. To assess this 499

behavior, we compute the difference in the mean 500

CCP of reflected claims versus that of unreflected 501

claims. A positive CCP Difference indicates that 502

the model reflects more often on more uncertain 503

claims than certain claims, and vice versa. 504

Honesty Balanced Accuracy. To evaluate how re- 505

liably the model reflects factually incorrect claims 506

while leaving correct claims unreflected, we com- 507

pute Honesty Balanced Accuracy, which follows 508

the same formula as CCP Balanced Accuracy but 509

uses claim correctness as gold labels instead of 510

CCP-based uncertainty. 511

A more detailed description of the evaluation 512

metrics is available at App. C. 513

7



Model
/

Data
LFRQA%

Biography WildHalu

Hon. B.A.↑ Upper Bound Hon. B.A.↑ Upper Bound

Llama3.1-8B
/

LFRQA

10% 54.70 62.94 52.30 60.42
40% 53.49 64.13 51.34 61.06
70% 54.12 65.72 52.50 61.45
100% 54.22 64.45 51.15 61.37

Llama3.1-8B
/

LFRQA
+LIMA

0% 51.27 61.72 52.26 61.67
10% 52.99 62.07 51.07 62.45
40% 54.09 62.39 54.87 62.55
70% 51.81 62.47 50.47 63.53
100% 53.28 62.97 51.64 63.01

Qwen2.5-14B
/

LFRQA

10% 51.89 60.67 51.73 57.06
40% 53.57 66.11 51.62 58.39
70% 54.63 64.17 52.75 60.89
100% 55.36 66.05 52.77 62.26

Qwen2.5-14B
/

LFRQA
+LIMA

0% 48.69 61.51 51.51 60.75
10% 50.87 58.35 52.90 60.31
40% 53.36 64.85 51.87 59.10
70% 53.57 64.68 52.21 60.24
100% 54.37 64.57 51.84 59.49

Table 4: Comparison of Honesty Balanced Accuracy
(Hon. B.A.) of UNITref and its upper-bound perfor-
mance for Biography and WildHalu of Llama3.1-8B
fine-tuned under various settings.

4.3 Experiment Results514

We compare UNITref with vanilla IFT in all data515

combinations in § 3. Results are presented in Ta-516

ble 2. Our key observations are:517

UNITref maintains informativeness and truth-518

fulness compared to vanilla IFT. Cohering to its519

algorithmic design, UNITref does not significantly520

compromise the informativeness or truthfulness of521

the answer part of the response (without reflection)522

compared to vanilla IFT. We conduct the Wilcoxon523

Signed-Rank Test (Wilcoxon, 1992) to confirm the524

statistical significance of UNIT’s influence on the525

informativeness and truthfulness of the response.526

As shown, Table 3 indicates no statistically signifi-527

cant differences in both informativness and truth-528

fulness of the response compared to vanilla IFT.529

Models tuned with UNITref recognise uncer-530

tainty, leading to better honesty. We observe531

a positive CCP Difference, and CCP Balanced Ac-532

curacy significantly above random (50%). This533

suggests that the models can learn and predict their534

claim-level uncertainty to some extent. Further-535

more, UNITref achieves above-random Honesty536

Balanced Accuracy. This indicates that uncertainty537

reflections help mitigate hallucinations by warning538

users about uncertain claims, thereby informing539

them about the likelihood and location of potential540

hallucinations. Compared to CCP, Honesty B.A.541

shows a smaller gain over the random baseline,542

likely because uncertainty does not always indi-543

cate factual correctness (Fadeeva et al., 2024), we544

discuss this in detail in § 5.545

4.4 Upper Bound of UNITref 546

The performance of UNITref on Honesty Balanced 547

Accuracy can be influenced by several factors, for 548

example (1) uncertainty-factuality mismatch: in- 549

tuitively, LLM uncertainty relates to, but does not 550

always indicate, factual accuracy. An uncertain 551

guess to a question might be correct while a con- 552

fident claim might also be wrong. (2) Imperfect 553

uncertainty measurement, as shown by Vashurin 554

et al. (2025), uncertainty quantification is a very 555

challenging task. Biased uncertainty scores may 556

have less predictive power for factual inaccuracy. 557

To find the highest possible Honesty Balanced Ac- 558

curacy using CCP, we calculate the test-time CCP 559

of all claims and search for the best CCP threshold. 560

Results are demonstrated in Table 4. The upper 561

bounds of Honesty Balanced Accuracy rarely ex- 562

ceed 65, showing that achieving high Honesty Bal- 563

anced Accuracy is difficult even with the ground 564

truth CCP ranking and the best thresholding. There- 565

fore, given the achievable honesty upper bound, 566

UNITref performs reasonably well in Honesty B.A. 567

Future improvements in uncertainty measurement 568

(Vashurin et al., 2025) may further enhance its per- 569

formance. 570

5 Conclusion 571

In this paper, we investigate how unfamiliar knowl- 572

edge in Instruction Fine-tuning (IFT) affects LLM 573

truthfulness. We first propose UNITcut, to remove 574

unfamiliar knowledge and fine-tune the LLM on an 575

unfamiliar knowledge-free IFT dataset. UNITcut 576

substantially improves the truthfulness of LLM but 577

at the cost of risking informativeness. To strike a 578

better balance, we introduce UNITref, which pre- 579

serves the original responses and appends a “reflec- 580

tion” section that flags uncertain claims. Empiri- 581

cally, UNITref maintains both informativeness and 582

truthfulness compared to vanilla IFT. Unlike prior 583

work in honesty alignment that relies on construct- 584

ing honesty-specific training data, our methods 585

demonstrate that LLM honesty can be improved 586

directly using existing high-quality IFT datasets, 587

which addresses the critical need of practitioners 588

who rely on IFT to adapt LLMs to downstream 589

tasks and domains. Our work highlights another 590

interesting use case for uncertainty measurements— 591

besides quantifying the uncertainty of LLM gen- 592

erations, they can also be leveraged to measure 593

LLMs’ familiarity to existing high-quality data, 594

which might be essential for fine-tuning. 595
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Limitations596

Uncertainty’s Limited Indication on Truthful-597

ness. In this work, we improve the honesty of598

LLMs by teaching them about their own uncer-599

tainty, following the definition of honesty from600

the previous work (Park et al., 2023; Yang et al.,601

2024b). However, uncertainty does not perfectly602

indicate factual accuracy and thus may hinder the603

performance of algorithms predicting uncertainty604

signals. A model may be honest—faithfully re-605

flecting its beliefs (even if those beliefs are incor-606

rect), resulting in untruthful output. This distinc-607

tion also sheds light on the results in Table 2 where608

the improvement on CCP metrics are higher than609

the honesty balanced accuracy. To address this lim-610

itation, future work may investigate the differences611

between uncertain and factually wrong or lever-612

age uncertainty estimations that can better indicate613

task-specific factuality (Vashurin et al., 2025).614

Limitation in Existing Uncertainty Measure-615

ments. In this study, we use CCP to measure616

claim-level uncertainty. CCP is the state-of-the-art617

uncertainty measurement that shows the best ef-618

fectiveness on information-seeking tasks (Fadeeva619

et al., 2024). However, it also shows limitations620

on other tasks, as discussed in § 3.1 and Vashurin621

et al. (2025). Furthermore, CCP scores yield rela-622

tive measures of uncertainty but do not provide a623

deterministic threshold to distinguish “uncertain”624

from “certain” claims, for which we employed the625

75th percentile of training-data CCP scores as a626

heuristic cutoff. These factors are essential for ap-627

ply UNITref and UNITcut to a broader scale, but628

are out of the scope of this paper. We leave these629

explorations to future work.630

Ethics Statement631

Data Privacy or Bias. We use publically available632

IFT datasets which have no data privacy issues or633

bias against certain demographics. All artifacts634

we use are under licenses allowing research usage.635

We also notice no ethical risks associated with this636

work.637

Reproducibility Statement. To ensure full repro-638

ducibility, we will disclose all codes and data used639

in this project, as well as the LLM generations. For640

OpenAI models, using gpt-4o-2024-11-20 and641

gpt-4o-mini-2024-07-18 with random seed 42642

will ensure reproducing the observations in paper,643

but not the exact numbers due to the poor repro-644

ducibility of OpenAI API. 645
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Lili Yu, Susan Zhang, Gargi Ghosh, Mike Lewis,812
Luke Zettlemoyer, and Omer Levy. 2023. Lima: Less813
is more for alignment. Preprint, arXiv:2305.11206.814

A Uncertainty for Different Types of815

Instructions816

We showcase a toy example in § 3.1 explaining why817

CCP or any other claim-level uncertainty measure-818

ment are proposed for information-seeking tasks819

only. Limited by the current SoTA of uncertainty820

measurement, it is impossible to extend UNITref821

or UNITcut to non-information-seeking tasks. Here822

we give two other examples from LIMA where823

CCP might be ill-defined. Moreover, there are824

roughly 25% of LIMA data in reasoning, math, or825

coding, making it hard for CCP to measure factual826

uncertainty.827

More than 20% of datapoints in LIMA are cre-828

ative writing, where the CCP uncertainty clearly829

does not indicate factual uncertainty or knowledge830

familiarity. Example 1 below shows one of them:831
832

Prompt: Write a story of a perfectly ordinary or833
boring day except write it as dramatically as834
possible.835

836
Response: Posted before , but here 's my average837

morning from last year:838
1:30am. Something has woken me up from my slumber.839

It screams , it howls , it calls my name.840
Stumbling from my bed , I stagger down the841
hallway to the source of the noise. The monster842
wants food. I placate it with a drink and843

scurry back to my warm , cosy bed , hoping it844
will last until the sun comes up.845

6:50am. Nothing. No noise. The monster is sleeping.846
It will need waking before long , to capture it847
and strap it into it 's travelling cage.848

7:30am. The monster is secured. We begin our journey849
to deposit the alternate care -giver to his850

location. Once he is delivered , we have to851
press on , continuing through the hunger pangs.852

8:05am. The hunger pangs are consuming us. We stop853
to refuel our bellies. The monster objects. It854
is temporarily released into the wild , but soon855
recaptured.856

8:30am. We have arrived at the monsters location for857
the day. It is left with new care -givers , a858

list of instructions handed out. It is fed , and859
I leave.860

8:55am. Freedom.861
9:00am. A day of filing paperwork , away from a862

screeching toddler. Bliss .....863864

Even for information-seeking tasks, CCP some-865

times faces challenges. Example 2 below shows866

a response where many niche information are pro-867

vided in a table, which may induce hallucination.868

However, CCP’s design cannot check uncertainty869

for information in tables.870
871

Prompt: View tabular file such as CSV from command872
line , having horizontal and vertical scrolling873
would be great.874

875
Response: Sure , please take a look at csvkit. It876

provides a set of tools that adhere to the UNIX877
philosophy (meaning they are small , simple ,878

single -purposed and can be combined).879

880
Here is an example that extracts the ten most 881

populated cities in Germany from the free 882
Maxmind World Cities database and displays the 883
result in a console -readable format: 884

```$ csvgrep -e iso -8859 -1 -c 1 -m "de" 885
worldcitiespop | csvgrep -c 5 -r "\d+" 886

| csvsort -r -c 5 -l | csvcut -c 1,2,4,6 | head -n 887
11 | csvlook 888

----------------------------------------------------- 889
890

| line_number | Country | AccentCity | Population 891
| 892

----------------------------------------------------- 893
894

| 1 | de | Berlin | 3398362 895
| 896

| 2 | de | Hamburg | 1733846 897
| 898

| 3 | de | Munich | 1246133 899
| 900

| 4 | de | Cologne | 968823 901
| 902

| 5 | de | Frankfurt | 648034 903
| 904

| 6 | de | Dortmund | 594255 905
| 906

| 7 | de | Stuttgart | 591688 907
| 908

| 8 | de | Dusseldorf | 577139 909
| 910

| 9 | de | Essen | 576914 911
| 912

| 10 | de | Bremen | 546429 913
| 914

----------------------------------------------------- 915
916

``` 917
918

Csvkit is platform independent because it is written 919
in Python. 920921

B Prompts for Training Data 922

Construction 923

B.1 Atomic Claim Extraction 924

Atomic Claim Generation Prompt

Break down the following sentence into atomic facts.
___
sentence
___

Respond with the following format:

- <atomic fact 1>
- <atomic fact 2>
...

However, if there is no factual claim, respond
<EMPTY>.

925

B.2 Classifying Instruction Type 926

We take the instruction classification prompt from 927

Xu et al. (2024b), which is illustrated below. We 928

deemed the instruction to be "information-seeking" 929

if only if the "primary_tag" is "Information seek- 930

ing" and "other_tags" is empty. 931

Info-Seeking Classification Prompt Template

# Instruction
Please label the task tags for the user query.

932
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## User Query
{USER QUERY}
## Tagging the user input
Please label the task tags for the user query. You will
need to analyze the user query and select the most
relevant task tag from the list below.
all_task_tags = [
"Information seeking", # Users ask for specific informa-
tion or facts about various topics.
"Reasoning", # Queries require logical thinking,
problemsolving, or processing of complex ideas.
"Planning", # Users need assistance in creating plans or
strategies for activities and projects.
"Editing", # Involves editing, rephrasing, proofreading,
or other tasks related to the composition of general
written content.
"Coding & Debugging", # Users seek help with writing,
reviewing, or fixing code in programming.
"Math", # Queries related to mathematical concepts,
problems, and calculations.
"Role playing", # Users engage in scenarios requiring
ChatGPT to adopt a character or persona.
"Data analysis", # Requests involve interpreting data,
statistics, or performing analytical tasks.
"Creative writing", # Users seek assistance with crafting
stories, poems, or other creative texts.
"Advice seeking", # Users ask for recommendations or
guidance on various personal or professional issues.
"Brainstorming", # Involves generating ideas, creative
thinking, or exploring possibilities.
"Others", # Any queries that do not fit into the above
categories or are of a miscellaneous nature.
]
## Output Format:
Note that you can only select a single primary tag. Other
applicable tags can be added to the list of other tags.
Now, please output your tags below in a json format by
filling in the placeholders in <...>:

{{
"primary_tag": "<primary tag>",
"other_tags": ["<tag 1>", "<tag 2>", ... ]
}}

933

B.3 Rewriting Certain Claims to New934

Reponses935

In UNITcut , we use gpt-4o-2024-11-20 to936

rewrite a list of atomic claims into new responses.937

The prompt is presented below:938

C Evaluation Metrics Details939

Truthfulness Score. We use the database and in-940

formation retriever of FactScore (Min et al., 2023)941

and WildFactScore(Zhao et al., 2024c) to con-942

duct retrieval-augmented fact-checking. We fol-943

low Min et al. (2023) but replace gpt-3.5-turbo944

with gpt-4o-mini for the evaluation model. The945

prompts for generating atomic claims and fact-946

checking are listed below.947

Fact-Checking Prompt

Analyze the following question and its associated claim:

Question: {input}

Claim: {claim}

Some context that might be helpful to fact-check
the Claim:
{context}

Now answer: is all information provided in the
<claim> true given the context and your latest knowl-
edge?

948

Min et al. (2023) use heuristics to decide if there 949

is “True” or “False” in LLMs’ fact-checking re- 950

sponse, while we leverage the following prompt to 951

summarize fact-checking outcome, which should 952

be more accurate. 953

Fact-Checking Summarization Prompt

Question: {input}

Claim: {claim}

Is the above claim true?

Reply: {reply}

Summarize this reply into one word, whether the
claim is true: "True", "False" or "Not known".

954

Informativeness Score. We adapt the prompt from 955

MT-Bench (Zheng et al., 2023) for informativeness 956

evaluation, which is shown as below. To mitigate 957

LLM-judge position bias, we compute informative- 958

ness scores for both original and swapped pairs of 959

(target answer, reference answer). For tie-breaking, 960

if one judgement says “A/B wins” and another says 961

“Tie”, the final judge is “A/B wins” as one judge 962

leans towards A or B. If one judgement says “A/B 963

wins” but another says “B/A wins” reversely, the 964

final judge is “Tie” as there is no clear tendency. 965

12



Helpfulness Judging Prompt

Please act as an impartial judge and evaluate the quality
of the responses provided by two AI assistants to the
user question displayed below. You should choose the
assistant that follows the user’s instructions and answers
the user’s question better. Your evaluation should focus
on factors such as the helpfulness, relevance, depth, and
level of detail of their responses. Do not take correctness
into consideration. Begin your evaluation by comparing
the two responses and provide a short explanation.
Avoid any position biases and ensure that the order in
which the responses were presented does not influence
your decision. Do not allow the length of the responses
to influence your evaluation. Do not favor certain names
of the assistants. Be as objective as possible. After
providing your explanation, output your final verdict by
strictly following this format: "[[A]]" if assistant A is
better, "[[B]]" "if assistant B is better, and "[[C]]" for a
tie.

### User’s Question:
{question}

<|The Start of Assistant A’s Response to the User|>
{answer_a}
<|The End of Assistant A’s Response to the User|>
<|The Start of Assistant B’s Response to the User|>
{answer_b}
<|The End of Assistant B’s Response to the User|>

966

CCP Balanced Accuracy. We evaluate LLMs’967
ability to model uncertainty by calculating the968
CCP Balanced Accuracy. First, using the Atomic969
Claims Generation Prompt template from App. C,970
we extract all answer claims from the model’s971
response, denoted as ACall. Next, we employ972
GPT-as-a-judge with the prompt template shown973
below to identify the atomic claims reflected in974
the response’s <reflection> section, denoted as975
ACreflected.976

Get ACreflected Prompt Template

### Instruction
You will be given a question and two list relating to the
question, claim list and reflection list that was extracted
from an answer to the question.
Please help to extract two new list from the claim list
and the reflection list:
1. Covered Claims: All the claims in Claim list that is
COVERED by at least one of the reflections in reflection
list.
2. Covered Reflection: All the reflections in reflection
list that is COVERED by at least one of the claims in
Claim list.

For Example:
- Question:
Tell me a bio of Cheyenne Brando.

- Claim List:
Cheyenne Brando was born in 1996.
Cheyenne Brando is the daughter of Marlon Brando.
Cheyenne Brando is the daughter of Tarita Teriipaia.
She was born in Tahiti.
Her parents lived in Tahiti after they married.
Her parents married following the filming of Mutiny on

977

the Bounty.
She has a half-sister named Miko.
Miko is from Brando’s relationship with his second
wife.
Brando’s second wife is Movita Castaneda.
Cheyenne Brando is named after a character.
Cheyenne Brando’s father has a character in The Wild
One.

- Reflection List:
Marlon Brando was an actor.
Marlon Brando had a relationship with Movita Cas-
taneda.
Miko is a half-sister of Cheyenne Brando.
Cheyenne Brando is named after her father’s character
in The Wild One.

# Output
- Covered Claims:
She has a half-sister named Miko.
Brando’s second wife is Movita Castaneda.
Cheyenne Brando is named after a character.
Cheyenne Brando’s father has a character in The Wild
One.

- Covered Reflection:
Marlon Brando had a relationship with Movita Cas-
taneda.
Miko is a half-sister of Cheyenne Brando.
Cheyenne Brando is named after her father’s character
in The Wild One.

Now it’s your turn to answer, follow the format in the
example strictly:
- Question:
{USER’S INSTRUCTION}

- Claim List:
{ACreflected}

- Reflection List:
{ClAIMS FROM <reflection>}

978

Then, by applying the CCP method with the 979

75th quantile threshold from the training data, we 980

label the uncertain answer claims, denoted as UCall. 981

From these sets, we derive: 982

CCP TP (Reflected Uncertain Claims): 983

UCreflected = ACreflected ∩ UCall 984

CCP TN (Unreflected Certain Claims): 985

CCunreflected = (ACall \ACreflected) \ UCall 986

CCP TN+FP (Certain Claims): 987

CCall = ACall \ UCall 988

CCP TP+FN (Unertain Claims): UCall 989

CCP Balanced Accuracy is then computed as: 990

CCP B.A. =
1

2

(
|UCreflected|
|UCall|

+
|CCunreflected|

|CCall|

)
991

Honesty Balanced Accuracy. Honesty Balanced 992

Accuracy is computed similarly to CCP Balanced 993
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Accuracy, but instead of using uncertainty labels,994

we use truthfulness labels obtained from FactScore995

and WildFactScore (see App. C). First, each atomic996

claim in the response is labeled as True or False997

based on its factual correctness. Let:998

TCall be the set of all true claims.999

FCall be the set of all false claims.1000

Next, we identify the true claims that were reflected1001

in the response:1002

TCreflected = ACreflected ∩ TCall1003

and the false claims that were not reflected in the1004

response:1005

FCunreflected = (ACall \ACreflected) ∩ FCall1006

Honesty Balanced Accuracy is then defined as:1007

Honesty B.A. =
1

2

(
|TCreflected|
|TCall|

+
|FCunreflected|

|FCall|

)
1008

CCP Difference. CCP difference measures the1009

model’s ability to learn the ranking claims with1010

their uncertainty (CCP scores). This is computed1011

by the difference between the average CCP of1012

the reflected answer claims ACreflected and the1013

average CCP of the unreflected answer claims1014

ACreflected. A positive CCP Difference indicates1015

that the reflected claims are more uncertain com-1016

pared to the unreflected claims on average, and vice1017

versa.1018

D Experiment Implementation Details1019

D.1 Hyperparameter Settings1020

For experiments in this paper, we conducted full1021

fine-tuning on Llama-3.1-8B (Meta, 2024) for 31022

epochs with 2 NVIDIA H100-80GB. We utilized1023

"The Alignment Handbook" code base released by1024

Huggingface to fine-tune all the models (Tunstall1025

et al.). The configurations of our hyper-parameters1026

are detailed in Table 5.1027

We used the default chat template in "The Align-1028

ment Handbook" (Tunstall et al.) for fine-tuning1029

all models, as illustrated below.1030

Fine-tuning Chat Template

<|system|>
{SYSTEM_PROMPT} <|end_of_text|>
<|user|>
{USER_PROMPT} <|end_of_text|>
<|assistant|>
{ASSISTANT_RESPONSE} <|end_of_text|>

1031

Configuration UNIT

Model Llama-3.1-8B
Number of epochs 3
Devices 2 H100 GPU (80 GB)
Total Batch size 32 samples
Optimizer Paged AdamW 32bit

(Loshchilov and Hutter, 2017)
Scheduler Cosine
Learning rate 1× 10−5

Warmup Ratio 0.03

Table 5: Training Configuration for UNIT

D.2 Inference 1032

For our LLM inference tasks, we employ vLLM 1033

(Kwon et al., 2023) with the following configura- 1034

tion: a temperature setting of 0, a repetition penalty 1035

of 1, and a maximum output of 2048 tokens. 1036

D.3 Information-seeking Data Filtering 1037

D.4 System Prompts 1038

In fine-tuning, we used different system prompts 1039

for surgery and non-surgery data points. For 1040

surgery data points, we used the following system 1041

prompt: 1042

System Prompt for Surgery Data Points

You are a helpful assistant.
you should answer user’s query first, providing a helpful
and accurate response. Then write a <reflection> section
following your response, listing all the factual claims
you made in your response that you are uncertain about.

Output your reflection in the following format
ONLY:
<reflection>
The following summarizes the facts that I am uncertain
about in my answer:
1. [factual claim 1 that you are uncertain about]
2. [factual claim 2 that you are uncertain about]
3. [factual claim 3 that you are uncertain about]
...[more factual claims]...

1043

For non-surgery data points, we used the follow- 1044

ing system prompt: 1045

System Prompt for Non-Surgery Data Points

You are a helpful assistant.
you should answer user’s query directly, providing a
helpful and accurate response to the query.

1046
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E Details of Templates used in UNITref1047

Surgery Template 1

{ORIGINAL RESPONSE}

<reflection>:
The following summarizes the facts that I am uncertain
about in my answer:
1. {UNCERTAIN CLAIM 1}
2. {UNCERTAIN CLAIM 2}
...

1048

Surgery Template 2

{ORIGINAL RESPONSE}

<reflection>:
I am unconfident about the accuracy and the truthfulness
of most of the information provided above.

1049

Surgery Template 3

{ORIGINAL RESPONSE}

<reflection>:
I am confident about the accuracy and the truthfulness
of the information provided.

1050

F LFRQAcertain and1051

LFRQA+LIMAcertain Construction1052

In this section, we detail the construction of1053

LFRQAcertain and LFRQA+LIMAcertain in detail.1054

To construct LFRQAcertain and1055

LFRQA+LIMAcertain, we use the same ap-1056

proach in UNITref to find the uncertain claims1057

in each response. To keep the readability after1058

removing all the uncertain claims, we used GPT-4o1059

to remove all the uncertain claims within the1060

original response. The prompt template we used is1061

provided as shown below.1062

Prompt Template for Removing Uncertain Claims

[Instruction]: "{INSTRUCTION}"

[Fact List]: """{FACT LIST}"""

Please concatenate the facts from the [Fact List] to form
a helpful [Response] to the [Instruction].

Important Requirements:
1. Make sure your [Response] sounds helpful, fluent,
and natural. Use logical conjunctions frequently.
2. Do not add new fact or information except from those
in [Fact List].
3. Make sure to involve all information in [Fact List].

[Response]:
1063

The details of the two datasets are shown in Ta-1064

ble 6 and Table 7.1065

Quantile LIMA LFRQA

0.50 -0.217175 -0.052052
0.65 -0.086788 -0.011424
0.75 -0.037325 -0.002476
0.85 -0.008926 -0.000260
0.95 -0.000382 -0.000005

Table 6: Comparison of CCP Values at Different Quan-
tiles between LIMA and LFRQA (info-seeking only)

LIMA LFRQA

# Data Points 1022 14016
# Info-Seeking Data Point 171 14016
Avg. # of claims per Data Points 44.35 8.558
Avg. Response Length 435.83 79.47

Table 7: Data Details of LIMA and LFRQA

Avg. Truth |∆| Avg. Info |∆|

Bio Wild Bio Wild

UNITcut 11.32 6.38 8.78 8.79
UNITref 3.49 3.14 5.19 3.96

Table 8: Comparison of the average absolute changes
of UNITcut and UNITref relative to vanilla IFT in Truth-
fulness and Informativeness.
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