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Abstract

Semantic entity recognition is an important task001
in the field of visually-rich document under-002
standing. It distinguishes the semantic types of003
text by analyzing the position relationship be-004
tween text nodes and the relation between text005
content. The existing document understand-006
ing models mainly focus on entity categories007
while ignoring the extraction of entity bound-008
aries. We build a novel hypergraph attention009
document semantic entity recognition frame-010
work, HGA, which uses hypergraph attention011
to focus on entity boundaries and entity cate-012
gories at the same time. It can conduct a more013
detailed analysis of the document text repre-014
sentation analyzed by the upstream model and015
achieves a better performance of semantic in-016
formation. We apply this method on the basis017
of GraphLayoutLM to construct a new seman-018
tic entity recognition model HGALayoutLM.019
Our experiment results on FUNSD, CORD,020
XFUND and SROIE show that our method can021
effectively improve the performance of seman-022
tic entity recognition tasks based on the origi-023
nal model. The results of HGALayoutLM on024
FUNSD and XFUND reach the new state-of-025
the-art results.026

1 Introduction027

With the development of information technology,028

documents have become a main information car-029

rier nowadays ,which contains kinds of informa-030

tion type, such as text, table and image. Man-031

ual recognition of these documents often requires032

plenty of manpower. OCR tools can only help us033

to identify the text, layout and other simple infor-034

mation in the document. To further understand035

documents, Visually-rich Document Understand-036

ing (VRDU) (Xu et al., 2020b) is proposed to make037

use of visual, textual and other information for038

more in-depth analysis.039

Semantic Entity Recognition (SER) is an impor-040

tant task in the field of VRDU. Its purpose is to041

John Smith traveled to New York City 
to visit his friend Jane Doe. They went to 
see the Statue of Liberty and had lunch at a 
famous restaurant in Chinatown. Later, they 
took a walk in Central Park and enjoyed the 
beautiful scenery.

Person Location

(a) Named Entity Recognition Task

Header Question Answer Other

(b) Document Semantic 
Entity Recognition Task

Figure 1: Difference in Document Task.

extract and classify the text with special seman- 042

tic information in documents. Different from text 043

sequences in traditional natural language process- 044

ing tasks, the information in documents is not one- 045

dimensional, single-modal and continuous, but two- 046

dimensional, multimodal and discrete. It is neces- 047

sary to analyze not only text information, but also 048

other modal information such as layout and vision 049

in the document. Figure 1 shows the difference 050

between the traditional named entity recognition 051

(NER) task on a single modal text and the semantic 052

entity recognition task on a document. Firstly, the 053

text form of a single modal text task is a fixed text 054

sequence, while the discrete text in a document is 055

composed of text nodes in different locations. Sec- 056

ondly, the named entity recognition task of a single 057

modal text only needs to consider the semantic re- 058

lationship between the tokens in the text sequence. 059

However, the semantic entity recognition task on 060

the document needs to consider not only the seman- 061

tic relationship between nodes, but also the position 062

relationship between nodes. Finally, the span range 063

of entity tags of NER task is flexible, while the 064

range of task tags of semantic entity recognition 065

task on document is affected by nodes. Texts of the 066

same node in the document share the same label in 067

most cases. 068

With the development of pre-training technol- 069

ogy, document pre-training model has become pop- 070

ular. LayoutLM (Xu et al., 2020b) is the first 071

multi-modal pre-trained model to associate text 072

with layout and vision, achieving leading results 073

1



on multiple downstream document understanding074

tasks including semantic entity recognition. Subse-075

quently, more multi-mode pretraining models, such076

as LayoutLMv2 (Xu et al., 2020a), BROS (Hong077

et al., 2022), ERNIE-Layout (Peng et al., 2022)078

and LayoutLMv3 (Huang et al., 2022) have been079

proposed successively. By integrating text, layout080

and visual information, they realize the understand-081

ing and information extraction of documents. So082

far, GraphLayoutLM (Li et al., 2023) and GeoLay-083

outLM (Luo et al., 2023) have the best performance084

in semantic entity recognition tasks. GraphLay-085

outLM achieves the best F1 score of 94.39 and086

93.56 on the FUNSD (Jaume et al., 2019) and087

XFUND (Xu et al., 2021) datasets, and GeoLay-088

outLM achieves the best F1 score of 97.97 on the089

CORD (Park et al., 2019) datasets. However, these090

existing methods focus on the upstream document091

understanding part and pay little attention to the092

downstream task. GeoLayoutLM has studied the093

novel relational extraction head and achieves great094

improvement in the relational extraction task. But095

it has not done more research on the semantic entity096

recognition task. We study the problem of ignoring097

the downstream header and classification method098

in the semantic entity recognition task in the ex-099

isting document intelligence work and propose a100

novel improvement scheme.101

Traditional Semantic Entity Recognition. The102

traditional document semantic entity recognition103

task process is shown in (a) of the Figure 2. In104

document understanding process, text nodes are105

spliced into text sequences and become text to-106

ken sequences of documents after tokenization.107

These text nodes will be transformed to the high-108

dimensional feature representations after the anal-109

ysis of the document understanding model. To110

extract semantic information from document to-111

ken features, linear layer or multilayer perceptron112

(MLP) will be used to convert high-dimensional113

features into label probabilities, and the training ob-114

jective is cross entropy loss. Although this method115

can distinguish the node categories in the docu-116

ment, it ignores the characteristics of the document117

structure, and it is difficult to make the classifica-118

tion layer pay attention to the node span.119

Hypergraph Semantic Entity Recognition. In-120

spired by Global Pointer (Su et al., 2022), we use121

the idea of hypergraph to extract the semantic in-122

formation of documents and propose a Hypergraph123

Attention(HGA) strategy for document semantic124

entity recognition. (b) of the Figure 2 shows us the 125

process of hypergraph semantic recognition. Differ- 126

ent from the traditional classification method, the 127

semantic entity recognition idea of HGA regard the 128

document token features as graph nodes. The target 129

entity is the set of nodes with the same hyperedge 130

and the hyperedge type represents the entity label 131

type. The process of hypergraph extraction is to 132

establish hyperedges between token feature nodes. 133

Besides, we use the span hyperedge encoding to 134

add the span information of text nodes. Through 135

the hypergraph and span position, header can better 136

focus on the entity boundary information and estab- 137

lish the relationship between the document discrete 138

text span and the entity boundary. 139

Our main contributions are as follows: 140

• We construct a novel hypergraph attention 141

document semantic entity recognition method, 142

HGA. It transforms the traditional token se- 143

quence classification problem into a hyper- 144

graph construction process. By establishing 145

different types of hyperedges between text 146

nodes, the header can extract semantic enti- 147

ties. 148

• We propose a novel span hyperedge posi- 149

tion encoding and balanced hyperedge loss. 150

Span hyperedge position encoding makes the 151

header focus more on the same text span 152

prompt during hyperedge construction. Bal- 153

anced hyperedge loss can help to solve the 154

problem of matrix sparsity caused by too 155

many hyperedge types in some scenarios. 156

• We construct a novel document semantic en- 157

tity recognition model HGALayoutLM based 158

on the HGA method. The experiment results 159

show that the model has good performance in 160

the scene with few types of labels. HGALay- 161

outLM has obtained the best results on the 162

FUNSD, SROIE and XFUND datasets. 163

2 Related Work 164

In recent years, self-supervised pre-training tech- 165

nology has become the mainstream trend in the 166

fields of natural language processing (NLP) and 167

computer vision (CV). BERT (Devlin et al., 2018) 168

is a classic pre-training model that has shown great 169

effectiveness in various tasks such as question an- 170

swering, natural language generation and text clas- 171

sification. Masked Language Modeling (MLM) is 172

a significant pre-training task proposed by BERT 173
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Figure 2: Traditional Semantic Entity Recognition and Hypergraph Semantic Entity Recognition.The document
is from FUNSD dataset. Only the text sequence is shown in the figure. The rectangles with different colors in
the figure are text nodes. The colors on the document nodes represent the different class labels. The orange color
represents the label "HEADER". Blue is the label "QUESTION". Green is the label "ANSWER". Pink is the
nonmeaning label, which is "OTHER".

that enables models to learn textual representations174

by predicting the raw vocabulary ids of randomly175

masked word markers based on context. Since176

then, a series of mask language models such as177

RoBERTa (Liu et al., 2019), ALBERT (Lan et al.,178

2019) and XLNet (Yang et al., 2019) have been179

proposed successively. These models achieve good180

results on natural language understanding tasks.181

However, the single modal language model can182

not understand documents with complex formats183

and diverse types well. To fully understand the184

content of complex documents, LayoutLM (Xu185

et al., 2020b) adds layout and document informa-186

tion on the basis of BERT to supplement the doc-187

ument format missing from plain text. Follow-188

ing LayoutLM, BROS (Hong et al., 2022), Lay-189

outLMv2 (Xu et al., 2020a), XYLayoutLM (Gu190

et al., 2022), ERNIE-Layout (Peng et al., 2022),191

LayoutLMv3 (Huang et al., 2022) and other multi-192

modal pre-training document understanding mod-193

els have been proposed successively and constantly194

make breakthroughs in various tasks in the field195

of document understanding. These models under-196

stand the document through the fusion of text, lay-197

out and vision information. Since document nodes198

are suitable to be represented by graph structures,199

some works begin to apply graph structures to200

document understanding models, such as ERNIE-201

mmLayout (Wang et al., 2022), ROPE (Lee et al.,202

2021), FormNet (Lee et al., 2022), and GraphLay-203

outLM (Li et al., 2023).204

The latest GraphLayoutLM and GeoLay-205

outLM (Luo et al., 2023) are both built on the basis206

of LayoutLMv3. They have achieved the most207

excellent results in several tasks of document in-208

formation extraction. GraphLayoutLM models the 209

document structure based on the hierarchical and 210

positional layout of the document and represents 211

the document layout modeling with a graph struc- 212

ture. To integrate graph structure information into 213

the process of document understanding, GraphLay- 214

outLM proposes graph reordering and graph mask- 215

ing strategies, adding graph information into the 216

document understanding model in the form of se- 217

quence and self-attention mask. GeoLayoutLM 218

implements geometric pre-training to enrich and 219

enhance feature representation through three spe- 220

cially designed geometry-related pre-training tasks. 221

In addition, GeoLayoutLM uses a novel relation 222

header in the fine-tuning phase and obtains a big 223

improvement over LayoutLMv3 in the relation ex- 224

traction task. At present, little attention is paid to 225

the effects of downstream task heads on the perfor- 226

mance of various types of tasks. GeoLayoutLM 227

proposes a novel relational header, but there is still 228

a lack of research on the downstream task of se- 229

mantic entity recognition in the field of document 230

understanding. Most of the current models use a 231

linear layer and cross-entropy to predict BIO la- 232

bel probabilities when dealing with semantic entity 233

recognition tasks, such as LayoutLM, BROS, Lay- 234

outLMv2, etc. LayoutLMv3 and its derived models 235

utilize a linear layer in the few label case and em- 236

ploy MLP when number of label types is large. 237

These approaches are fundamentally the same. Dif- 238

ferently, UDop (Tang et al., 2023) is a new uni- 239

fied document intelligent framework, which adopts 240

encoder-decoder structure. However, the decoder 241

will cost a large computational cost. Taking inspi- 242

ration from Global Pointer (Su et al., 2022), we 243
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design a simple hypergraph header that incorpo-244

rates document span information to achieve better245

SER task performance.246

3 Methodology247

3.1 Overview248

The process of semantic entity recognition based249

on Hypergraph Attention is shown in Figure 3. Dif-250

ferent from traditional semantic entity recognition251

methods, HGA focuses on extracting special enti-252

ties. Instead of using BIO labels as annotations for253

model input, we use each special labels. Labels254

without semantics are no longer considered as an255

entity label type. HGA regards token features as256

unit nodes, and the process of establishing hyper-257

edges between tokens can realize the extraction of258

special entities. It is worth noting that the node259

referred to here correspond to each token of token260

sequence. Text nodes, as mentioned earlier, are261

discrete pieces of text at different locations in the262

document. A text node corresponds to one or more263

token feature nodes. The process of hyperedge264

extraction can realize the extraction of special se-265

mantic entites and classification of different entity266

labels. An entity without any hyperedge connec-267

tion is an entity with no special semantic, which is268

regarded as an Other label in BIO labeling.269

To assist the construction of hyperedges, we use270

the span of each text node to generate the span po-271

sition corresponding to the feature sequence. Then272

we use the span position encoding to add span in-273

formation to the hypergraph construction process.274

In this way, the model can divide the hyperedge275

according to the text node span, so as to achieve276

more accurate extraction of the special entity range.277

In the stage of semantic entity extraction, we use278

multi-label classification to determine whether a279

node is connected by a hyperedge. Since there may280

be more than one type of hyperedges satisfying281

the join condition. To ensure the uniqueness of282

the entity type, we select the hyperedge with the283

maximum probability to establish the connection284

based on multi-label classification result.285

3.2 Hypergraph Attention Header286

We use the multi-head self-attention to represent287

the hypergraph. Consider a hypergraph with L288

number of nodes and N class of hyperedges. We289

use a multihead attention score of shape N×L×L290

as the representation of this hypergraph. Hyper-291

edge classes are represented by different heads of292

multi-head attention. The attention matrix corre- 293

sponding to each head represents the distribution 294

of a type hyperedge. 295

In the hypergraph, each token corresponds to a 296

node. Assume the document token sequence is x = 297

{x1, x2, ...xn}. After understanding the document 298

model, we convert the input token sequence into a 299

high-dimensional feature representation sequence 300

of the tokens: 301

h = {h1, h2, ...hn} = DocModel({x1, x2, ...xn}),
(1) 302

where h ∈ RL×H is the high-dimensional fea- 303

ture representation sequence of the token and 304

DocModel is the document understanding model. 305

L indicates the token sequence length, which also 306

represents the number of token nodes. H is the 307

feature dimension size. Based on h, we can obtain 308

the query vector q and the key vector k: 309

q = {qα : Wq,αh+ bq,α},
k = {kα : Wk,αh+ bk,α},

(2) 310

where α ∈ ZD is one head in multi-head attention, 311

which can be regarded as a type in D kinds of 312

hyperedges. With multi-head query vector and key 313

vector, hypergraphs can be represented by a self- 314

attention score calculated by q and k: 315

s = qTk = {sα(i, j) : qTi,αkj,α, i ∈ ZL, j ∈ ZL}.
(3) 316

sα(i, j) is the attention score at the α type hyper- 317

edge span with [i, j]. qi,α and kj,α are the start 318

and end of the span with [i, j] in the α type hyper- 319

edge matrix. In this way, we implement hypergraph 320

extraction of semantic entities. 321

3.3 Span Position Encoding 322

As we mentioned in Introduction, tokens of the 323

same text node normally share the same seman- 324

tic label in the process of semantic entity recogni- 325

tion of documents. We hope that the header can 326

consider this span boundary prompt during entity 327

extraction. Therefore, we construct the span posi- 328

tion of the token sequence based on the text nodes 329

and incorporate span information into the headers 330

through position encoding. As shown in Figure 331

3, token feature sequence h{h1, h2, ...hn} and text 332

node sequence N = {N0, N1, ...Nm} has a sur- 333

jective relation. We define this relational mapping 334

as: 335

f(hi) = Nj , hi ∈ h,Nj ∈ N. (4) 336
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Figure 3: Semantic Entity Recognition Process Based on Hypergraph Attention. Only the text processing part
of the model is shown in the figure. In the span position generation stage, the span position of the token feature
sequence needs to be created by using the text node range span. The token features will be linearly transformed and
encode the span position into a query vector Q and a key vector V. The multi-head hypergraph attention score is
calculated from Q, V and added with the lower triangle mask. We regard each attention head as a sub-hypergraph
corresponding to each hyperedge type.

Based on this relation mapping, we construct the337

span position. For the same text node Nj , All token338

feature nodes that have a mapping relationship with339

the same text node Nj share the same position:340

pi = Position(f(hi))

= Position(Nj)

= j, hi ∈ h,Nj ∈ N,

(5)341

where pi is the span position of token feature342

hi, Position is the index of Nj . In this way,343

we can obtain the span position sequence p =344

{p1, p2, ...pn}. On the basis of p, we use rotary345

position coding (Su et al., 2021) to generate posi-346

tion encoding R, which satisfies RT
i Rj = Rj−i.347

Then the calulation of multi-head hypergraph score348

will be adjust to the following form:349

sα(i, j) = (Riqi,α)
T (Rjkj,α)

= qTi,αRT
i Rjkj,α

= qTi,αRj−ikj,α.

(6)350

Because the start is always before the end when the351

span of token sequence is extracted. Span extrac-352

tion nodes should not appear in the lower triangu-353

lar region of the hypergraph attention score. For354

the purpose of making the hyperedge construction355

more reasonable, we add mtril to the hypergraph356

matrix and the final hypergraph score format is as357

follow: 358

sα(i, j) = qTi,αRj−ikj,α +mtril(i, j). (7) 359

3.4 Balanced Hyperedge Loss 360

In the process of loss calculation, we collect posi- 361

tive samples Pα and negative samples Nα respec- 362

tively for each type of hyperedge α . The positive 363

sample indicates that there is a α type hyperedge 364

span with [i, j] in α type hypergraph, while the re- 365

verse is a negative sample. The formats of Pα and 366

Nα are as follows: 367

Pα = {sα(i, j)|lα(i, j) = 1},
Nα = {sα(i, j)|lα(i, j) = 0},

(8) 368

where l is the hypergraph label matrix correspond- 369

ing to s. With the sets of positive and negative 370

samples,we can get the positive sample loss Lp and 371

the negative sample loss Ln: 372

Lp = log

1 +
∑

(i,j)∈Pα

e−sα(i,j)

 ,

Ln = log

1 +
∑

(i,j)∈Nα

esα(i,j)

 .

(9) 373

Different from Global Pointer (Su et al., 2022), we 374

gain the final loss with a balance factor b ∈ [0, 1) 375
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to avoid the matrix sparsity caused by too many376

label types. The final training loss of hypergraph377

attention score can be expressed in the following378

form:379

L = (1 + b)Lp + (1− b)Ln. (10)380

3.5 HGALayoutLM381

To verify the performance of the HGA method,382

we applied HGA to the latest GraphLayoutLM to383

build a novel semantic entity recognition model,384

HGALayoutLM. Consistent with GraphLayoutLM,385

we leverage the hierarchical layout of documents386

to build a hierarchical tree. Then we add position387

relationships between sibling nodes in the tree to388

construct the document structure graph G. The text389

nodes will be sorted according to the hierarchical390

and position relationship of G before concatenation391

to obtain a more reasonable reading order. In addi-392

tion, we follow the architecture of GraphLayoutLM393

and add a graph mask layer to model to encode the394

relation information in G into the self-attention395

score.396

Based on the graph structure-prompted docu-397

ment understanding model, we use the hypergraph398

attention layer as the header for document seman-399

tic entity recognition. The feature sequence of the400

token and the generated span position are used as401

the header input. The HGA method is used to help402

the model extract and classify semantic entities403

according to the text node span prompts.404

4 Experiment405

4.1 Experimental Setup406

Model Settings. The model settings are consis-407

tent with those of GraphLayoutLM. The text se-408

quence length is 512 and the document image is409

resized to 3× 224× 224 dimensions. The image is410

cut into 196 patches in the size of 16× 16. Trans-411

former self-attention layer scaling factor α is set412

to 32. For HGALayoutLMBASE, the hidden layer413

dimensions, the number of encoder self-attention414

layers, the number of self-attention heads and in-415

termediate dimensions for feed-forward networks416

are set to 768,12,12 and 3072, respectively. The417

head number of graph mask layer is 6. The hid-418

den layer dimension, encoder self-attention layer419

number, self-attention head number and interme-420

diate dimensions for feed-forward networks of421

HGALayoutLMLARGE are set to 1024,24,16 and422

4096, respectively. The head number of graph mask423

layer is 8. The hidden size of hypergraph attention 424

layer in both base and large model is set to 64. To 425

ensure the fairness of the experiment, we convert 426

the results of hypergraph extraction into the format 427

of BIO annotations for comparison. 428

Datasets. We select four commonly used doc- 429

ument information extraction datasets. Three of 430

these datasets are in English, including FUNSD, 431

CORD and SROIE. One is the Chinese dataset, 432

XFUND. The current XFUND task semantic en- 433

tity recognition task of comparative experiment 434

results is less, and there is almost no LARGE ver- 435

sion experiment results. We only choose the BASE 436

version of the model for our experiments. Detailed 437

dataset information and hyper-parameters settings 438

can be viewed in Appendix A.1 and Appendix A.2. 439

Baselines. We choose the classical natural lan- 440

guage processing model BERT (Devlin et al., 2018) 441

as the single modal document understanding com- 442

parison model and select several classical mul- 443

timodal document understanding models, such 444

as LayoutLM (Xu et al., 2020b), BROS (Hong 445

et al., 2022), LayoutLMv2 (Xu et al., 2020a) and 446

LayoutXLM (Xu et al., 2021). We also include 447

the latest works in document understanding for 448

comparison, such as ERNIE-Layout (Peng et al., 449

2022), LayoutLMv3 (Huang et al., 2022), Geo- 450

LayoutLM (Luo et al., 2023), GraphLayoutLM (Li 451

et al., 2023) and UDop (Tang et al., 2023). 452

4.2 Main Results 453

The English datasets experiment results are shown 454

in Table 1. The BASE version of HGALayoutLM 455

using hypergraph attention layer as the header has 456

achieved the best results on FUNSD and SROIE 457

datasets (94.32 on FUNSD and 99.53 on SROIE), 458

even when compared to the LARGE versions of 459

models. Compared with GraphLayoutLMBASE us- 460

ing linear classification, HGALayoutLM achieves 461

improvements of 0.89, 0.39 and 0.54 on FUNSD, 462

CORD and SROIE datasets, respectively. The 463

LARGE version of HGALayoutLM has achieved 464

F1 scores of 95.31 and 99.61 on FUNSD and 465

SROIE respectively, further updating the best 466

performance on these datasets. Compared with 467

GraphLayoutLM in the LARGE version, HGALay- 468

outLM has F1 score 1.15 and 0.19 higher on 469

FUNSD and SROIE datasets, respectively. This 470

demonstrates the effectiveness of HGA on the task 471

of less labels. 472
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Table 1: Precision, Recall and F1 Score of Results on FUNSD, CORD, SROIE Datasets. Model labeled with "†"
indicate that its results are obtained through replication in our experiments. Since some predictions on the web
based on LayoutLMv3 on the SROIE dataset are completely correct, we do not list the results on SROIE as the state
of the art.

Model Header FUNSD CORD SROIE
P R F P R F P R F

BERTBASE Linear 54.69 67.10 60.26 88.33 91.07 89.68 90.99 90.99 90.99
LayoutLMBASE Linear 75.97 81.55 78.66 94.37 95.08 94.72 94.38 94.38 94.38
BROSBASE Linear 81.16 85.01 83.05 - - 96.50 - - 96.28
LayoutLMv2BASE Linear 80.29 85.39 82.76 94.53 95.39 94.95 96.25 96.25 96.25-
LayoutXLMBASE Linear - - 79.40 - - - - - -
XYLayoutLM Linear - - 83.35 - - - - - -
LayoutLMv3BASE Linear/MLP 90.82 91.55 91.19 96.35 96.71 96.53 - - 99.25
GraphLayoutLMBASE Linear/MLP 92.46 93.85 93.15 97.02 97.53 97.28 - - 99.30

GraphLayoutLM†
BASE Linear/MLP 93.62 93.25 93.43 96.87 97.38 97.13 98.40 99.58 98.99

HGALayoutLMBASE HGA 94.84 93.80 94.32 97.89 97.16 97.52 99.58 99.48 99.53

BERTLARGE Linear 61.13 70.85 65.63 88.86 91.68 90.25 92.00 92.00 92.00
LayoutLMLARGE Linear 75.69 82.19 78.95 94.32 95.54 94.93 95.24 95.24 95.24
BROSLARGE Linear 82.81 86.31 84.52 - - 97.28 - - 96.62
LayoutLMv2LARGE Linear 83.24 85.19 84.20 95.65 96.37 96.01 99.04 96.61 97.81
ERNIE-LayoutLARGE Linear - - 93.12 - - 97.21 - - 97.55
LayoutLMv3LARGE Linear/MLP 91.51 92.70 92.10 97.45 97.52 97.49 - - -
UDop Decoder - - 92.08 - - 97.58 - - -
GeoLayoutLM Linear/MLP - - 92.86 - - 97.97 - - -
GraphLayoutLMLARGE Linear/MLP 94.49 94.30 94.39 97.75 97.75 97.75 - - -

GraphLayoutLM†
LARGE Linear/MLP 94.37 93.95 94.16 97.32 97.68 97.50 99.27 99.58 99.42

HGALayoutLMLARGE HGA 95.67 94.95 95.31 97.97 97.38 97.67 99.69 99.53 99.61

However, we can find that the performance of473

HGA is not outstanding on the CORD dataset. We474

think this is because the CORD dataset has a large475

number of label categories. The number of labels476

in CORD is an amazing 30, compared with the 3477

or 4 label categories in other datasets. Since in the478

process of constructing the hypergraph, different479

types of hyperedges are built separately. Plenty480

of label categories will make the effective span481

nodes of hypergraph matrix sparse, which is not482

conducive to semantic entity recognition. However,483

by comparing GraphLayoutLM, we can find that484

HGA header can still improve the performance.485

The experiment results of XFUND dataset are486

shown in Table 2. We can find that our HGALay-487

outLM has achieved the state of the art in XFUND.488

This further verifies the effectiveness of HGA489

header.490

4.3 Ablation Study491

To verify the effectiveness of our Span Position492

Encoding. We conduct ablation study on FUNSD.493

We can see from Figure 4 that the entity extrac-494

tion effect without position encoding(w/o pos) is495

Table 2: Precision, Recall and F1 Score of Results on
XFUND Datasets. Model labeled with "†" indicate that
its results are obtained through replication in our experi-
ments.

Model Header XFUND
P R F

LayoutXLMBASE Linear - - 89.24
XYLayoutLM Linear - - 91.76
LayoutLMv3BASE Linear 89.80 94.35 92.02
GraphLayoutLMBASE Linear 91.80 95.38 93.56

GraphLayoutLM†
BASE Linear 92.30 94.69 93.48

HGALayoutLMBASE HGA 92.79 95.70 94.22

much worse than that with position encoding. In 496

addition, we also compare the performance of our 497

span position encoding(w/ span pos) with that of 498

traditional position encoding(w/ pos). We can find 499

that the performance of our span position encoding 500

is obviously better than that of traditional position 501

encoding.This demonstrates the effectiveness of 502

our span position encoding with span prompt. 503

In order to prove that Balanced Hyperedge Loss 504

can solve the problem of sparse hyperedge matrix 505

caused by too many entity types. We conduct exper- 506
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Figure 4: Position Encoding Comparison Line Chart.
In order to highlight the contrast effect, we omit the
results for the first 300 steps when the model has not
converged.
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Figure 5: Further Study of Balance Factor.

iment statistics on different value of balance factor507

on CORD dataset with plenty of entity types and508

present the results in Figure 5. We can see that the509

performance of the unbalanced model (b = 0) is510

not ideal, even worse than the performance of the511

MLP header. However, proper balance factor allow512

the model to pay more attention to the hyperedge513

entities and achieve better results. For example, the514

performance when b is 0.4 exceeds the performance515

when the MLP layer is used as the header.516

4.4 Anaysis of Different Header517

To analyze the effects of different header, we adopt518

GraphLayoutLMBASE and HGALayoutLMBASE as519

the base model to conduct comparative experiments520

on three different headers, linear layer, MLP and521

HGA. The experiments are carried out on FUNSD,522

CORD, SROIE and XFUND datasets.523

The experiment results are shown in Table 3. As524

the simplest network structure, the linear layer has525

the worst classification effect. The MLP layer in- 526

creases the number of linear layers on top of the lin- 527

ear layer. It also joins activation layers and dropout 528

layers to linear layers. The more complex network 529

structure makes MLP slightly better than the se- 530

mantic entity recognition of a single linear layer 531

on most datasets. As our proposed hypergraph at- 532

tention method, HGA performs significantly better 533

than the other two classifiers,which shows the effec- 534

tiveness of HGA, which demonstrates the superior 535

performance of HGA. 536

Table 3: F1 Score of Different Header.

Header FUNSD CORD SROIE XFUND

Linear 93.48 96.98 98.99 93.03
MLP 93.58 97.13 99.28 93.48
HGA 94.32 97.52 99.53 94.22

To test the complexity of HGA, we compare 537

HGALayoutLM with the model with traditional 538

headers. The number of entity types is set to 3. As 539

we can see from Table 4, HGA does not bring a 540

large cost of time and space calculation and HGA 541

is even less costly than MLP layer in terms of time 542

and space computation. 543

Table 4: Analysis of Time and Space Complexity.

Model Header Params Flops

GraphLayoutLM Linear 88.02M 63.03G
GraphLayoutLM MLP 88.61M 63.45G
HGALayoutLM HGA 88.31M 63.24G

5 Conclusion 544

In this work, we propose a semantic entity recogni- 545

tion method (HGA) based on hypergraph attention. 546

This method extracts semantic information from 547

documents by establishing different hyperedges 548

between feature nodes. On the basis of the hyper- 549

graph, we design span position encoding and bal- 550

anced hyperedge loss to enhance the entity extrac- 551

tion capability of the hypergraph attention header. 552

We use the HGA method to build a novel seman- 553

tic entity recognition model HGALayoutLM based 554

on GraphLayoutLM. This model has good perfor- 555

mance in SER tasks. Experiments show that our 556

method achieves the state of art on semantic en- 557

tity recognition tasks on the FUNSD and XFUND 558

datasets. 559
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6 Limitation560

When there are more types of semantic entities, the561

cost of improvement from HGA becomes higher.562

The number of superedge matrices increases be-563

cause of more semantic entity categories. This not564

only leads to sparse matrix labels, but also to more565

model parameters.566

References567

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and568
Kristina Toutanova. 2018. Bert: Pre-training of deep569
bidirectional transformers for language understand-570
ing. arXiv preprint arXiv:1810.04805.571

Zhangxuan Gu, Changhua Meng, Ke Wang, Jun Lan,572
Weiqiang Wang, Ming Gu, and Liqing Zhang. 2022.573
Xylayoutlm: Towards layout-aware multimodal net-574
works for visually-rich document understanding. In575
Proceedings of the IEEE/CVF Conference on Com-576
puter Vision and Pattern Recognition, pages 4583–577
4592.578

Teakgyu Hong, Donghyun Kim, Mingi Ji, Wonseok579
Hwang, Daehyun Nam, and Sungrae Park. 2022.580
Bros: A pre-trained language model focusing on text581
and layout for better key information extraction from582
documents. In Proceedings of the AAAI Conference583
on Artificial Intelligence, volume 36, pages 10767–584
10775.585

Yupan Huang, Tengchao Lv, Lei Cui, Yutong Lu, and586
Furu Wei. 2022. Layoutlmv3: Pre-training for doc-587
ument ai with unified text and image masking. In588
Proceedings of the 30th ACM International Confer-589
ence on Multimedia, pages 4083–4091.590

Guillaume Jaume, Hazim Kemal Ekenel, and Jean-591
Philippe Thiran. 2019. Funsd: A dataset for form592
understanding in noisy scanned documents. In 2019593
International Conference on Document Analysis and594
Recognition Workshops (ICDARW), volume 2, pages595
1–6. IEEE.596

Zhenzhong Lan, Mingda Chen, Sebastian Goodman,597
Kevin Gimpel, Piyush Sharma, and Radu Soricut.598
2019. Albert: A lite bert for self-supervised learn-599
ing of language representations. arXiv preprint600
arXiv:1909.11942.601

Chen-Yu Lee, Chun-Liang Li, Timothy Dozat, Vin-602
cent Perot, Guolong Su, Nan Hua, Joshua Ainslie,603
Renshen Wang, Yasuhisa Fujii, and Tomas Pfister.604
2022. Formnet: Structural encoding beyond sequen-605
tial modeling in form document information extrac-606
tion. arXiv preprint arXiv:2203.08411.607

Chen-Yu Lee, Chun-Liang Li, Chu Wang, Renshen608
Wang, Yasuhisa Fujii, Siyang Qin, Ashok Popat, and609
Tomas Pfister. 2021. Rope: reading order equivariant610
positional encoding for graph-based document infor-611
mation extraction. arXiv preprint arXiv:2106.10786.612

Qiwei Li, Zuchao Li, Xiantao Cai, Bo Du, and Hai Zhao. 613
2023. Enhancing visually-rich document understand- 614
ing via layout structure modeling. In Proceedings of 615
the 31st ACM International Conference on Multime- 616
dia, pages 4513–4523. 617

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man- 618
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis, 619
Luke Zettlemoyer, and Veselin Stoyanov. 2019. 620
Roberta: A robustly optimized bert pretraining ap- 621
proach. arXiv preprint arXiv:1907.11692. 622

Chuwei Luo, Changxu Cheng, Qi Zheng, and Cong 623
Yao. 2023. Geolayoutlm: Geometric pre-training 624
for visual information extraction. In Proceedings of 625
the IEEE/CVF Conference on Computer Vision and 626
Pattern Recognition, pages 7092–7101. 627

Seunghyun Park, Seung Shin, Bado Lee, Junyeop Lee, 628
Jaeheung Surh, Minjoon Seo, and Hwalsuk Lee. 2019. 629
Cord: a consolidated receipt dataset for post-ocr 630
parsing. In Workshop on Document Intelligence at 631
NeurIPS 2019. 632

Qiming Peng, Yinxu Pan, Wenjin Wang, Bin Luo, 633
Zhenyu Zhang, Zhengjie Huang, Teng Hu, Weichong 634
Yin, Yongfeng Chen, Yin Zhang, et al. 2022. Ernie- 635
layout: Layout knowledge enhanced pre-training 636
for visually-rich document understanding. arXiv 637
preprint arXiv:2210.06155. 638

Jianlin Su, Yu Lu, Shengfeng Pan, Ahmed Murtadha, 639
Bo Wen, and Yunfeng Liu. 2021. Roformer: En- 640
hanced transformer with rotary position embedding. 641
arXiv preprint arXiv:2104.09864. 642

Jianlin Su, Ahmed Murtadha, Shengfeng Pan, Jing Hou, 643
Jun Sun, Wanwei Huang, Bo Wen, and Yunfeng Liu. 644
2022. Global pointer: Novel efficient span-based ap- 645
proach for named entity recognition. arXiv preprint 646
arXiv:2208.03054. 647

Zineng Tang, Ziyi Yang, Guoxin Wang, Yuwei Fang, 648
Yang Liu, Chenguang Zhu, Michael Zeng, Cha 649
Zhang, and Mohit Bansal. 2023. Unifying vision, 650
text, and layout for universal document processing. 651
In Proceedings of the IEEE/CVF Conference on Com- 652
puter Vision and Pattern Recognition, pages 19254– 653
19264. 654

Wenjin Wang, Zhengjie Huang, Bin Luo, Qianglong 655
Chen, Qiming Peng, Yinxu Pan, Weichong Yin, 656
Shikun Feng, Yu Sun, Dianhai Yu, et al. 2022. 657
Ernie-mmlayout: Multi-grained multimodal trans- 658
former for document understanding. arXiv preprint 659
arXiv:2209.08569. 660

Yang Xu, Yiheng Xu, Tengchao Lv, Lei Cui, Furu 661
Wei, Guoxin Wang, Yijuan Lu, Dinei Florencio, Cha 662
Zhang, Wanxiang Che, et al. 2020a. Layoutlmv2: 663
Multi-modal pre-training for visually-rich document 664
understanding. arXiv preprint arXiv:2012.14740. 665

Yiheng Xu, Minghao Li, Lei Cui, Shaohan Huang, Furu 666
Wei, and Ming Zhou. 2020b. Layoutlm: Pre-training 667
of text and layout for document image understanding. 668

9



In Proceedings of the 26th ACM SIGKDD Interna-669
tional Conference on Knowledge Discovery & Data670
Mining, pages 1192–1200.671

Yiheng Xu, Tengchao Lv, Lei Cui, Guoxin Wang, Yi-672
juan Lu, Dinei Florencio, Cha Zhang, and Furu Wei.673
2021. Layoutxlm: Multimodal pre-training for multi-674
lingual visually-rich document understanding. arXiv675
preprint arXiv:2104.08836.676

Zhilin Yang, Zihang Dai, Yiming Yang, Jaime Car-677
bonell, Russ R Salakhutdinov, and Quoc V Le. 2019.678
Xlnet: Generalized autoregressive pretraining for lan-679
guage understanding. Advances in neural informa-680
tion processing systems, 32.681

A Appendix682

A.1 Experiment Dataset683

The data distribution and labeling of the dataset are684

shown in Table 5.685

Table 5: Detail Data of Datasets. The nonmeaning label
"OTHER" is not included.

Dataset Label Num Train Dev Test

FUNSD 3 149 - 50
CORD 30 800 100 100
SROIE 4 626 347
XFUND 3 149 - 50

A.2 Hyper-parameters Setting686

We show the training hyper-parameters on each687

dataset in Table 6.688

Table 6: Finetuning Hyper-parameters. L, M, B and G
refer to learning rate, max steps, batch size and gradient
accumulation steps.

Dataset Model
size Language L M B G

FUNSD BASE English 1e-5 2000 4 1
LARGE 1e-5 2000 4 1

CORD BASE English 5e-5 2000 4 1
LARGE 5e-5 3000 4 1

SROIE BASE English 1e-5 2000 2 1
LARGE 1e-5 2000 8 1

XFUND BASE CHINESE 7e-5 2000 8 4
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