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Abstract

Outlier detection is a recurring challenge in001
machine learning, actively researched across002
various domains including computer vision,003
time series analysis, and high-dimensional data.004
Recently, the interest in textual outlier detec-005
tion and textual anomaly detection has blos-006
somed, bringing forth unique challenges. Un-007
fortunately, existing approaches often overlook008
a critical consideration: the specific type of009
textual outlier they aim to detect. We found010
that the experimental protocol of the literature011
does not identify different kind of textual out-012
liers. To solve this issue, we present a novel ap-013
proach of textual outlier detection using robust014
ensemble autoencoders that succeed to retrieve015
difficult anomalies. To enhance the robustness016
of our autoencoders, we introduce a novel ro-017
bust subspace recovery loss function that takes018
into account the locality in the latent space. Our019
ensemble learning strategy involves randomly020
connected autoencoders. Additionnaly, we ad-021
dress the issue of limited corpus availability by022
preparing two types of outliers: independent023
and contextual. An intriguing aspect of our024
work is the distinction between these two out-025
lier types, which we formalize and demonstrate026
to be fundamentally different to handle within a027
corpus. Notably, our approach not only delivers028
competitive results when compared to existing029
methods but also excels in handling contextual030
outliers.031

1 Introduction032

Outlier Detection (OD) (Hawkins, 1980; Hodge033

and Austin, 2004; Zhang, 2013; Aggarwal, 2017)034

is the task that aims to estimate whether an obser-035

vation is normal or not. Depending of the data or036

of the case study, this task is similar to the task of037

Anomaly Detection (AD) (Chandola et al., 2009;038

Ruff et al., 2021). Several works have been devoted039

to study and categorise the different characteristics040

of an outlier, and there exists three principal kinds041

of outliers: independent, contextual and collective.042

Medical Culture Politic

A portrait created over 170 years ago by Richard Dadd while he was at Bethlem 
Hospital is to be returned to the London institution for the first time.

An art teacher has said she aims to paint all 310 of the churches in her local 
diocese to raise awareness of their beauty.

Just Stop Oil’s Hannah Hunt and Eden Lazarus found guilty after glueing 
themselves to Constable’s The Hay Wain.

Death among pregnant women and new mothers rose sharply during pandemic.

Chinese pray for health in Lunar New Year as COVID death toll rises.

Figure 1: Presentation of the studied problem with three
documents topics: medical, culture and politic. Under
each topic we represent a textual document with colored
rectangles. Gray and green are inliers and red ones are
outliers. The detailed documents are the abstract of the
news articles taken from sources like Reuters, New York
times, BBC, ... The first scenario is the apparition of
a culture-related document in a medical feed, and the
second scenario is a political document in the culture
feed.

The type of outlier is important because the lack 043

of dedicated dataset often leads to prepare an arti- 044

ficial contamination. With the emergence of new 045

machine learning methods and the availability of 046

many datasets and corpora, outlier detection can be 047

addressed through many approaches. In most cases, 048

the models for this task are based on one-class clas- 049

sification (OCC) (Khan and Madden, 2014; Ruff 050

et al., 2018; Sohn et al., 2021). 051

Performing outlier detection on textual data is 052

less common than many other types of data (im- 053

age, time series and medical) but it comes with 054

several useful applications that helps discerning 055
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wrong web content, hateful message, spam or also056

errors in news feed. The difficulty to reproduce057

experimental protocols and results from the litera-058

ture is one of the reason of the unpopularity of the059

task with text. Indeed, there is a great difference060

between tackling independent outliers and contex-061

tual outliers (Mahapatra et al., 2012; Fouché et al.,062

2020) using semantic in text. For the former, the063

classifier needs to differentiate two kinds of docu-064

ments that come from unrelated topics (sports and065

computer) but the for the latter, one topic is contam-066

inated with another "sibling" topic. The Figure 1067

describes such scenario. Most of the recent works068

are contaminating corpora without addressing the069

problem of which kind of anomaly/outlier is added070

(Manevitz and Yousef, 2001; Kannan et al., 2017;071

Ruff et al., 2019; Lai et al., 2020).072

Recent advances in word embedding with lan-073

guage models like GloVe (Pennington et al., 2014),074

Fast-Text (Bojanowski et al., 2017), BERT (Devlin075

et al., 2019) or RoBERTa (Liu et al., 2019) have076

shown promising characteristics for outlier detec-077

tion. Only few methods of the literature propose078

their usage (Manolache et al., 2021; Ruff et al.,079

2019). Other methods like One-Class Support Vec-080

tor Machine (OCSVM) (Schölkopf et al., 2001)081

and Textual Outlier using Nonnegative Matrix Fac-082

torization (TONMF) (Kannan et al., 2017) rely on083

tf-idf. On the other hand, recent methods are not084

using outlier ensemble methods (Aggarwal and085

Sathe; Zhao et al., 2019a; Zimek et al., 2014) for086

performing outlier detection with text data. Addi-087

tionnaly, AutoEncoders (AE) have been used for088

anomaly/outlier detection with high-dimensional089

data (Chen et al., 2017; Kieu et al., 2019) and are090

also successful with other kind of data (An and091

Cho, 2015; Chen et al., 2018; Lai et al., 2020; Zhou092

and Paffenroth, 2017), but the risk of using autoen-093

coders with language models leads to the apparition094

of degenerate solution in the learning step. Robust095

properties are needed in such scenario.096

We propose in this work a novel outlier ensem-097

ble method that performs outlier detection on text098

using word embedding and a Robust Subspace Re-099

covery (RSR) (Lerman and Maunu, 2018; Rah-100

mani and Atia, 2017) layer. The autoencoder use101

the RSR layer for mapping the normal distribution102

in a subspace where outliers are at the edge (Lai103

et al., 2020). Our method, called Robust subspace104

recovery Autoencoder ensemble for Text Outlier105

(REATO), build a RSRAE ensemble whose are ran-106

domly connected. RATO can also be seen as an en- 107

semble of several subspace that aims to find normal 108

data with different manifold. In short, such learning 109

method are making the hypothesis that the distri- 110

bution is highly contaminated and the inliers (nor- 111

mal data) lie in a low-dimensional subspace. The 112

performance of REATO are experimented against 113

other state of the art methods on a total of eight cor- 114

pora. We are proposing a definition of two different 115

outliers that can be applied on available corpora 116

and REATO outperforms the literature with more 117

robust results. 118

2 REATO: Robust subspace recovery 119

ensemble autoencoder for text outliers 120

This section presents our approach, REATO, and 121

the description of its properties. While robust 122

subspace recovery autoencoders have successfully 123

tackle anomaly detection with text, they lack local- 124

ity and geometry awareness for mitigating mani- 125

fold collapse in transformer-based language mod- 126

els. For this reason we introduce Robust subspace 127

recovery Ensemble Autoencoder for Text Outliers 128

(REATO) which integrates locality in the latent 129

representation through locally linear embedding 130

technique. 131

The section is structured with a presentation of 132

the randomly connected autoencoders, followed 133

by a presentation of RSR loss. We then introduce 134

the locally linear embedding loss term of REATO 135

before presenting its ensemble method. Finally, we 136

present the representation of text. 137

2.1 Randomly Connected One-Class 138

Autoencoder 139

Instead of using fully connected autoencoders, we 140

propose to use randomly connected autoencoders. 141

In the case of RSRAE, it is a novel approach and 142

allow us to build ensemble autoencoders with dif- 143

ferent base detectors. 144

Let X be a dataset of N instances such as 145

X = {x1, ..., xN}. Each instance has D dimen- 146

sion which correspond to its attributes: xi = 147

{x1, ..., xD}. An Autoencoder is a neural networks 148

in which the encoder E maps an instance xi in a 149

latent representation noted zi = E(xi) ∈ Re of 150

dimension e. The RSR layer is a linear transfor- 151

mation A ∈ Rd×e that reduces the dimension to 152

d. We note ẑi the representation of zi through the 153

RSR layer, such as ẑi = Azi ∈ Rd The decoder D 154

maps ẑi to x̂i in the original space D. The matrix 155
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A and the parameters of E andD are obtained with156

the minimization of a loss function.157

Similarly to Chen et al. (2017) we introduce au-158

toencoders with random connection such as we159

increase the variance of our model. In the autoen-160

coders ensemble each autoencoder has a random161

probability of having several of its connections to162

be cut. Thus, we setup the probability disconnec-163

tion with a random rate between [0.2, 0.5].164

2.2 Robust Subspace Recovery Layer165

We present the RSR AutoEncoder that aims to ro-166

bustly and nonlinearly reduce the dimension of167

the original data (Lerman and Maunu, 2018). The168

RSR layer maps the inliers around their original169

locations and the outliers far from their original170

locations. The loss function minimizes the sum of171

the autoencoder loss function noted LAE with the172

RSR loss function noted LRSR.173

Lp
AE(E ,A,D) =

N∑
i=1

||xi − x̂i||p2 (1)174

which is the l2,p − norm based loss function for175

p > 0.176

For performing the subspace recovery, we de-177

note two terms that have different roles in the mini-178

mization process. The first term enforces the RSR179

layer to be robust (PCA estimation) and the second180

enforces the projection to be orthogonal:181

Lq
RSR(A) =λ1

N∑
i=1

||zi −ATẑi||q2182

+ λ2

N∑
i=1

||AA⊤ − Id||qf (2)183

with A⊤ the transpose of A, Id the d × d matrix184

and || · ||f the Frobenius norm. λ1 and λ2 are185

hyperparameters and q = 1 is corresponding to186

the optimal lp,q norm (Maunu et al., 2019). If we187

simplify Equation 2 we have:188

LRSRAE(E ,A,D) =λ1L
1
AE(E ,A,D)189

+ λ2L
1
RSR(A) (3)190

2.3 Locally linear embedding term191

Locally Linear Embedding (LLE) (Roweis and192

Saul, 2000; Chen and Liu, 2011) is a popular non-193

linear dimensionality reduction technique that aims194

to preserve the local geometry of the data in a lower-195

dimensional subspace. It is based on the assump-196

tion that data points in a local neighborhood can197

be linearly represented by their neighboring data 198

points. The LLE term in the loss function encour- 199

ages the autoencoder to learn representations that 200

preserve the relationships between data points in 201

their local neighborhoods. By doing so, it helps to 202

project the Euclidean distance with its neighbors 203

in the learned subspace. Based on Equation 2, the 204

reconstruction loss function of RSRAE enforces 205

robustness with L1
AE and the orthogonality with 206

L1
RSR. Because the learned representation of the 207

encoder is compressed in a e dimension space, the 208

locality of the subspace is not handled. 209

For tackling this problem, we propose to intro- 210

duce a third term to LRSRAE based on locally lin- 211

ear embedding. Given a set of data points {xi}Ni=1 212

in the input space, the goal of LLE is to find a 213

lower-dimensional representation {zi}Ni=1 in the 214

output space (the subspace learned by the autoen- 215

coder) such that the local relationships between 216

data points are preserved. We note: 217

LLLE(A) =

N∑
i=1

∥∥∥∥∥∥xi −
∑
j∈Ni

wijxj

∥∥∥∥∥∥
2

2

(4) 218

where Ni represents the set of indices of the k- 219

nearest neighbors of xi (excluding xi itself) and 220

wij are the weights assigned to the neighboring 221

data point xj in the linear reconstruction of xi. 222

The weights wij can be computed using the least 223

squares method to minimize the reconstruction 224

error: minwi

∥∥∥xi −∑
j∈Ni

wijxj

∥∥∥2
2

subject to the 225

constraint
∑

j∈Ni
wij = 1. 226

The LLE term encourages the autoencoder to 227

find a representation for each data point as a linear 228

combination of its k-nearest neighbors in the input 229

space. By minimizing the LLE term in the loss 230

function, the autoencoder learns to preserve the 231

local linear relationships, which ultimately helps to 232

project the Euclidean distance with its neighbors in 233

the learned subspace. The reconstruction errors of 234

LLE is measured by the cost function: 235

LLLE(A) =

N∑
i=1

∑
j∈Ni

wij∥Axi −Axj∥22 (5) 236

The weight wj assigned to the neighbor xij in the 237

local linear reconstruction of xi are determined 238

based on the distance between data points and their 239

neighbors. The inclusion of the LLE term in the 240

loss function encourages the autoencoder to pre- 241

serve the local geometric structure of the data in 242

the learned subspace. 243
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Algorithm 1 CTO: Contextual Contamination for
Topic-level Outliers

Require: Inlier topic ζ , corpus X, split size l, con-
tamination rate ν

Ensure: 0 < l ≤ N
c← lν
i← 0
Initialize empty matrix Z
O ← {xj × yj ∈ X × Y|∀j ∈ [0, N ], yj ̸= ζ}
▷ Outlier Matrix
Xζ ← {X\O} ▷ Inlier Matrix
while |Z| < c do

if Parent(yi) ̸= Parent(ζ) then
Append(xi, yi) to Z

end if
i← i+ 1

end while
Fill Z with Xζ until |Z| = l
return Shuffle(Z)

Finally, the REATO cost function is measured as244

follows:245

LREATO(E ,A,D) = LRSRAE(E ,A,D)246

+ λ3LLLE(A) (6)247

The parameter λ3 controls the influence of the LLE248

term on the overall loss. Because it controls the249

influence of locality of the manifold, the term is250

preferred to be low for avoiding collapsing results.251

2.4 Ensemble Learning252

The main idea behind ensemble methods is that a253

combination of several models, also called base254

detectors, and their outputs is more robust than255

usage of a single model. Such robustness can be256

observed against the bias-variance tradeoff and also257

for tackling the issue of overfitting. Although the258

possibility to combine multiple base detectors is259

intuitive, the design of such approaches needs spe-260

cial attention regarding normalization of outputs.261

In REATO, we use the RSR reconstruction error262

of each autoencoders and then we normalise each263

base detector scores through the standard deviation264

of one unit. We then take the median value for each265

observation.266

2.5 Text Representation267

In our REATO approach, we use RoBERTA (Liu268

et al., 2019) for text representation instead of269

GloVe, FastText or TFIDF. Ruff et al. (2019);270

Dataset Task Hierarchy
20 Newsgroups Classification Yes
DBpedia 14 Classification Yes
Reuters-21578 Classification No
Web of Science Classification Yes
Enron Spam No
SMS Spam Spam No
IMDB Sentiment No
SST2 Sentiment No

Table 1: Presentation of datasets from the literature on
outlier detection and the inherent tasks. We describe
these corpora by indicating the existence of a topic hier-
archy in the labels of the original corpus.

Manolache et al. (2021) have recorded their re- 271

sults on these language model, in addition of 272

BERT, but with meticulous observation of the re- 273

sults of RoBERTA is a top performing representa- 274

tion. The REATO model is not based on the self- 275

attention mechanism, such as for Ruff et al. (2019); 276

Manolache et al. (2021), and we propose to use the 277

implementation of Reimers and Gurevych (2019). 278

Similarly to Ruff et al. (2019), we do not find sub- 279

stantial difference between glove and BERT perfor- 280

mances. 281

3 Different types of outlier 282

A large number of contributions have set- 283

tled anomaly/outlier taxonomies (Hawkins, 1980; 284

Hodge and Austin, 2004; Zhang, 2013; Aggar- 285

wal, 2017; Ruff et al., 2019) several types of out- 286

liers have been proposed in the literature: Point 287

outlier, Conditional/Contextual outlier and Collec- 288

tive/Group outlier. A similar taxonomy can be ap- 289

plied to textual data. Consequently, various types 290

of outliers frequently coexist within the documents 291

of a given corpus. The definition of a topic can be 292

assimilated to the subject matter that a document 293

addresses. Depending on the document type, there 294

may be multiple subtopics within a broader cate- 295

gory (e.g., a sports topic that encompasses football 296

and tennis). Thus, accounting for this hierarchical 297

structure introduces a form of contextual outlier. 298

These contextual outliers may appear unremark- 299

able in isolation but are considered outliers when 300

associated with a small subset of the corpus. 301

Collective outliers pose challenges in terms of 302

formalization due to the contextual nature of textual 303

data. To illustrate, consider a legal document men- 304

tioning a football player, which would be anoma- 305
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lous if incorrectly appearing in a sports-related306

corpus. Point outliers represent observations that307

lack any meaningful relationship with other top-308

ics. Specifically, outlier topics and inlier topics309

have different hierarchical parents within the cate-310

gory structure. Let a labelled document of a corpus311

(x, y) ∈ X × Y and ζ be the inlier category, and312

its corresponding subset Xζ ⊆ X. We define O the313

subset of all outliers such as O ⊂ X. We have:314

O = X\Xζ (7)315

RegardingO, we can make the distinction with two316

different constraints. We note P (y) the direct par-317

ent of y in a given hierarchy. First, an observation318

xi is considered to be an outlier if its parent topic319

is different of inlier parent topics such as:320

Op(ζ) = {P(ζ) ̸= P(y)|(o, y) ∈ O ×Y} (8)321

The second constraint is corresponding to docu-322

ments that do not lie in Xζ but share the same323

parent topic as ζ. These observations are identified324

as another kind of outlier: contextual outliers. We325

write:326

Oc(ζ) = {P(ζ) = P(y)|(o, y) ∈ O ×Y,O\Op}
(9)327

4 Experiments328

In this section we present conducted experiments329

on both independent outliers and contextual out-330

liers. We present corpora and how CTO can be331

applied. A comparison of the model scores is pro-332

posed, highlighting the robustness of REATO.333

4.1 Data334

Although there are dedicated datasets for outlier de-335

tection, such as ODDS or UCI, they mainly provide336

multidimensional data, time series and computer337

vision data. Applications such as spam detection338

and text classification have a rich set of corpora339

available. Recent work (Lai et al., 2020; Ruff et al.,340

2019; Kannan et al., 2017; Mahapatra et al., 2012)341

uses classification datasets such as Reuters-215781342

and 20 Newsgroups2 with a dedicated preparation343

in order to compare their approaches.344

1http://www.daviddlewis.com/resources/
testcollections/reuters21578/

2http://qwone.com/~jason/20Newsgroups/

We use the corpus presented in the section and 345

for each available category, we apply the prepara- 346

tion of independent outliers and contextual outliers 347

with CTO (Algorithm 1). For reasons of fairness 348

between each method and each dataset, we set the 349

size of the preparation subset to 350 and the re- 350

sults are averaged over 10 of runs. The data is 351

pre-processed by removing lower case and stop 352

words. The train part of each corpus is used for 353

training and evaluation. The tfidf model is applied 354

to the whole corpus and only tokens that appear at 355

least three times are kept in the vocabulary. In a 356

first step, we set ν = 0.10. 357

20 Newsgroups For 20 Newsgroups we separate 358

the subtopics into seven main topics: computer, 359

forsale, motors, politics, religion, science, sports. 360

We do not count the topic forsale for contextual 361

outliers because it has no subtopics. 362

Reuters-21578 The Reuters-21578 corpus con- 363

tains documents associated with several topics. We 364

delete all these documents to keep only those asso- 365

ciated with a single topic. We reorganise the topics 366

in order to obtain a hierarchy, based on the work of 367

Toutanova et al. (2001). Thus, four parent themes 368

are created: commodities, finance, metals and en- 369

ergy. We apply GenTO to the eight topics that have 370

the greatest number of training documents. 371

DBpedia 14 For DBpedia 14 we create the topic 372

hierarchy based on the ontology provided3 and has 373

six parent topics. 374

Web Of Science Web of Science is often used as 375

a reference for hierarchical classification and pro- 376

vides three levels of topic hierarchy. The third level 377

topics are distributed among the corresponding first 378

level parents. Thus, seven parent topics are present 379

and for child topics that are associated with more 380

than one parent, we keep the largest set of children 381

and delete the others. 382

4.2 Setup 383

We use CTO for preparing contextual contamina- 384

tion on each candidate inliers possible with ν = 0.1 385

(CTO1) and a split size of 350. All results are per- 386

formed on AUROC and AUPRC reference works 387

from the previous Section. We integrate results 388

of one-class autoencoder and we also benchmark 389

results on a randomly connected autoencoder en- 390

semble (RAE) (Chen et al., 2017). The architecture 391

3mappings.dbpedia.org/server/ontology/
classes/
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Model Newsgroups Reuters WOS DBpedia 14 Enron SMS Spam IMDB SST2
OCSVM 0.948 0.917 0.981 0.993 0.723 0.693 0.539 0.575
PCC 0.952 0.938 0.982 0.992 0.724 0.685 0.542 0.576
OC-AE 0.697 0.732 0.856 0.837 0.592 0.514 0.517 0.499
RSRAE 0.949 0.940 0.982 0.994 0.731 0.704 0.540 0.577
REA 0.884 0.704 0.935 0.918 0.636 0.553 0.665 0.614
REATO 0.949 0.953 0.989 0.991 0.749 0.898 0.704 0.627

Table 2: Results of state of the art models for independent outliers with the contamination rate ν = 0.10. Area
under ROC (AUROC) is the evaluation metric. The experimental study is performed on Distill RoBERTA. Each
result is performed on test split prepared through Algorithm 1.

Model Newsgroups Reuters WOS DBpedia 14
AUPRC AUROC AUPRC AUROC AUPRC AUROC AUPRC AUROC

OCSVM 0.282 0.750 0.491 0.811 0.599 0.889 0.759 0.945
PCC 0.314 0.776 0.518 0.828 0.613 0.897 0.771 0.954
OC-AE 0.191 0.623 0.246 0.604 0.249 0.680 0.348 0.735
RSRAE 0.309 0.779 0.506 0.821 0.621 0.900 0.762 0.936
REA 0.194 0.623 0.278 0.615 0.448 0.810 0.368 0.747
REATO 0.362 0.793 0.538 0.880 0.687 0.921 0.840 0.951

Table 3: Results of state of the art models for contextual outliers with contamination rate ν = 0.10. Average
precision (AUPRC) and Area under ROC (AUROC) are evaluation metric.The experimental study is performed on
Distill RoBERTA. Each result is performed on test split prepared through Algorithm 1.

is similar to Chen et al. (2017) and the autoencoders392

are following their settings. The same goes for our393

approach REATO that follows the setup of Lai et al.394

(2020). We also keep the number of runs for each395

corpus to 10.396

For REATO and RAE we setup similarly than397

with the autoencoder and we setup the number398

of base predictors to 50. We provide the code399

of our approach4 using the PyOD base imple-400

mentation(Zhao et al., 2019b). Additionally, we401

also set hyperparameters λ1 = 0.1, λ2 = 0.1402

and λ3 = 0.05. For avoiding manifold collapse403

problem and degenerates solutions, we advise that404

λ3 < λ1. On the other hand, we set the epoch405

number to 50 and random connection probability406

between [0.2, 0.5].407

We propose to compare our approach against408

OCSVM(Schölkopf et al., 2001), PCC(Shyu et al.,409

2003), a simple one-class autoencoder (OC-AE)410

and RSRAE(Lai et al., 2020). For OCSVM,411

PCC and OC-AE we use the implementation from412

PyOD(Zhao et al., 2019b) and for RSRAE we use413

their implementation. We rigorously follow the414

guidelines provided by Lai et al. (2020).415

Alternatively, we propose to use a variant of Al-416

gorithm 1 considering P (y) = P (ζ) for indepen-417

4anonymous

dent contamination. Also we propose to benchmark 418

our results on corpora presented in Table 1. 419

4.3 Results 420

We propose to present our results on three princi- 421

pal points: independent contamination, contextual 422

contamination and robustness of model scores. Ta- 423

ble 2 displays results on CTO1 (contamination of 424

0.1) and independent contamination. We can see 425

that REATO is out performing all models except 426

on 20 Newsgroups. While the results are similar, 427

our approach is notably standing over the others on 428

SMS Spam and IMDB corpora. Thus, our ensem- 429

ble method presents success for semantic related, 430

spam and sentiment corpora. 431

Table 3 displays the experimental results con- 432

ducted with our approach REATO. We observe that 433

our approach is outperforming others model with 434

AUROC metric and AUPRC metric. We can see 435

that usage of REATO allow to mitigate unstable 436

decision of the original RSRAE. We can also see 437

significant difference of performance with Web of 438

Science corpus and Reuters-21578. PCC is the only 439

approach that succeeds to beat our approach against 440

AUROC metric of DBpedia 14. Additionally, we 441

can observe that the original one-class autoencoder 442

highly benefit from randomly connection and en- 443
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Figure 2: Results of our experimental study with ν = 0.1, split size of 350 and number of base detector of 25. The
performance metric is AUROC (AC) and the text representation is RoBERTA.

OCSVM PCC RSRAE RAE REATO
0.0

0.2

0.4

0.6

0.8

1.0

AP

(a) DBpedia 14

OCSVM PCC RSRAE RAE REATO
0.0

0.2

0.4

0.6

0.8

1.0

AP

(b) 20 Newsgroups

OCSVM PCC RSRAE RAE REATO
0.0

0.2

0.4

0.6

0.8

1.0

AP

(c) Web of Science

OCSVM PCC RSRAE RAE REATO
0.0

0.2

0.4

0.6

0.8

1.0

AP

(d) Reuters-21578

Figure 3: Boxplots of results of our experimental study with ν = 0.1, split size of 350 and number of base detector
of 25. The performance metric is AUPRC (AP) and the text representation is RoBERTA.

semble technique, as it close the gap with other444

models.445

While our performances are competitive, the446

principal purpose of tackling outlier detection with447

ensemble methods is to mitigate the bias-variance448

tradeoff. We propose to compare the model results449

with boxplots, similarly to the previous chapter.450

The main objective of our contribution is to robust451

outlier scores for contextual outliers with text. The452

Figure 2 and the Figure 3 displays an outperform-453

ing results from our approach. We can see that the454

variance of our model is noticeable as the box vari-455

ance are always smaller than its competitors. Also,456

the min and max possible scores are close from the457

median scores, concluding to see that our approach458

is more efficient, more robust and can handle well459

language model like RoBERTA.460

5 Conclusion461

In this work we have introduced REATO, an ensem-462

ble approach with RSR a autoencoders, otpimzed463

through LLE for tackling contextual outlier in text.464

One perspective is to study the integration of at-465

tention head for mitigating the black box problem466

of our model. It is common, recently, to display467

text with their corresponding temperature, thanks468

to recent language model based on transformers.469

The representation of text is a key concept that we470

want to investigate in the near future. Our approach471

has proven state of the art results and a great robust-472

ness against two kinds of outliers and with a small473

amount of available documents. Furthermore, we 474

have displayed that reference contributions have 475

not put sufficient effort to the contamination pro- 476

cess in their protocol. One promising perspective 477

is to propose an unsupervised approach for gener- 478

ating different kinds of outliers. Also, our work 479

mainly focuses on the semantic structure of text 480

but syntax is also a promising direction. 481

6 Ethical statement 482

Our approach considers contamination of corpora 483

with a robust approach. Our research can leads 484

to generation of malicious contamination in news 485

feeds and procution of fake news. With such risks, 486

our approach can also provide a response to the 487

detection of malicious contamination. As stated 488

in the results section, our approach succeeds to 489

determine spam and tone-like documents. 490
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