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Abstract

Key-Value (KV) cache has become a bottleneck001
of LLMs for long-context generation. Despite002
the numerous efforts in this area, the optimiza-003
tion for the decoding phase is generally ignored.004
However, we believe such optimization is cru-005
cial, especially for long-output generation tasks006
based on the following two observations: (i)007
Excessive compression during the prefill phase008
which requires specific full context, impairs the009
comprehension of the reasoning task; (ii) Devi-010
ation of heavy hitters1 occurs in the reasoning011
tasks with long outputs. Therefore, SCOPE, a012
simple yet efficient framework that separately013
performs KV cache optimization during the pre-014
fill and decoding phases, is introduced. Specifi-015
cally, the KV cache during the prefill phase is016
preserved to maintain the essential information,017
while a novel strategy based on sliding is pro-018
posed to select essential heavy hitters for the019
decoding phase. Memory usage and memory020
transfer are further optimized using adaptive021
and discontinuous strategies. Extensive exper-022
iments on LONGGENBENCH show the effec-023
tiveness and generalization of SCOPE and its024
compatibility as a plug-in to other prefill-only025
KV compression methods. 2026

1 Introduction027

Large Language Models (LLMs) (Dubey et al.,028

2024; Jiang et al., 2023; Yang et al., 2024a; Team029

et al., 2024; Achiam et al., 2023; Anthropic, 2024)030

have demonstrated powerful abilities for process-031

ing long-context tasks. When LLMs infer on these032

long-context tasks, the Key-Value (KV) cache occu-033

pies a larger amount of GPU memory and becomes034

a substantial bottleneck (Waddington et al., 2013;035

Luohe et al., 2024; Yuan et al., 2024; Fu, 2024). For036

example, an RTX 3090 server struggles to handle037

1According to Zhang et al. (2023), “heavy hitters” refer to
the KV cache of pivotal tokens, a small subset of the entire
KV cache, that effectively captures the critical information.

2The code is available in https://anonymous.4open.
science/r/SCOPE-7235
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Figure 1: Illustration of three paradigms for compres-
sion during the decoding phase on a task with 4K input
and 4K output. Separating the prefill and decoding
phases facilitates the preservation of the essential infor-
mation KV cache from the prefill phase while allowing
for efficient allocation of the KV cache generated during
the decoding phase.

the KV cache for a 64K context in LLaMA3.1- 038

8B, which has a 128K context window. Therefore, 039

compressing the KV cache while maintaining the 040

performance is crucial. 041

LLM inference process involves the prefill phase 042

and the decoding phase. For tasks with long inputs 043

and short output (Kamradt, 2023; Bai et al., 2024) 044

(e.g., long-form QA or sentence retrieve), effective 045

compression of the KV cache during the prefill 046

phase is crucial. However, for tasks with both long 047

inputs and long outputs (Liu et al., 2024b,c) (e.g., 048

lengthy text summarization and multi-question an- 049

swering), KV cache compression holds equal im- 050

portance in both the prefill and decoding phases. 051

Previous methods fall into two categories: (1) 052
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The Prefill-Only Compression method compresses053

the KV cache only during the prefill phase while054

retaining all KV cache generated during the decod-055

ing phase. (2) The Unified Compression method056

treats both phases as a unified process. For Prefill-057

Only Compression, methods like SnapKV (Li et al.,058

2024) and PyramidKV (Cai et al., 2024), retain-059

ing all KV cache generated during the decoding060

phase, leading to linear cache growth with the out-061

put length and memory pressure , especially for062

long outputs, as shown in Figure 1. For Unified063

Compression, such as H2O (Zhang et al., 2023)064

and PyramidInfer (Yang et al., 2024b), prioritizes065

retaining the KV cache generated during decoding066

while discarding the earlier KV cache influenced by067

recent tokens typically receiving higher attention068

weights (Zhao et al., 2021; Song et al., 2024). This069

poses substantial challenges for reasoning tasks070

that rely on understanding the whole input content071

. There has been no dedicated exploration of KV072

cache compression strategies for handling lengthy073

outputs.074

In this paper, we first unravel two essential obser-075

vations that serve as the foundation for our explo-076

ration: (i) excessive compression during the prefill077

phase significantly affects the ability of LLM to078

reason through the query; (ii) heavy hitters deviate079

during the decoding phase in long-text generation,080

leading to skewed KV cache allocation. Build-081

ing upon the insight, we introduce SCOPE, a082

simple yet efficient framework that Separately per-083

forms KV Cache Optimization during the Prefill084

and dEcoding phases. To our knowledge, we are085

the first to decouple the prefill and decoding phases086

to compress the KV cache independently. Specif-087

ically, we first maintain the KV cache generated088

during the prefill phase to ensure an understanding089

of long content. Then, we allocate heavy hitters090

using the sliding way in the decoding phase to091

optimize the memory of the KV cache. Building092

on the intuitive slide strategy, we further optimize093

memory-usage and memory-transfer, introducing094

adaptive strategy and discontinuous strategy.095

To thoroughly validate our framework, we select096

LONGGENBENCH (Liu et al., 2024c) as the bench-097

mark for our experiments over two mainstream098

LLMs. SCOPE can achieve comparable perfor-099

mance to the full KV cache when the overall com-100

pression rate is 35%. Additionally, our framework101

is seamlessly compatible with other compression102

methods in the prefill phase.103

The contributions of this work are as follows:104

1). A simple yet efficient framework SCOPE is 105

proposed to address the deviation of heavy hitters 106

inspired by the observations and insights from an 107

inference perspective. 2). Three strategies are de- 108

veloped to mitigate the deviation during the decod- 109

ing phase. 3). Empirically, extensive experiments 110

and analytical evaluations validate the effectiveness 111

and generalizability of SCOPE. 112

2 Pilot Observation 113

2.1 KV Cache in Inference Perspective 114

Each request for an LLM involves two distinct 115

phases (Zhou et al., 2024). The first phase, known 116

as prefill, processes the complete input prompt to 117

generate the initial output token. The second phase, 118

termed decoding, iteratively produces the remain- 119

ing output tokens, one at a time. We conduct pilot 120

experiments through the lens of each phase in the 121

inference process. 122

Prefill Phase: Existing work focusing on the prefill 123

phase is grounded in the notion that attention is 124

naturally sparse in typical tasks (Singhania et al., 125

2024; Tang et al., 2024; Wu et al., 2024). For 126

PassageRetrieval-en and HotpotQA within Long- 127

Bench, a 20% compression ratio during the prefill 128

phase still maintained performance nearly identical 129

to that of the full cache, demonstrating the model’s 130

ability to effectively retrieve and understand con- 131

text even with significant compression, as shown 132

in Figure 2a. However, when tasks require specific 133

full context, such as reasoning tasks, attention is 134

not always highly sparse (Chen et al., 2024), even 135

if the output is short. As illustrated in Figure 2a, the 136

same 20% compression rate during the prefill phase 137

resulted in nearly 95% degradation in accuracy 138

on the GSM8k+ task within LONGGENBENCH. 139

Although sufficient performance is achieved on 140

conventional tasks using KV cache compress dur- 141

ing the prefill phase, the performance is notably 142

poor on reasoning tasks when the compression ra- 143

tio reaches a modest threshold, leaving room for 144

targeted optimization through compression during 145

the decoding phase.

Observations (i): For tasks that require specific
full context, such as reasoning tasks, excessive
compression during the prefill phase significantly
compromises performance.

146
Decoding Phase: We analyze the distribution of 147

heavy hitters during the prefill and decoding phases 148
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(a) (b) (c)

Figure 2: (a) Performances across various compression ratios during the prefill phase on three tasks under the full
decoding cache condition. (b) Position distribution of the heavy hitters, selected by top 15% attention scores, at
decoding steps 1, 300, and 500 across layers 0, 13, and 31. (c) Attention heatmaps for layer 13 of a GSM8k+ sample
in LONGGENBENCH and details of the correspondence between attention scores and generated token positions.
The complete case employed in the probing experiment is presented in Appendix 6.

as the decoding length increased in Figure 2b.149

Across all three layers, the retained heavy hitters150

predominantly originate from the KV cache gener-151

ated during the decoding phase. This phenomenon152

has also been mentioned by several recent studies153

and can be attributed to the inherent properties of154

the attention mechanism, wherein tokens near the155

end often receive higher attention weights (Zhao156

et al., 2021; Song et al., 2024). This is particu-157

larly harmful for multi-question answering tasks,158

like LONGGENBENCH, as addressing such queries159

needs careful consideration of the question context.160

Previous prefill-only or unified compression strate-161

gies may overlook this distinction. In long-output162

tasks, as the output length increases, the deviation163

becomes more pronounced, making it imperative to164

preserve the heavy hitters identified during the pre-165

fill phase while providing appropriate management166

for those emerging in the decoding stage.167

Observations (ii): During the decoding phase of
long text generation, the use of the greedy algo-
rithm may lead to a deviation in heavy hitters.

2.2 KV Cache Budget Reallocation168

Building on the empirical observations from our169

pilot experiments, we derive the following insight:170

Insight: It is crucial to allocate the budget of the
KV cache during the prefill and decoding phases
separately.

This insight inspires the design of SCOPE,171

which decouples compression into the prefill and172

decoding phases to effectively allocate the KV 173

cache budget, preserving all KV cache generated 174

during the prefill phase and enabling more effec- 175

tive reallocation of the KV cache budget. While 176

numerous studies have explored the heavy hitters 177

during the prefill phase, to our knowledge, no prior 178

work has specifically investigated this aspect of 179

the decoding phase. We dive deeper into the spar- 180

sity in the KV cache during the decoding to design 181

strategy, selecting essential heavy hitters dynam- 182

ically. To gain deeper insights, following prior 183

works (Xiao et al., 2024b; Cai et al., 2024), we 184

analyze the attention heatmaps, comparing the at- 185

tention weights between the prefill and decoding 186

phases, as shown in Figure 2c. The leftmost and 187

rightmost plots represent the prefill and decoding 188

phases, respectively. For tasks that require simul- 189

taneous reasoning for multiple questions, it is es- 190

sential to recognize the position of the current pre- 191

diction. This information can be captured by heavy 192

hitters identified using a greedy algorithm, as illus- 193

trated in Figure 2c. Thus, it remains necessary to 194

allocate a portion of the KV cache budget specifi- 195

cally for heavy hitters. Furthermore, owing to the 196

autoregressive nature of LLMs, it remains essential 197

to retain the recent tokens, which exhibit stronger 198

correlations with current tokens. 199

3 Method 200

3.1 Revisiting KV Cache Compression 201

Initialization KV cache compression essentially 202

involves adjusting the cache based on the given KV 203

cache budget, where we allocate a cache pool, de- 204

noted as Φ, consisting of Φp and Φd, which stores 205
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the KV cache generated during the prefill and de-206

coding phases, respectively. The cache pool is up-207

dated at each step t, denoted as Φt. The widely rec-208

ognized function for selecting heavy hitters based209

on the greedy algorithm is denoted as ΨK(Att),210

which represents the selection of the Top-K KV211

caches from the given attention weights Att.212

Prefill Phase Given the input prompt tensor P ∈213

RM×D, represented as P = {P1,P2, . . . ,PM},214

where Pi denote i-th token embeddings, and M215

represent the number of input tokens and D is the216

model’s hidden dimension. The key and value ten-217

sors are computed as follows:218

KPVP = PWK ,PWV , (1)219

where WK ,WV ∈ RD×D are the weights matri-220

ces for the key and value projections, respectively.221

The KV pairs are denoted as KPVP . The atten-222

tion weights AttP is caculated by P and KPVP .223

The most effective and widely adopted approach,224

as established through early explorations (Zhang225

et al., 2023; Yang et al., 2024b; Li et al., 2024), two226

import hyperparameters α1 and α2 are introduced,227

where α1 represents the length of prefill essential228

history window and α2 represents the length of229

prefill local window during the prefill phase. The230

length of the total reserved KV cache is α1 + α2,231

which also corresponds to the size of the cache pool232

Φp during the prefill. For compression during the233

prefill phase is:234

K0V0 = Ψα1(AttP [: −α2]) ·KPVP [−α2 :],
(2)235

where · denotes concatenation and the function236

Ψα1(AttP) selects the KV cache with the Top-α1237

attention weights from AttP [: −α2].238

K0V0 is stored in Φp
0. Maintain an essential his-239

tory window α1 to retain KV with higher attention240

weights for the current query and a local window241

α2 to reserve the KV of recently generated tokens,242

ensuring both contextual continuity and retention243

of attention. Notably, the compression is only exe-244

cuted once, at t = 0, marking the end of the prefill245

phase before transitioning into the decoding phase.246

Decoding Phase During the decoding phase, the247

KV cache from the prefill phase is employed and248

updated to sequentially generate tokens. At each249

time step t, keys and values are computed only for250

the new token tensor Xt,t∈{1,T} as follows:251

KtVt = XtWK ,XtWV , (3)252

KtVt is concatenated with previously retained KV 253

cache, which is stored in Φ, to obtain the current 254

retained KV pairs. This is then computed with the 255

current query Xt to compute the attention Attt. 256

The main difference from previous KV compres- 257

sion methods lies in the distribution of Φp and Φd 258

within the cache pool Φ. The Prefill-Only Com- 259

pression method does not compress the KV cache 260

generated during the decoding phase. Instead, it 261

involves a linear growth of the KV cache with each 262

newly generated token. Φt
p remains constant, and 263

at each step t, it stores the originally preserved 264

KV0. Φt
d stores the KV cache at each time step t 265

during the decoding phase, from K1V1 to KTVT , 266

which leads to a significant increase of memory 267

consumption as the length grows. The Unified 268

Compression method in the decoding phase will 269

apply the Ψα1 (Attt[: −α2]) at each t to update 270

cache pool Φ. As the number of generated to- 271

kens increases, the attention mechanism tends to 272

assign higher weights to tokens at the end, meaning 273

that the Top-α1 KV caches returned by Ψ are all 274

generated during the decoding phase, while those 275

from the prefill phase are discarded. As t increases, 276

Φp
t grows larger, while Φd

t becomes smaller. This 277

results in more information being retained in Φd 278

within Φ, while the information in Φp decreases, 279

leading to potential essential information loss that 280

may be needed in future decoding steps. 281

3.2 SCOPE 282

The primary goal of SCOPE is to mitigate the de- 283

viation of heavy hitters, thereby ensuring a more 284

balanced allocation of Φp and Φd. Motivated by 285

the findings in §2.1, where excessive compression 286

during the prefill phase hinders performance on rea- 287

soning tasks, the cache pool Φp is constant at each 288

t, i.e., we reserved all compressed KV Cache gen- 289

erated during the prefill phase. The operation on 290

Φp in SCOPE is the same as that in the previously 291

unified compression method. 292

It is necessary to leverage the sparsity of the 293

KV cache generated during decoding to enable ef- 294

ficient allocation. Three strategies for the decoding 295

phase are developed: Slide, Adaptive, and Dis- 296

continuous, all of which update only Φd. The 297

adaptive strategy optimizes memory based on the 298

slide strategy, and the discontinuous strategy opti- 299

mizes computation on top of the adaptive one. We 300

will introduce them one by one below in detail. For 301

each strategy, Python-style pseudocode is provided 302

in Figure 5 to facilitate comprehension of details. 303
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Figure 3: Illustration of three strategies of SCOPE. The prefilled cache pool Φp
t is constant at each t. The slide

strategy updates the decoding cache pool at each decoding step while the size of the decoding cache pool is constant.
The adaptive strategy incrementally increases the size of the decoding cache pool at regular intervals of T−β2

β1
. The

discontinuous strategy, built upon the adaptive strategy, executes ΨK(Att) at intervals of the same time period.

Slide We compress the KV cache in the decoding304

phase by sliding the decoding essential history win-305

dow β1 and the decoding local window β2, where306

β1 helps identity the position of the current pre-307

diction and β2 stores global information strongly308

correlated with previous tokens other as discussed309

in §2.2.310

The slide strategy starts from t > M + β1 + β2,311

applying the function Ψβ1 (Attt[α1 + α2 : −β2])312

to restrictively update only Φd while keeping Φp313

constant. This is achieved by limiting the selecting314

function Ψ to operate on Attt starting from α1 +315

α2, thus excluding the attention weights from the316

prefill phase. It can be completely independent of317

the KV cache pool during the prefill phase Φp.318

Adaptive We can optimize the β1 of slide319

strategy to adaptively increase its size from a320

memory-usage perspective. When the length of321

the tokens generated during decoding is relatively322

short, a long decoding essential history window323

β1 is unnecessary, it is unnecessary to place all324

these KV caches in the Φd
t . β1 can be adaptively325

increased as needed. A function of time steps t and326

the maximum length T is proposed to adaptively327

adjust the length of the decoding essential history328

window β1, where T ≫ β1 + β2. It starts with a329

base size β2 and grows linearly with time step t:330

β̂1 =
(t− β2) · β1

T − β2
if t > β2, (4)331

The budget size of Φd
t also increases adaptively and332

is given by β2+
(t−β2)·β1

T−β2
when t < T , which helps333

optimize memory usage, as the ratio (t−β2)
(T−β2)

is less 334

than 1. As t reaches T , the size of Φd
t becomes 335

β1 + β2. This adjustment aligns with the autore- 336

gressive token-by-token encoding characteristic of 337

LLMs, ensuring more efficient use of resources. In 338

addition, ΨK(Att) begins execution earlier than 339

the sliding strategy. The adaptive strategy opti- 340

mizes the budget of Φd
t and reduces unnecessary 341

overhead while still retaining enough historical con- 342

text for an effective generation without introducing 343

additional hyperparameters. 344

Discontinuous We further optimize the adap- 345

tive strategy from a memory-transfer perspective 346

to ensure by reducing the frequency of execu- 347

tion of ΨK(Att). The top-K selection operation 348

ΨK(Att) would be executed a total of T − β2 349

times using previous strategies, which potentially 350

leads to frequent GPU I/O due to the update op- 351

eration of Φd at each step. Motivated by the char- 352

acteristic that consecutive queries tend to select 353

similar keys (Zhao et al., 2024; Tang et al., 2024), 354

we make the update operation, i.e., Top-K selec- 355

tion ΨK(Att) discontinuous. This strategy opti- 356

mizes the times of execution frequency of selection 357

operation ΨK(Att), with ζ occurring once every 358

interval of T−β2

β1
, whereas previous strategies exe- 359

cute at each step t. This interval is consistent with 360

the growth of β̂1 in the adaptive strategy. The fre- 361

quency can be reduced to T−β2
T−β2
β1

= β1 using this 362

strategy, thereby alleviating the memory I/O pres- 363

sure caused by frequent updates to Φd. 364
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Table 1: Performance of our proposed SCOPE using three strategies and baselines on the LONGGENBENCH
benchmark with LLaMA-3.1-8B-Instruct. The best results among all methods are in bolded. The prefill compression
ratio averages around 60%. Table 6 shows the results on Mistral-7B-Instruct-v0.3.

Method LONGGENBENCH-4K LONGGENBENCH-8K
GSM8K+ MMLU+ CSQA+ Avg. GSM8K++ MMLU++ CSQA++ Avg.

Full Cache 42.50 54.85 71.67 56.34 26.50 51.01 64.92 47.48

Decoding Compression Ratio=25.0% Decoding Compression Ratio=12.5%

StreamingLLM 10.83 30.00 43.67 28.17 10.67 27.87 44.92 27.82
H2O 37.33 46.02 69.50 50.95 18.17 48.21 59.58 41.99
PyramidInfer 33.02 45.25 70.75 49.67 23.00 47.21 58.75 42.99
SCOPE (Slide) 38.83 46.96 70.75 52.18 20.17 49.87 66.17 45.40
SCOPE (Adaptive) 35.00 49.12 70.75 51.62 22.00 49.08 63.58 44.89
SCOPE (Discontinuous) 35.17 47.13 72.50 51.60 24.33 48.33 64.83 45.83

Decoding Compression Ratio=12.5% Decoding Compression Ratio=6.25%

StreamingLLM 10.83 30.00 43.67 28.17 10.67 28.03 44.92 27.82
H2O 28.17 44.04 65.25 45.82 16.17 45.94 55.08 39.06
PyramidInfer 30.83 45.23 70.75 48.94 18.33 45.07 60.63 41.34
SCOPE (Slide) 39.00 47.60 73.50 53.37 16.83 48.14 62.25 42.41
SCOPE (Adaptive) 35.33 47.19 72.08 51.53 19.00 47.08 61.83 42.64
SCOPE (Discontinuous) 39.67 46.73 72.75 53.05 19.83 46.54 66.00 44.12

4 Experiments365

4.1 Datasets366

We develop two open-sourced datasets,367

LONGGENBENCH-4K ({subtask}+) and368

LONGGENBENCH-8K ({subtask}++), where369

multiple reasoning tasks must be handled370

simultaneously3, each containing three sub-371

tasks synthesized from GSM8K (Cobbe et al.,372

2021), MMLU (Hendrycks et al., 2021), and373

CSQA (Hendrycks et al., 2021). These subtasks374

are designed to address long-input challenges with375

output lengths of 4K and 8K, respectively.4 To376

validate the effectiveness of SCOPE on general377

long-output tasks, we select the En.Sum task from378

∞BENCH (Zhang et al., 2024), with an average379

output length of 1.1K. For the detailed statistics380

of datasets and additional details corresponding to381

each subtask, refer to Appendix B.382

4.2 Baselines383

To validate the effectiveness of SCOPE, we384

compare it with Full Cache and representa-385

tive unified compression methods, including386

StreamingLLM (Xiao et al., 2024b), which keeps387

the KV of early and recent tokens; H2O (Zhang388

et al., 2023), which balances recent and Heavy389

Hitter (H2) tokens based on cumulative attention390

scores; and PyramidInfer (Yang et al., 2024b),391

which reduces the cache in deeper layers using392

sparse attention patterns. To validate modularity,393

3Prompt template is provided in Appendix B.
4The selected examples have output lengths of 4K and 8K,

ensuring no premature cessation of the response.

we apply SCOPE in combination with SnapKV (Li 394

et al., 2024) and PyramidKV (Cai et al., 2024) dur- 395

ing the decoding phase, as detailed in §4.4. 396

4.3 Implementation Details 397

We build SCOPE using two open-sourced LLMs, 398

specifically LLaMA-3.1-8B-Instruct and Mistral- 399

7B-Instruct-v0.3. Based on the preliminary exper- 400

iments (Figure 2a), we set the the size of Φp, i.e., 401

α1 + α2 to 2048 for LongGenBench-4K and 4096 402

for LongGenBench-8K, corresponding to approx- 403

imately 60% of the input length. α2 is set to 8 404

following previous works (Cai et al., 2024; Li et al., 405

2024). β1 + β2 are set to 512 and 1024 in two con- 406

figurations, corresponding to different compression 407

ratios for outputs of 4K and 8K. β2 is set to 256 to 408

accommodate the CoT length in answers, avoiding 409

performance loss from overly short sequences. For 410

a fair comparison, the total budget of KV cache 411

during both the prefill and decoding phases is con- 412

sistent across all methods. More details can be 413

found in the Appendix C. 414

4.4 Results 415

Comparison with Baselines Table 1 presents a 416

comprehensive analysis of our proposed SCOPE 417

and baselines. SCOPE (with three strategies) 418

achieves the best results under both decoding com- 419

pression methods, and the discontinuous strategy, 420

optimized for memory-usage and memory-transfer, 421

delivers outstanding performance. On the chal- 422

lenge GSM8K+/GSM8K++ tasks, SCOPE high- 423

lights the importance of preserving the KV cache 424
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generated during the prefill process, while other425

compression methods lead to marked performance426

degradation. This ensures that the understanding427

of the problem statement remains intact, achieving428

comparable performance to the full cache with-429

out compromising comprehension. StreamingLLM430

poses challenges on LONGGENBENCH, where431

vital information may lie within the middle of432

the input, consistent with the findings in prior433

study (Zhang et al., 2023). This inevitably results434

in the loss of crucial information if only the first435

few tokens and local tokens are preserved. Perfor-436

mance between PyramidInfer and H2O shows no437

notable difference, indicating that the layer-wise438

sparsity feature is not prominent for tasks with long439

outputs.440

Plug-in to Prefill-Only Methods Table 2 shows441

the results of seamlessly integrating our decod-442

ing phase compression strategy with prefill-only443

compression methods. Some strategies even out-444

perform the full cache results, despite compress-445

ing 35%5 of the KV cache. This validates the446

sparsity of the KV cache generated during the de-447

coding phase in multi-QA tasks and demonstrates448

the effectiveness of our proposed strategies. Pyra-449

midKV (Cai et al., 2024), a variant of SnapKV,450

adjusts the budget allocation across layers without451

observing improvements in the preliminary experi-452

ments, consistent with the empirical finding (§4.4).453

Actually, the retained KV cache during the pre-454

fill phase can be regarded as “attention sinks”,455

which bears a resemblance to the principle of456

StreamingLLM. We extend this concept to broader,457

more realistic long-output scenarios.458

5 Analysis and Discussion459

5.1 Mitigating the Loss of Essential H2460

The unified compression method, such as H2O, suf-461

fers from the loss of crucial KV cache generated462

during prefill, which is essential to understanding463

the context due to the deviation of heavy hitters.464

In Figure 4a, we show the relationship between465

prediction position and performance. The perfor-466

mance of H2O drops markedly in later predictions,467

while all three of our strategies mitigate this de-468

cline, validating the effectiveness of preserving the469

prefill KV cache.470

5The average input-output length is 7.4K in the GSM8K+
task. With budgets Φp of 2K and Φd of 0.5K, the total reserved
KV cache size is 2.5K, leading to a full compression ratio of
about 35%.

Table 2: The plug-in experiment results of LLaMA3.1-
8B on the GSM8K+ task from LONGGENBENCH-4K.
The results exceeding the full cache are in bold .

Decoding Phase
Strategy

Prefill Phase
Full Cache SnapKV PyramidKV

Full Cache 42.50 31.0 29.50

Decoding Compress Ratio=25.0%

Slide 43.00 25.17 26.50
Adaptive 39.33 31.33 30.83
Discontinuous 42.17 31.33 29.83

Decoding Compress Ratio=12.5%

Slide 42.33 22.33 23.50
Adaptive 36.67 30.83 30.83
Discontinuous 36.00 29.83 29.83

5.2 Influence on β1 + β2 and ΨK(Att) 471

KV cache budget during the decoding phase β1+β2 472

and selection algorithm ΨK(Att) are the key hy- 473

perparameters within the SCOPE framework. The 474

budget β1+β2, i.e., the compression ratio is scaled 475

using two mainstream top-K selection algorithms 476

as illustrated in Figure 4b. Unlike the prefill phase, 477

where performance on the GSM8k+ task signif- 478

icantly drops as the compression ratio increases, 479

compressing to 25% during the decoding phase 480

only results in a 15% performance decline. It vali- 481

dated that compression in both phases is better than 482

solely focusing on extreme compression during pre- 483

fill and the necessity of optimizing the KV cache 484

separately for the prefill and decoding phases. Us- 485

ing the Top-K selection strategy based on cumula- 486

tive attention yields better results than the Top-K 487

selection strategy based on the observation window. 488

For tasks like LONGGENBENCH, predictions still 489

require reviewing and capturing the correspond- 490

ing question, making a short observation window 491

insufficient. 492

5.3 Efficiency on Memory Usage and Transfer 493

Our adaptive and discontinuous strategies building 494

on slide strategy improve memory efficiency, as ex- 495

plored in Table 3. Compared to the full cache and 496

prefill-only compression methods, both our method 497

and the unified compression approach effectively 498

reduce memory usage pressure by storing less KV 499

cache overall. Our adaptive strategy further opti- 500

mizes performance by dynamically adjusting the 501

budget. However, this introduces frequent updates 502

to the stored KV cache pool, leading to increased 503

I/O transfer and latency. The optimized strategy 504

effectively mitigates this issue by executing com- 505

putations discontinuously. 506

7



(a) (b) (c)

Figure 4: (a) Accuracy distribution of different question positions. (b) Accuracy across different cache compression
ratios during the decoding phase using two Tok-K selection algorithms while the KV cache during the prefill phase
is compressed to a 60% ratio. Top-K (Observation Window) (Li et al., 2024; Cai et al., 2024), is computed within a
fixed-size local window of recent key-value pairs while Top-K (Cumulative Attention) (Zhang et al., 2023; Yang
et al., 2024b), attention is computed globally across all key-value pairs. (c) Results on En.Sum task from ∞BENCH,
with the condition β1 + β2 = 512.

Table 3: Efficiency analysis on Peak KV memory and
latency (Lat.) for LLaMA3.1-8B with a prefill compres-
sion ratio of 60% and a decoding compression ratio of
12.5%.

Method Peak KV Mem. Tokens/s

Full Cache 15.6(100%) 36.57
SnapKV 12.5(80.1%) 38.28
PyramidKV 12.5(80.1%) 36.90

StreamingLLM
5.8(37.1%)

22.02
H2O 21.78
PyramidInfer 22.38

SCOPE (Slide)
5.8(37.1%)

18.28
SCOPE (Adaptive) 18.28
SCOPE (Discontinuous) 25.92

5.4 Generalization of SCOPE507

Results of our proposed SCOPE and baselines on508

∞BENCH are shown in Figure 4c. All three of our509

strategies outperform the full cache setting, thor-510

oughly validating the generalization of SCOPE. It511

is effective not only for multi-QA tasks but also for512

summarization tasks, demonstrating that traditional513

tasks may also be well-suited to the separation of514

prefill-decoding KV cache budget allocation.515

6 Related Work516

KV Cache Compression KV cache compres-517

sion methods focus on leveraging the sparsity518

in attention to address memory bottlenecks,519

complementing other efficient techniques (Kwon520

et al., 2023; Dao, 2024; Wang et al., 2024; Liu521

et al., 2024d). While recent work has optimized522

the prefill phase by adjusting the compression523

budget (Yang et al., 2024b; Feng et al., 2024;524

Cai et al., 2024), phase-specific optimization525

remains unexplored. Our approach tailors526

KV cache compression to the distinct charac-527

teristics of each phase, offering a novel perspective.528

529

Long-context Tasks Recent advancements in 530

LLMs have focused on enhancing the capabilities 531

for long-context tasks. Previous evaluations of 532

long-context tasks have mainly concentrated on 533

tasks with long inputs, and numerous benchmarks 534

have been proposed, such as Needle-in-a-Haystack 535

(NIAH) (Kamradt, 2023), LongBench (Bai et al., 536

2024) and ∞BENCH (Zhang et al., 2024) for com- 537

prehensive understanding tasks, where the output 538

is generally short for most sub-tasks. Most re- 539

search on KV cache compression has been con- 540

ducted within the context of these benchmarks, 541

where the focus has been primarily on optimiz- 542

ing the prefill phase. In this work, we leverage 543

LONGGENBENCH, which focuses on long-input 544

and long-output tasks (Liu et al., 2024c), to opti- 545

mize KV cache compression in scenarios where 546

the output can be as long as 8K tokens. 547

7 Conclusion 548

In this paper, we propose SCOPE, a framework 549

that optimizes KV cache usage for long-context 550

generation in LLMs. We observe that excessive 551

compression during the prefill phase harms rea- 552

soning capabilities while the deviation of heavy 553

hitters during decoding. To resolve these issues, 554

SCOPE preserves essential KV cache during the 555

prefill phase and employs a sliding strategy to ef- 556

ficiently manage the KV cache generated during 557

decoding. Additionally, we introduce adaptive and 558

discontinuous strategies to further optimize mem- 559

ory usage and transfer. Our extensive experiments 560

demonstrate that SCOPE achieves near-full KV 561

cache performance with only 35% of the original 562

memory while remaining compatible with existing 563

prefill compression methods. 564

8



Limitations565

SCOPE separates the prefill and decoding phases566

for long-text generation tasks, while a Top-K al-567

gorithm is used to select the heavy hitters in both568

the prefill and decoding phases. We discuss the569

following limitations:570

Prefill Phase We employ the widely recognized571

top-K algorithm during the prefill phase, and fu-572

ture work could explore chunking or other tech-573

niques (Song et al., 2024; Xu et al., 2024) to574

further enhance the estimation of previous to-575

kens. As discussed in §4.4, the retained KV cache576

during the prefill phase can be regarded as an577

“attention sinks”. Enhancing the quality of this578

overall “attention sinks” is a potential direction579

for future research. Moreover, our phase-level580

approach is orthogonal to other KV reuse meth-581

ods (Xiao et al., 2024a; Lee et al., 2024; Liu et al.,582

2024a) and could be integrated with these tech-583

niques to further optimize memory management584

and computation efficiency.585

Decoding Phase The execution of Top-K at each586

decoding step is time-costly due to the frequent587

GPU I/O. Though we optimize the operation fre-588

quency in the discontinuous strategy, we can also589

reduce the I/O size to lower latency. Specifically,590

by leveraging the PD-separated framework, opti-591

mizing I/O for just Φd would be more efficient,592

as the size of Φp is constant, while we currently593

update the entire Φ.594

Modality Although SCOPE has shown advan-595

tages for long-output tasks in the text modality,596

there is potential for our method to be applied to597

long-output tasks in vision, such as multi-image598

generation, where the KV cache required for stor-599

ing each image is substantial.600

Dataset Our experiments demonstrate the effec-601

tiveness of SCOPE on two well-established bench-602

marks: LONGGENBENCH and ∞BENCH. In both603

benchmarks, our strategies consistently outperform604

the baseline, highlighting the generalization of605

SCOPE. While these results are robust, we also606

expect to evaluate SCOPE on more diverse and607

challenging benchmarks in the future, further vali-608

dating its scalability and broader applicability.609
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A Discussion823

SCOPE is the first framework to compress the824

KV cache from a phase-level perspective. Un-825

like token-level eviction methods such as H2O,826

SCOPE introduces a phase-aware paradigm, differ-827

entiating between the prefill and decoding phases.828

During prefill, we adopt a token-eviction strategy829

similar to H2O, while in the decoding phase, we830

propose three tailored eviction strategies. This831

phase-level granularity enables finer control over832

the KV cache, addressing the limitations of token-833

level methods and improving efficiency in long-834

context inference tasks. As discussed in §4.4, our835

approach is orthogonal to existing token-level tech-836

niques, offering a new direction for memory opti-837

mization in large language models.838

SCOPE can be integrated with the KV cache839

reuse methods seamlessly. While methods like840

InfLLM (Xiao et al., 2024a) retain all KV data841

across CPU and GPU, our approach selectively842

keeps only the most critical KV data on the GPU,843

improving memory efficiency. This selective reten-844

tion can be integrated with block-level unit selec-845

tion of InfLLM, enabling phase-level operations846

for finer-grained token and unit lookups. Moreover,847

our strategy is orthogonal to other KV reuse tech-848

niques, such as those proposed by Lee et al. (2024)849

and Liu et al. (2024a). By combining phase-level850

eviction with these methods, our approach provides851

a flexible framework for optimizing memory and852

computation, demonstrating the broader applica-853

bility of phase-level strategies in KV compression854

and reuse.855

B Dataset Details856

For LONGGENBENCH, We utilize the script6 from857

the official repository from the LONGGENBENCH858

benchmark to construct the version used in our eval-859

uation. The specific setting is provided in Table 4.860

For ∞BENCH, we use the 103 examples of En.Sum861

from the official repository7.862

6https://github.com/Dominic789654/LongGenBench
7https://github.com/OpenBMB/InfiniteBench

Type GSM8K MMLU CSQA
K T K T K T

LONGGENBENCH-4K 30 20 30 53 40 30
LONGGENBENCH-8K 60 10 60 53 80 15

Table 4: Configuration details for the experiment. The
table shows the number of questions in one query (K)
and the number of iteration times (T ).

Prompt Template in LONGGENBENCH

{System Prompt}

Examples:
{CoT Question_1}...{CoT Question_8}
{CoT Answer_1}...{CoT Answer_8}

Following Question:
{CoT Question9}...{CoT Question36}

"""

863

C Experimental Details 864

C.1 Environment and Evaluation Metrics 865

Experiments are conducted on NVIDIA A100 866

(80GB) and RTX 3090 (24GB) GPUs, with inte- 867

gration of Flash Attention 2 (Dao, 2024). The effi- 868

ciency results, obtained on an RTX-3090 (24GB) 869

with a batch size of 8 using eager attention. For 870

each subtask in LONGENBENCH, the evaluation 871

metric used is Accuracy. The evaluation metric 872

used is ROUGE-L-Sum (Lin, 2004). 873

C.2 Budget Setup 874

All predictions are generated through greedy de- 875

coding for a fair comparison. In the LONGGEN- 876

BENCH-4K benchmark, we evaluate on the 877

GSM8K+, MMLU+, and CSQA+ datasets. The 878

total cache budget during the prefill phase is set 879

to 2048, which corresponds to approximately 60% 880

of the average input length. During the decoding 881

phase, the total cache budget is set to 2048+512 (de- 882

coding compression ratio = 12.5%) and 2048+1024 883

(decoding compression ratio = 25%). In the 884

LONGGENBENCH-8K benchmark, we evaluate 885

the GSM8K++, MMLU++, and CSQA++ datasets. 886

The total cache budget in the prefill phase is set to 887

4096 since the number of questions in the multi-QA 888

task doubles. Consequently, the reserved budget is 889

also doubled for simplicity. During the decoding 890

phase, the total cache budget is set to 4096+512 (de- 891

coding compression ratio = 6.25%) and 4096+1024 892
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Table 5: Performance comparison for LONGGEN-
BENCH-4K(GSM8k+) and ∞BENCH(En.Sum) datasets
with total budgets in prefill and decoding.

Method Performance Total Budget

in Prefill in Decoding

LONGGENBENCH-4K(GSM8k+)

StreamingLLM 11.83 2560 2560
H2O 32.83 2560 2560

SCOPE (Slide) 39.00 2048 2048+512=2560
SCOPE (Adaptive) 35.33 2048 2048+512=2560
SCOPE (Discontinuous) 39.67 2048 2048+512=2560

∞BENCH(En.Sum)

StreamingLLM 16.93 2560 2560
H2O 17.64 2560 2560

SCOPE (Slide) 18.44 2048 2048+512=2560
SCOPE (Adaptive) 18.36 2048 2048+512=2560
SCOPE (Discontinuous) 18.17 2048 2048+512=2560

(decoding compression ratio = 12.5%). These set-893

tings apply to all experiments presented in Tables 1,894

2, and 6. For the En.sum dataset in ∞BENCH, due895

to the large input size (average length > 170K),896

truncation occurs when using the backbone. This897

truncation is fair for the input information. In all898

experiments on this dataset, the settings are as fol-899

lows: prefill total cache = 2048, and decoding total900

cache = 2048+512 (decoding compression ratio901

50%). This is because the average output length902

for En.sum slightly exceeds 1K.903

To ensure a fair comparison, we conducted pre-904

liminary experiments under the setting where meth-905

ods like H2O and StreamingLLM utilize the en-906

tire cache during the prefill phase. While this907

setup might initially appear disadvantageous to our908

proposed SCOPE—since our method intentionally909

uses less cache by excluding the decoding cache910

during prefill—our approach still demonstrates su-911

perior performance compared to the baselines. As912

presented in Table 5, the result highlights the ef-913

fectiveness of our decoding strategies and validates914

the benefits of separating the prefill and decoding915

phases, as opposed to employing a unified cache.916

C.3 Baselines917

We compare the following representative compres-918

sion methods and full cache to validate the effec-919

tiveness of our proposed SCOPE.920

Unified Compression StreamingLLM (Xiao921

et al., 2024b) keeping the KV of the first few to-922

kens and recent tokens based on the attention sink923

phenomenon; H2O (Zhang et al., 2023), retains924

a balance of recent and Heavy Hitter (H2) tokens925

based on cumulative attention scores; PyramidIn-926

fer (Yang et al., 2024b), by leveraging the sparse927

attention across layers, reduces the cache in the 928

deeper layers, thereby using less budget. §4.4 929

shows the results of the SCOPE along with these 930

unified compression baselines. 931

Prefill-Only Compression SnapKV (Li et al., 932

2024), using an observation window to capture at- 933

tention signals and a pooling strategy to compress 934

KV cache in prefill phase. PyramidKV (Cai et al., 935

2024), is a variant of SnapKV that adjusts the bud- 936

get allocation across layers. Both methods retain all 937

KV cache generated during the decoding phase. To 938

demonstrate the modularity of SCOPE, we apply it 939

in combination with SnapKV during the decoding 940

phase, as presented in §4.4. 941

The open-source version of PyramidInfer8 is not 942

integrated with Flash Attention 2. To ensure a fair 943

comparison with our framework and other base- 944

lines, we reproduce its core ideas based on the 945

implementations of H2O and PyramidKV. During 946

the prefill phase, the retained budget follows the 947

configuration of PyramidKV. During the decoding 948

phase, an additional budget is allocated to maintain 949

the window and recent context, again distributed 950

linearly across layers. Although the budget is al- 951

located linearly across layers, the total budget re- 952

mains consistent with that of other baselines. In 953

our reproduction of StreamingLLM, we allocated 954

half of the total token budget to the start and the 955

other half to the end, ensuring the preservation of 956

the task instruction and the question. 957

8https://github.com/mutonix/pyramidinfer
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Table 6: Performance of our proposed SCOPE using three strategies and baselines on the LONGGENBENCH
benchmark with Mistral-7B-Instruct-v0.3. The best results among all methods are in bolded. The prefill
compression ratio averages around 60%.

Method LONGGENBENCH-4K LONGGENBENCH-8K Avg.GSM8K+ MMLU+ CSQA+ GSM8K++ MMLU++ CSQA++

Full Cache 16.50 27.49 59.92 12.00 28.67 50.33 32.49

Decoding Compression Ratio=25.0% Decoding Compression Ratio=12.5%

StreamingLLM 12.67 18.30 57.92 11.33 13.5 47.67 26.89
H2O 7.00 25.44 47.25 6.83 16.20 37.41 23.36
PyramidInfer 6.37 25.35 48.50 6.67 17.52 38.75 23.86
SCOPE (Slide) 8.33 17.02 56.67 4.00 17.38 45.25 24.78
SCOPE (Adaptive) 14.83 25.38 58.50 7.50 19.29 50.33 29.31
SCOPE (Discontinuous) 14.50 27.13 58.50 9.26 19.73 50.33 29.91

Decoding Compression Ratio=12.5% Decoding Compression Ratio=6.25%

StreamingLLM 12.67 18.30 57.92 11.33 13.5 47.67 26.89
H2O 8.00 21.11 41.67 5.17 16.07 34.83 21.14
PyramidInfer 7.75 24.46 41.50 5.67 17.38 44.75 23.59
SCOPE (Slide) 8.17 13.51 47.75 4.67 13.98 39.25 21.22
SCOPE (Adaptive) 14.50 19.18 58.88 4.17 15.37 50.33 27.07
SCOPE (Discontinuous) 13.83 18.95 58.88 4.50 15.27 50.33 26.96
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Python-style Pseudocode for SCOPE Implement

1 # Pseudocode for Prefill and Decoding Phases with Three Strategies: Slide , Adaptive , Discontinuous
2
3 #
4 class CachePool:
5 def __init__(self):
6 self.prefill_cache = (key , value)
7 self.decoding_cache = (key , value)
8
9 def total_cache(self):

10 return self.prefill_cache + self.decoding_cache
11
12 # Prefill phase
13 def prefill_phase(input_tokens , model , alpha1 , alpha2):
14 kv_cache = CachePool ()
15 input_query , input_key , input_value = compute_qkv(input_tokens , model)
16 attention_scores = compute_attention(input_query , input_key)
17 selected_key , selected_value = select_top_k_cache(attention_scores [:-alpha2], k=alpha1)
18 compressed_key = [selected_key , key[-alpha2 :]]
19 compressed_value = [selected_value , value[-alpha2 :]]
20 kv_cache.prefill_cache = compressed_key , compressed_value # Update prefill_cache
21 return kv_cache
22
23 # Decoding phase with SCOPE
24 def decoding_phase(output_tokens , model , kv_cache , beta1 , beta2 , strategy):
25 for step in range(1, len(output_tokens)):
26 token = output_tokens[step]
27 current_query , current_key , current_value = compute_qkv(token , model)
28 kv_cache.decoding_cache.append(current_key , current_value)
29 attention_scores = compute_attention(query , kvcache.total_cache) # Attention in total_cache
30
31 if strategy == "Slide":
32 # Retain a sliding window of size decoding_window_len
33 if step > max_prompt_len + beta1 + beta2:
34 selected_key , selected_value = select_top_k_cache(attention_scores[alpha1+alpha2:-beta2], k=beta1)
35 compressed_key = [selected_key , key[-beta2 :]]
36 compressed_value = [selected_value , value[-beta2 :]]
37 kv_cache.decoding_cache = compressed_key , compressed_value # Update decoding_cache
38
39
40 elif strategy == "Adaptive":
41 # Dynamically adjust beta1 based on decoding progress
42 if step > max_prompt_len + beta2:
43 adaptive_beta1 = beta1 * (step - beta2) // (len(output_tokens)-beta2)
44 selected_key , selected_value = select_top_k_cache(attention_scores[alpha1+alpha2:-beta2], k=

↪→ adaptive_beta1) # Use adaptive_beta1
45 ... # Update decoding_cache
46
47 elif strategy == "Discontinuous":
48 # Jump to noncontinuous
49 if step > max_prompt_len + beta2:
50 adaptive_beta1 = beta1 * (step -beta2) // (model.max_new_token -beta2)
51 jump_interval = (len(output_tokens) - beta2) // beta1 # Interval between jumps
52 if step % jump_interval == 0: # Noncontinuous
53 selected_key , selected_value = select_top_k_cache(attention_scores[alpha1+alpha2:-beta2], k=

↪→ adaptive_beta1) # Use adaptive_beta1
54 ... # Update decoding_cache
55
56 return kv_cache

Figure 5: Pseudocode for SCOPE Implement.
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Probe Case

<<SYS>>
Answer each question step by step, adhering to the format shown in the examples provided. Start each response with 'Answer_' and introduce the final
response with 'The answer is'. Do not repeat the question. Ensure that you respond to all the questions presented, regardless of their number.
<</SYS>>

Examples:
Question_1:
There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done, there will be 21 trees. How many trees did the
grove workers plant today?

Question_2:
If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?

Question_3:
Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in total?

Answer_1:
There are 15 trees originally.
Then there were 21 trees after some more were planted.
So there must have been 21 − 15 = 6.
The answer is 6.

Answer_2:
There are originally 3 cars.
2 more cars arrive.
3 + 2 = 5.
The answer is 5.

Answer_3:
Originally, Leah had 32 chocolates.
Her sister had 42.
So in total they had 32 + 42 = 74.
After eating 35, they had 74 − 35 = 39.
The answer is 39.

Following Question:
Question_4:
Janet's ducks lay 16 eggs per day. She eats three for breakfast every morning and bakes muffins for her friends every day with four. She sells the
remainder at the farmers' market daily for $2 per fresh duck egg. How much in dollars does she make every day at the farmers' market?
Question_5:
A robe takes 2 bolts of blue fiber and half that much white fiber. How many bolts in total does it take?
Question_6:
Josh decides to try flipping a house. He buys a house for $80,000 and then puts in $50,000 in repairs. This increased the value of the house by 150%.
How much profit did he make?
Question_7:
James decides to run 3 sprints 3 times a week. He runs 60 meters each sprint. How many total meters does he run a week?
Question_8:
Every day, Wendi feeds each of her chickens three cups of mixed chicken feed, containing seeds, mealworms and vegetables to help keep them healthy.

She gives the chickens their feed in three separate meals. In the morning, she gives her flock of chickens 15 cups of feed. In the afternoon, she gives
her chickens another 25 cups of feed. How many cups of feed does she need to give her chickens in the final meal of the day if the size of Wendi's flock
is 20 chickens?
Question_9:
Kylar went to the store to buy glasses for his new apartment. One glass costs $5, but every second glass costs only 60% of the price. Kylar wants to buy
16 glasses. How much does he need to pay for them?
Question_10:
Toulouse has twice as many sheep as Charleston. Charleston has 4 times as many sheep as Seattle. How many sheep do Toulouse, Charleston, and
Seattle have together if Seattle has 20 sheep?
Question_11:
Carla is downloading a 200 GB file. Normally she can download 2 GB/minute, but 40% of the way through the download, Windows forces a restart to
install updates, which takes 20 minutes. Then Carla has to restart the download from the beginning. How load does it take to download the file?

"""

Figure 6: The probe case used in the pilot observation.

16


	Introduction
	Pilot Observation
	KV Cache in Inference Perspective
	KV Cache Budget Reallocation

	Method
	Revisiting KV Cache Compression
	SCOPE

	Experiments
	Datasets
	Baselines
	Implementation Details
	Results

	Analysis and Discussion
	Mitigating the Loss of Essential H2
	Influence on 1+2 and K(Att)
	Efficiency on Memory Usage and Transfer
	Generalization of SCOPE

	Related Work
	Conclusion
	Discussion
	Dataset Details
	Experimental Details
	Environment and Evaluation Metrics
	Budget Setup
	Baselines


