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Abstract

Positive thinking is thought to be an important001
component of self-motivation in various practi-002
cal fields such as education and the workplace.003
Previous work, including sentiment transfer004
and positive reframing, has focused on the posi-005
tive side of language. However, self-motivation006
that drives people to reach their goals has not007
yet been studied from a computational perspec-008
tive. Moreover, negative feedback has not yet009
been explored, even though positive and nega-010
tive feedback are both necessary to grow self-011
motivation. To facilitate self-motivation, we012
propose CArrot and STICk (CASTIC) dataset,013
consisting of 12, 590 sentences with 5 different014
strategies for enhancing self-motivation. Our015
data and code are publicly available at here.016

1 Introduction017

Interest in positive psychological aspects of lan-018

guage has growing in the field of NLP. Ziems et al.019

(2022), Sharma et al. (2023), and Maddela et al.020

(2023) introduce the task of Positive Reframing,021

aiming to shift the negative perspective of a state-022

ment into a positive one without altering the orig-023

inal content. Njoo et al. (2023) proposed a new024

benchmark analyzing how empowerment is con-025

veyed in language.026

Previous research has only focused on reframing027

negative thoughts into positive ones, ignoring the028

value of non-positive language. In this work, we029

propose a new approach to appropriately utilize030

negative (and positive) language as feedback, so as031

to induce self-motivation via stimulation.032

Self-motivation is an internal drive that leads033

a person to take action towards a goal, which is034

significant in various real-world domains such as035

education and business. One popular theoretical036

approach to motivation is Maslow (1958), propos-037

ing that motivation is derived from five basic needs:038

physiological, safety, belongingness & love, es-039

Figure 1: An example of positive reframing (Ziems
et al., 2022) and feedback generated using our CASTIC
framework.

teem, and self-actualization, which are hierarchi- 040

cally organized. 041

Researchers have attempted to enhance the moti- 042

vation of people by giving feedback relevant to their 043

situations. In Kim and Lee (2019), it was found 044

that when students received negative feedback, they 045

achieved more accurate self-assessment of skills 046

compared to positive feedback, while positive feed- 047

back enhanced students’ self-efficacy and boosted 048

confidence in their ability to achieve goals. Hence, 049

the findings from Kim and Lee (2019) suggest that 050

a balanced use of positive and negative feedback is 051

necessary to optimize self-motivation. Wisniewski 052

et al. (2020) also concluded that positive feedback 053

was effective in enhancing confidence and moti- 054

vation while negative feedback helped to clearly 055

identify areas of deficiency and motivate improve- 056

ment. Although negative feedback might seem de- 057

motivating, it helped in identifying areas that need 058

improvement, guiding future efforts, and avoiding 059

past mistakes. The analysis of the results for each 060

type of feedback in Wisniewski et al. (2020) also 061

aligns with Kim and Lee (2019), indicating that for 062

optimal self-motivation, both positive and negative 063

feedback should be used in a balanced manner. 064

In this work, we introduce a new benchmark 065

named CArrot and STICk (CASTIC) meant mea- 066

sure induction of self-motivation. We address the 067
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Figure 2: Overall procedure of generating CASTIC dataset

task by providing both positive and negative feed-068

back. As far as we can determine, dealing with069

negative aspects of language in the context of moti-070

vation is methodologically novel within NLP. The071

proposed dataset is generated with a three step pro-072

cedure and evaluated with both quantitative and073

qualitative approaches.074

2 CASTIC Dataset075

Large Language Models tend to generate sentences076

with a positive bias (Chen et al., 2023). However,077

from the perspective of motivation, unconditional078

positive support is not always what is needed. Stim-079

ulating feedback relevant to the person’s circum-080

stance is more effective in achieving goals. There-081

fore, instead of always giving positive feedback,082

the model should provide either negative or posi-083

tive feedback depending on how seriously the ob-084

stacle interferes with the task to be done. To give085

language models this ability, we propose CASTIC086

dataset that provides appropriate feedback for given087

sentences. In this section, we present our overall088

procedure for data generation and provide a tax-089

onomy of the types of obstacles and strategies for090

giving feedback.091

2.1 Data Collection092

The overall procedure of generating CASTIC is pro-093

vided in Fig. 2. The prompt for extracting TODO,094

Obstacle, and generating the final feedback sen-095

tence are provided in Appendix A.3.096

Input sentence We use input sentences from Pos-097

itive Psychology Frames (POSREF, (Ziems et al.,098

2022) collected from Twitter with simple keyword099

#stressed. We use only the original text column100

from the dataset.101

Obstacle and TODO Extraction Module We102

use Orion-14B-Chat (Chen et al., 2024) with an103

Apache-2.0 License to generate datasets as it is104

an open-source large language model (LLM) with 105

outstanding performance in comprehensive eval- 106

uations and supporting even extremely long texts 107

(Chen et al., 2024). The model first extracts TODO 108

and Obstacle from the input sentence. TODO is 109

the goal that people aim to achieve and Obsta- 110

cle is the challenge or obstacle that hinder people 111

from achieving TODO. The model gets to respond 112

"None" when there is no specific TODO in a given 113

sentence, and the feedback is generated considering 114

only TODO. 115

Obstacle Type and Severity Score We annotate 116

which of the seven categories the extracted Obsta- 117

cle belongs to. It is worth noting that a sentence 118

can have multiple obstacles and therefore can have 119

multiple types. The Severity Score is assigned cor- 120

responding to the obstacle type in Table 1. Severity 121

Score means how seriously the Obstacle blocks the 122

person from TODO. If the sentence has multiple 123

obstacles, the sentence is considered “not serious” 124

only when all the obstacle types are considered 125

“not serious”. Categories and corresponding sever- 126

ity scores were determined according to the criteria 127

by which we manually checked and classified all 128

input data. 129

Feedback Generation To generate feedback in- 130

ducing self-motivation, we use five motivation 131

strategies referenced from the widely known Mo- 132

tivation Theory’s “five needs” (Maslow, 1958). A 133

detailed explanation of each need is provided in 134

Appendix A.2. Feedback was created with LLM 135

(Orion-14B-Chat) using the TODO, Obstacle, and 136

Severity Score from the previous step and each 137

of the five needs. The severity score determines 138

whether the feedback is positive or negative, and 139

each of five needs determines which aspects to em- 140

phasize to motivate the person. We reviewed each 141

feedback generated by the model. 142
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Obstacle Types Definition & Example Severity score

Relationships
Conflict situations with nearby people

not serious
fight with friends, mother’s nagging

Health
Physical or mental illness

serious
migraine, stomachache, burn out

Fear, overwhelmed
Anxiety about what will happen in the future or previous failings

serious
Anxiety about past failures

Lack of resource
A lack of supplies needed for work

serious
lack of internet connection, lost laptop

Annoyance
Irritation by trivial, annoying situations

not serious
noisy circumstance

Rest, Entertainment
Lack of motivation due to desire for simple entertainment

not serious
game, movie, dating

etc
Any situation other than the above

serious
Internet/banking system error, bad weather

Table 1: The seven types of obstacles blocking someone from reaching their goal and the corresponding severity
score. The definition is indicated at the top and a corresponding example is given in italics.

Obstacle Types Train # Validation #
Relationships 110 80

Health 1,000 305
Fear 5,165 1,205

Lack of resource 235 80
Annoyance 2,015 785

Rest 20 50
etc 1,455 135

serious 7,855 1,725
not serious 2,145 915

Total 10,000 2,640

Table 2: Summary statistics of each obstacle type in the
CASTIC dataset.

2.2 Data Distribution143

We evaluate the statistics of seven obstacle types144

in our CASTIC dataset in Table 2. As one sample145

can have multiple obstacle types, the total number146

does not indicate the number of distinct samples.147

The statistics of frequently appearing words in the148

dataset is provided in Appendix A.6.149

3 Self-Motivation Framework150

3.1 Task Formulation151

To generate feedback, we extract the Obstacle Oi

and TODO Ti from the input sentence. Then, the
Severity Score SSi is assigned based on the Ob-
stacle Type OTi of the Oi. Then, Feedback Type
FTi is labeled as either positive or negative accord-

ing to the severity score.

FTi =

{
Positive if SSi = serious,
Negative if SSi = not serious

Based on Motivation Strategy Mi, the final Feed-
back Fi to induce self-motivation is generated.

Fi = {FTi,Mi, Oi, Ti}

3.2 Evaluation 152

3.2.1 Experimental Setup 153

Dataset The CASTIC dataset contains 9,990 sam- 154

ples in the train split and 2,600 samples in the vali- 155

dation split. All the data are in English. 156

Model We use BART-L (Lewis et al., 2019), GPT-2 157

(Radford et al., 2019), M2M-100 (Fan et al., 2021), 158

T5 (Raffel et al., 2020) model to test the dataset. 159

The number of parameters per model is described 160

in Table 3. 161

3.2.2 Evaluation Metric 162

Quantitative metric In various studies, the BLEU 163

(Papineni et al., 2002) and ROUGE (Lin, 2004) 164

metrics are utilized to evaluate the semantic sim- 165

ilarity with the ground truth. In this paper, we 166

use BLEU, ROUGE-1, ROUGE-2, ROUGE-L, and 167

BERTScore (Zhang et al., 2019) for qualitative re- 168

sults following previous work (Ziems et al., 2022). 169

Cosine similarity between generated output and 170

ground truth is measured using the sentence trans- 171

former all-MiniLM-L6-v2 (Reimers and Gurevych, 172
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Fine-tune Model Param. R-1 R-2 R-L BLEU BScore Sim PPL

w/o Fine-tune

GPT 116M 11.79 0.47 8.35 0.08 82.20 0.121 -
M2M-100 483M 2.10 0.16 1.89 3.20 75.66 0.088 176.36

T5 60M 0.49 0.00 0.49 1.66 84.52 0.452 295.87
Falcon 7B 10.59 0.76 7.49 0.19 82.07 0.19 106.02
Mistral 7B 12.47 1.04 8.76 0.29 82.77 0.16 202.30

BART-L 406M 18.10 3.76 13.00 1.81 84.94 0.458 188.65

w/ Fine-tune

GPT 116M 27.68 6.62 20.11 3.77 88.11 0.429 69.52
M2M-100 483M 30.12 8.76 22.44 5.99 88.74 0.437 32.84

T5 60M 30.28 10.04 23.74 5.5 88.76 0.480 25.40
Falcon 7B 29.63 8.59 20.84 4.59 88.30 0.522 33.49
Mistral 7B 27.96 13.19 23.66 2.64 88.63 0.496 27.61

BART-L 406M 33.93 10.04 23.59 7.00 88.98 0.498 24.11

Table 3: Self-Motivation results Performance of models with and without fine-tuning on CASTIC dataset on
ROUGE-1 (R-1), ROUGE-1 (R-2), ROUGE-L (R-L), BLEU, and BERTScore (BScore). Param., Sim, PPL indicates
the number of parameters of each model, cosine similarity and perplexity, respectively.

Strategy GPT GPT-2 M2M-100 T5 BART-L
Physiological Needs 62.49 76.17 74.9 77.51 74.45

Safety Needs 72.23 75.26 73.31 74.64 71.94
Love and Belonging 72.83 76.97 76.2 76.67 65.95

Self-actualization 67 75.32 75.87 74.95 72.32
Esteem Needs 78.21 80.41 79.01 80.8 68.88

AVG. 70.55 76.83 75.86 76.91 70.71
STD. 6.01 2.12 2.09 2.48 3.32

Table 4: F1 score (%) of motivation strategies classifi-
cation.

2019). Perplexity (Bengio et al., 2000) is measured173

using GPT-2 (Radford et al., 2019) from Hugging174

Face. It is worth noting that we discard the empty175

generation samples when measuring the scores.176

Qualitative metric Following Chiang and Lee177

(2023), we use GPT-3.5 (Brown et al., 2020) to178

evaluate the effect of our dataset on inducing179

self-motivation. The prompt is illustrated in Ap-180

pendix A.4. From the model’s generated feedback,181

we randomly sample 100 sentences and ask GPT-182

3.5 how motivating (Motivation) and how fluent183

(Fluency) the feedback is. The rating scale is from184

1-5 with 1 being the lowest.185

3.3 Experimental Result186

Overall Result In Table 3, we evaluate the result187

of the experiment. The models can learn each mo-188

tivation strategy and generate feedback well. We189

illustrate the example of generated feedback in Ta-190

ble 7 of Appendix A.7. Overall, BART-L shows the191

best performance both in zero-shot and fine-tuning192

experiments.193

LLM Evaluation Result We compare the score194

for models that are fine-tuned on the CASTIC195

Model
w/ Fine-tune w/o Fine-tune

Motivation Fluency Motivation Fluency
GPT 2.3 3.57 1.17 2.03

M2M-100 2.32 3.85 1.00 1.00
BART-L 2.54 4.34 1.82 3.06

T5 3.03 4.18 2.12 2.47
Mistral 3.05 3.82 1.82 2.67
Falcon 2.99 4.35 2.03 2.10

Table 5: LLM Evaluation results The average rate
of generated feedbacks on with and without fine-tuned
models in the terms of how motivating and fluent the
feedback is.

dataset and pre-trained models without fine-tuning. 196

In Table 5, we illustrate the self-motivation feed- 197

back resulting from GPT-3.5. The models fine- 198

tuned with our dataset show better performance 199

compared to the others. Specifically, the average 200

motivation score for the fine-tuned models is 2.7, 201

whereas models without fine-tuning achieve an av- 202

erage motivation score of 1.66. Additionally, in 203

terms of fluency, the fine-tuned models attain an 204

average score of 4, outperforming the zero-shot re- 205

sult. The result indicates that the model fine-tuned 206

on our dataset generates fluent outputs. 207

Motivation Strategy Classification In Table 4, 208

we evaluate F1 score per 5 motivation strategies. 209

We add one additional linear layer that outputs 5 210

classes corresponding to each motivation type. The 211

result shows that each model can learn and distin- 212

guish the characteristics between motivation strate- 213

gies with over 70% F1 score for every strategy. 214
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Limitation215

We acknowledge that the severity score, which is216

determined based on the severity of the obstacle,217

can be subjective. However, just as people previ-218

ously judged the negative and positive levels of219

words and annotated them to obtain negative scores220

in the field of Sentimental analysis, we present the221

standards by creating our own dataset and annotat-222

ing it.223

More significantly, we did not test the output of224

the trained models on human participants to deter-225

mine, empirically, whether they induced greater226

levels of self-motivation.227

Ethics Statement228

In this work, we used POSREF (Ziems et al., 2022)229

which is a publicly available dataset. The creators230

of POSREF have already considered ethical issues231

when creating the dataset, but we additionally have232

manually checked every input sentence and filtered233

out inappropriate ones. We didn’t find any obvi-234

ous ethical concerns, such as violent or offensive235

content. We used the dataset consistent with the236

intended use. We used LLM in the process of cre-237

ating and validating the dataset and we performed238

the verification of the output ourselves, meaning239

there were no issues with human annotators.240
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A Appendix345

A.1 Implementation Detail346

Motivation Result We train BART-L and M2M-347

100 with learning rate 1e-4, and batch size 32 for348

5 epochs with a maximum sequence length of 128.349

For GPT and T5, we use learning rate 3e-5, and350

a weight decay of 0.01 for 5 epochs. For training351

and inference, we use a NVIDIA H100 80GB GPU.352

We run the experiment once for all the models.353

Motivation Strategy Classification We train each354

model with learning rate 1e-4 and batch size 32355

for 2 epochs with output class number as 5. For356

training and inference, we use a NVIDIA H100357

80GB GPU. We run the experiment once for all the358

models.359

A.2 Maslow’s Motivation Theory360

In this section, we provide detailed explanation of361

Maslow’s Motivation Theory (Maslow, 1958)’s five362

needs.363

Physiological Needs are desires to maintain a con-364

stant, normal state such as with respect to home-365

ostasis, hormones, and nutrients. We applied this366

strategy for desiring rest, sleep, food, water, air and367

homeostasis.368

Safety Needs are the desires for a safe environ-369

ment such as financial and health security, stability370

in employment, protection from accidents, and a 371

safe environment. The need derives from human’s 372

nature or preferring a safe, orderly, predictable, 373

organized world and disfavoring unexpected, un- 374

manageable, or other dangerous things. 375

Love & Belonging Needs are desires for love and 376

affection from friends, lovers or spouses. Humans 377

strive to have affectionate relations with people. 378

Esteem Needs are desires for stable, firmly based, 379

high evaluation of themselves. Humans want to 380

feel real respect from themselves and others for 381

their capacities and achievements. 382

Self-actualization refers to the desire for self- 383

fulfillment in actualizing a person’s full potential. 384

Humans want to become everything that one is 385

capable of becoming. 386

A.3 Prompt for Dataset Generation 387

A.3.1 Obstacle and TODO Extraction 388

We extract Obstacle and TODO of the negative 389

input sentence with Orion-14B-Chat using the 390

prompt in Figure 3. 391

A.3.2 Generating Feedback 392

We generate feedback inducing self-motivation 393

with Orion-14B-Chat using prompt in Figure 3. 394

The type of feedback, positive/negative determined 395

by severity score was applied in the feedback. 396

A.4 Prompt for LLM Evaluation 397

Motivation We evaluate how motivating the feed- 398

back generated by model trained in our dataset is 399

with Chat-GPT using prompt in Figure 5 following 400

(Chiang and Lee, 2023). 401

Fluency We evaluated how fluent the generated 402

feedback by model trained in our dataset is using 403

prompt in Figure 6. 404

A.5 Samples of CASTIC dataset 405

In Table 6, we illustrate the example of dataset. 406

A.6 Word frequency analysis 407

The word frequency figure illustrates the distribu- 408

tion of terms within our CASTIC dataset, providing 409

key insights into the linguistic patterns and con- 410

tent characteristics of the corpus. As depicted in 411

Figure 7,8,9,10, the x-axis represents individual 412

words ordered by their frequency, while the y-axis 413

shows the occurrence count without prompt words. 414

The figure reveals several prominent trends: no- 415

tably, common words such as ‘goal’, ‘love’, and 416

‘focus’ dominate the corpus, reflecting the dataset’s 417
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Figure 3: Prompt for Obstacle and TODO extraction

Figure 4: Prompt for Generating Feedback

focus on emotional motivation. These findings un-418

derscore the dataset’s thematic concentration and419

provide a foundation for understanding its linguis-420

tic structure and contextual relevance within the421

field of natural language processing. Moreover,422

comparative analyses with benchmark datasets re-423

veal distinctive word usage patterns unique to our424

dataset, highlighting its potential contributions to425

advancing research in automated language under-426

standing and generation.427

A.7 Qualitative result428

In table, we examine one original text for each of429

the motivation strategies in our dataset along with430

the BART model. 431
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Figure 5: Prompt for evaluating motivation with LLM

Figure 6: Prompt for evaluating fluency with LLM

Input Obstacle TODO Obstacle Type Severity score Motivation strategy Feedback

Still home from school
sick gonna pay big time when i
get back should be doing homework
all weekend on the plane :(

Sick
Take some rest and do
homework all weekend
on the plane.

Health serious

physiological need

Take care of yourself
by resting and doing
your homework on the plane.
Your body will thank you for it!

safety needs

Take care of yourself, prioritize
your health and well-being. Rest
and study on the plane will help
you feel recharged and ready
to tackle any obstacles that come your way.

love and belonging
Take care of yourself and focus
on your studies. Your well-being is
important for your future relationships.

self-actualization

Take care of yourself and prioritize
your well-being. Rest and study will
help you achieve your goals
and grow as a person.

esteem needs

Rest and study will boost
your health and increase your
confidence, giving you the chance
to show your true potential and achieve success.

Table 6: Examples of feedback in the dataset.
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Input Motivation strategy Feedback

I already hate using computers
so having to apply for a job
online is not for me.

physiological need

You have the capability and determination to succeed
in applying for a job online. Take it one step at
a time and focus on what you need to accomplish.
Think about how much easier it will be to
apply for a job onlinewithout having to leave
your house! You can take care of business
and still maintain a constant, normal state.

safety needs

You have the capability and determination to succeed
in applying for a job online. Take it one step at
a time and focus on what you can control. You can do it!
Don’t let fear of computers hold you back. Apply
for that job online and take control of your future.

love and belonging

Feeling lonely? Apply for a job online and make new
connections. You’ll find love and belonging, which
are important for your overall well-being
Feeling lonely? Finding a job online could connect
you with new friends and a sense of community.

self-actualization

You have the potential and the desire to succeed.
Let’s focus on applying for a job online
and fulfilling your potential.
Don’t let fear of computers hold you back.
Take control and apply for that job
online. You have the potential to succeed
and this is your chance to show it.

esteem needs

You have the capability and determination to succeed.
Let’s focus on applying for the job
online and show your skills.

Feeling capable and respected is important, but
hating computers won’t get you far. It’s time to
overcome your fear and apply for that job online.

Table 7: Examples of generated feedback of BART in controlled setting. Prediction feedback corresponds to each
motivation strategy is at the first row and the ground truth follows in italic.
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Figure 7: Word Frequeny Analysis For Train Dataset: Input

Figure 8: Word Frequeny Analysis For Train Dataset: Feedback

Figure 9: Word Frequeny Analysis For Valid Dataset: Input
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Figure 10: Word Frequeny Analysis For Valid Dataset: Feedback
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