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Abstract

Robust 3D geometry estimation from videos is critical for applications such as
autonomous navigation, SLAM, and 3D scene reconstruction. Recent methods
like DUSt3R demonstrate that regressing dense pointmaps from image pairs en-
ables accurate and efficient pose-free reconstruction. However, existing RGB-only
approaches struggle under real-world conditions involving dynamic objects and
extreme illumination, due to the inherent limitations of conventional cameras.
In this paper, we propose EAG3R, a novel geometry estimation framework that
augments pointmap-based reconstruction with asynchronous event streams. Built
upon the MonST3R backbone, EAG3R introduces two key innovations: (1) a
retinex-inspired image enhancement module and a lightweight event adapter with
SNR-aware fusion mechanism that adaptively combines RGB and event features
based on local reliability; and (2) a novel event-based photometric consistency loss
that reinforces spatiotemporal coherence during global optimization. Our method
enables robust geometry estimation in challenging dynamic low-light scenes with-
out requiring retraining on night-time data. Extensive experiments demonstrate
that EAG3R significantly outperforms state-of-the-art RGB-only baselines across
monocular depth estimation, camera pose tracking, and dynamic reconstruction
tasks.

1 Introduction

Estimating geometry from videos or images is a fundamental problem in 3D vision, with broad
applications in camera pose estimation, novel view synthesis, geometry reconstruction, and 3D
perception. These capabilities are crucial in downstream scenarios such as autonomous driving,
SLAM, virtual environments, and robotic navigation. Recent methods like DUSt3R [65] have shown
that regressing dense pointmaps from image pairs using transformer-based foundation models enables
accurate and efficient pose-free 3D reconstruction. This paradigm has sparked a growing trend toward
addressing various challenging scenarios, such as longer image sequences [60, 63, 62], dynamic
scenes [73, 11, 28, 56], and integration with techniques like Gaussian Splatting [17, 53, 19].

However, in real-world applications such as autonomous driving in the wild, which often involve
fast motion and rapidly changing illumination, RGB cameras—dependent on long exposure times
for imaging—face significant challenges, including blur, out-of-focus artifacts, overexposure, and
underexposure. Consequently, the resulting low-quality images hinder reliable geometry estimation.

Event cameras, on the other hand, provide asynchronous measurements of pixel-level brightness
changes with high temporal resolution and dynamic range. They have demonstrated strong resilience
in challenging conditions such as fast motion and extreme illumination [18, 29, 48]. Prior work has
leveraged event streams in 3D tasks such as depth estimation [4, 80, 41], surface reconstruction [9, 10],
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Figure 1: EAG3R pipeline for event-augmented dynamic 3D reconstruction. EAG3R processes a
low-light video and its corresponding event stream within a temporal window, extracting pairwise
pointmaps for each frame pair. These pointmaps are jointly optimized under alignment, flow,
smoothness, and event-based consistency losses to recover a global dynamic point cloud and per-frame
camera poses and intrinsics {X,P,K}. This unified representation enables efficient downstream
tasks such as depth estimation and camera pose estimation, under challenging lighting conditions.

and neural rendering [49, 26], but their integration into modern learning-based geometry pipelines
remains limited.

In this paper, we propose EAG3R, an event-augemented MonST3R framework to enhance pointmap-
based 3D geometry estimation under dynamic and extremely low-light conditions. Built upon the
MonST3R [73] backbone, EAG3R introduces two key innovations: (1) a lightweight event adapter
with Signal-to-Noise Ratio (SNR)-aware fusion mechanism that adaptively integrates event and image
features based on local reliability, and (2) an event-based photometric consistency loss that enforces
alignment between predicted motion-induced brightness changes and event-observed brightness
changes during global optimization. These components enable EAG3R to remain robust in scenarios
where conventional RGB-only pipelines fail.

We evaluate EAG3R on the MVSEC dataset [79], conducting extensive comparisons on depth
estimation, camera pose tracking, and dynamic reconstruction in extreme low-light conditions.
Results show that EAG3R significantly outperforms existing baselines, including DUSt3R [65],
MonST3R [73], and Easi3R [11] variants, even in a zero-shot nighttime setting.

Our main contributions are as follows:

• We propose EAG3R, the first event-augmented pointmap-based geometry estimation frame-
work, which integrates asynchronous event streams with RGB-based reconstruction to
handle dynamic scenes under extreme low-light conditions.

• We design a plug-in event perception module that integrates RGB and event data via: (1) a
Retinex-based enhancer for visibility recovery and SNR map prediction; (2) a lightweight
Swin-Transformer-based event adapter; and (3) an SNR-aware fusion scheme for adaptive
feature integration.

• We develop a novel event-based photometric consistency loss that guides global opti-
mization by aligning predicted motion-induced brightness changes with event-observed
measurements, improving spatiotemporal coherence under low light.

• We validate EAG3R across multiple challenging 3D vision tasks—including monocular
depth estimation, camera pose tracking, and dynamic reconstruction—and show it signifi-
cantly outperforms existing RGB-based pose-free methods, even under zero-shot nighttime
conditions.

2 Related Work

SfM and SLAM Traditional Structure-from-Motion (SfM) [1, 45, 46, 51, 54, 55] and Simultaneous
Localization and Mapping (SLAM) [12, 16, 39, 42] methods estimate 3D structure and camera
motion by establishing 2D correspondences [5, 13, 37, 39, 50] or minimizing photometric errors
[15, 16], followed by bundle adjustment (BA) [2, 6, 61]. While effective with dense views, these
often struggle with sparse or ill-conditioned data. Recent learning-based approaches aim to improve
robustness and efficiency: DUSt3R [65], directly regress dense point maps from image pairs using
Transformer architectures [14] trained on large-scale 3D datasets. However, DUSt3R and its variants
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[36, 40, 57, 60, 62] are primarily designed for static scenes and their performance degrades with
dynamic content.

Pose-free Dynamic Scene Reconstruction Reconstructing dynamic scenes without known poses
is a core challenge in SLAM. Classical methods rely on joint pose estimation and dynamic region
filtering via semantics [72] or optical flow [76], but depend heavily on accurate segmentation and
tracking. Some methods estimate temporally consistent depth using geometric constraints [38]
or generative priors [25, 52], yet suffer from fragmented reconstructions due to missing camera
trajectories. Recent works jointly optimize depth and pose by refining pretrained depth models [47]
using flow [66] and masks [24], e.g., in CasualSAM [75], Robust-CVD [31], and MegaSAM [33],
the latter integrating DROID-SLAM [59] and diverse priors [44, 70]. Recent approaches employ
direct pointmap regression, including MonST3R [73], DAS3R [68], CUT3R [63], and Easi3R [11],
which leverage optical flow, segmentation, or attention for motion disentanglement.

Low-light Enhancement Low-light image enhancement (LIE) aims to improve image quality
under poor illumination. Traditional methods like histogram equalization [3] and Retinex-based
algorithms [22] have limited adaptability, while deep learning approaches [67, 7, 64] achieve better
results but still struggle in extreme darkness. Event cameras, with high dynamic range and temporal
resolution, enable structural information preservation in very low light [77, 74], inspiring event-
guided LIE methods [27, 35]. However, robust fusion of frame and event data under noise remains
challenging. EvLight [34] addresses this with adaptive event-image feature fusion.

Event-based 3D Vision Event cameras have enabled progress in 3D reconstruction under chal-
lenging lighting and fast motion [18]. Early work used stereo setups for disparity and multi-view
stereo [9, 43, 78], followed by monocular methods based on geometric priors like camera trajecto-
ries [29, 48]. Recent approaches apply deep learning to stereo [41] and monocular [4, 10] settings,
producing dense outputs such as meshes or voxels. Multimodal fusion with structured light [32] or
RGB-D sensors [80] further improves robustness. Latest advances adapt NeRF [30, 49] and Gaussian
Splatting [23, 26] to event data, enabling high-fidelity scene reconstruction and novel view synthesis.

3 Methods

Overview Figure 1 shows the overall pipeline of EAG3R. Our work addresses the critical challenge
of robust monocular 3D scene reconstruction—encompassing dynamic geometry, camera pose, and
depth estimation—under extreme lighting conditions where traditional RGB-based methods often
fail. EAG3R enhances the MonST3R framework by synergistically integrating standard RGB video
frames {It ∈ RH×W×3} with asynchronous event streams {Et} (sequences of ek = (xk, yk, tk, pk)).
This is achieved through two primary strategies: adaptive event-image feature fusion guided by signal
quality, and an event-augmented global optimization that incorporates event-derived cues for static
region masking and consistency loss.

The subsequent sections provide a detailed exposition: Section 3.1 reviews the foundational DUSt3R
and MonST3R architectures. Section 3.2 then describes our Event-data Integration and Feature
Fusion approach, including techniques for RGB image enhancement, the design of a lightweight
event adapter, and our core SNR-aware fusion mechanism. Finally, Section 3.3 details the Global
Optimization with Event Consistency, explaining how event-based consistency loss are integrated to
achieve enhanced spatio-temporal coherence across both RGB and event data.

3.1 Preliminary

Our work builds upon DUSt3R and its dynamic extension MonST3R, which employ pointmaps for
direct, dense 3D geometry estimation from images, facilitating pose-free monocular reconstruction.

Pointmap-based Static Reconstruction. DUSt3R utilizes pointmaps (Xpm ∈ RH×W×3), assign-
ing a 3D coordinate per pixel, predicted for image pairs (Ia, Ib) by a Transformer model:

(Xa→a
pm , Xb→a

pm ) = Model(Ia, Ib). (1)

These encode relative geometry for depth and pose estimation and are refined via global optimization
for multi-view consistency into a global point cloud X∗.
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Figure 2: EAG3R network. Left: The DUSt3R (MonST3R) architecture with reference and source
views processed via ViT encoder-decoder structure. Middle: Our method (only the upstream branch
for the reference image is shown), which includes a lightweight event encoder and fuses event and
image features with cross-attention. Right: The Retinex-based enhancement module estimates an
illumination map and an SNR confidence map to guide adaptive fusion.

Extension to Dynamic Scenes. MonST3R adapts this for dynamic scenes by finetuning DUSt3R
on dynamic datasets, predicting per-frame pointmaps. It optimizes a global scene model X∗

global
(comprising per-frame camera poses {P t}, intrinsics {Kt}, and depth maps {Dt}) using an objective
function:

LMonST3R(X
∗
global) = Lalign + wsmoothLsmooth + wflowLflow, (2)

guided by alignment, trajectory smoothness, and image-based optical flow (Lflow) terms.

However, the reliance of these image-based methods on clear visual information causes them to
struggle in low-light settings: RGB images It lose crucial detail, and MonST3R’s flow estimation
with RAFT [58] can become unstable. Our EAG3R addresses these limitations by integrating
asynchronous event data Et into both the feature extraction and global optimization stages, aiming
for robust 3D reconstruction performance even in such challenging lighting conditions.

3.2 Event-data Integration and Feature Fusion

To enable robust geometry estimation in low-light scenarios, we redesign the encoding pipeline
with a hybrid event-image architecture as is illustrated in Fig. 2. Our improvements begin with a
Retinex-inspired enhancement module that operates on the raw input image It to recover visibility
in underexposed regions. This module also estimates a SNR map, Mt

snr, which serves as a spatial
prior for confidence-aware fusion. Next, we introduce a lightweight event adapter based on a Swin
Transformer backbone, designed to extract high-fidelity features from the sparse event stream Et. We
also establish cross-modal interaction through a cross-attention mechanism between event and image
features. Finally, we propose an SNR-aware fusion strategy that adaptively balances image and event
features based on local SNR, favoring images in well-lit areas and events in low-visibility regions.
This yields a more informative and robust representation F t for downstream 3D reconstruction.

Retinex-based Image Enhancement. To enhance image visibility under low-light conditions
and provide a spatial reliability prior, we introduce a lightweight Retinex-inspired [8] enhancement
module. Given an input image It, we estimate an illumination map Lt

illum using a shallow network
Nretinex with inputs It and its channel-wise maximum projection Itprior = maxc(I

t), and compute the
enhanced image via element-wise multiplication:

Lt
illum = Nretinex(I

t, Itprior), Itlu = It ⊙ Lt
illum. (3)

To guide adaptive fusion, we compute a SNR map Mt
snr indicating local image reliability. We convert

Itlu to grayscale Itg , apply mean filtering to obtain Ĩtg , and define:

Mt
snr =

Ĩtg∣∣∣Itg − Ĩtg

∣∣∣+ ϵ
, (4)

where ϵ ensures numerical stability. This SNR map emphasizes high-confidence regions and sup-
presses noise-dominated areas, enabling reliability-aware feature fusion downstream.
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Lightweight Event Adapter. To effectively harness asynchronous event streams Et for dense
geometric prediction, we introduce a lightweight event adapter by employing a Swin Transformer
backbone initialized with weights from a self-supervised, context-based pre-training regimen on
event data [71]. The input events from Et are voxelized into a spatiotemporal grid and processed by
the pre-trained Swin Transformer encoder, yielding hierarchical event features {F t

evt,l}4l=1. Corre-
sponding hierarchical image features {F t

img,l}4l=1 are extracted at every 6 layers from intermediate
representations within the pre-trained image encoder. At each hierarchical stage l, the event features
F t

evt,l are spatially aligned and dimension-matched with their respective image counterparts F t
img,l.

We then apply cross-attention[69], using event features as queries and image features as keys and
values:

F ′
evt,l = CrossAttn(Q = F t

evt,l, K = F t
img,l, V = F t

img,l), (5)

Importantly, the image encoder remains frozen, and only the event adapter is updated. This training
strategy ensures efficient adaptation without disrupting the pretrained image backbone, while allowing
the event pathway to learn to compensate for degraded or missing visual cues.

SNR-aware Feature Aggregation. We combine the final features from the image (F t
img-final) and

event (F ′t
evt-final) encoders into a unified representation F t, guided by the normalized SNR map M̂t

snr.
Specifically, we weight image features by M̂t

snr and event features by its complement (1− M̂t
snr),

followed by concatenation:

F t
cat = (F t

img-final ⊙ M̂t
snr) ∥ (F ′t

evt-final ⊙ (1− M̂t
snr)), (6)

where ⊙ denotes element-wise multiplication with channel-wise broadcasting. The concatenated
features F t

cat undergo a projection to match the input dimensionality of the downstream decoder.

This adaptive feature aggregation dynamically prioritizes image features under high-SNR conditions
and event features under low-light scenarios, yielding robust and illumination-invariant representations
for effective downstream 3D reconstruction.

3.3 Event-Enhanced Global Optimization

To enhance the performance of MonST3R’s 3D reconstruction and camera pose estimation, particu-
larly in challenging low-light environments where image-based cues are compromised, our approach
augments its global optimization framework. The primary enhancement is the introduction of an
event-based photometric consistency loss, Levent. This integration leverages the inherent advantages
of event cameras– such as their high dynamic range and ability to capture dynamics even with
minimal illumination– to provide robust supervisory signals. The subsequent sections detail the
formulation of this Levent from raw event data (Section 3.3.1) and its incorporation into the joint
optimization process (Section 3.3.2).

3.3.1 Event-Based Photometric Consistency Loss

The event-based photometric consistency loss, Levent, is formulated to evaluate the alignment of
brightness change patterns observed within salient image patches. It achieves this by comparing two
distinct representations of these patterns: the first, ∆LPm

(u), is derived directly from the raw event
stream E ; the second, ∆L̂Pm(u;Xglobal), is synthesized by integrating photometric information from
an intensity image with scene motion inferred from the global state estimate Xglobal. The process of
computing this loss is visualized in Fig. 3.

Observed Brightness Increments from Events: Given an event stream E corresponding to the
time interval between frames It and It

′
, we compute the observed brightness increment within each

salient image patch Pm by aggregating events ek = (xk, yk, tk, pk) occurring in both space and time
over the patch and interval ∆τ = t′ − t:

∆LPm
(u) =

∑
tj∈[t,t′], (xj ,yj)∈Pm

pjδ(u− uj), (7)
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Figure 3: Event-based photometric consistency loss. Harris corners are detected on the input
image to define salient patches. Observed brightness increments are computed by integrating event
polarities, while predicted increments are synthesized from image gradients and motion. The loss
Levent measures their alignment.

where u = (x, y) denotes local coordinates within the patch. Each patch Pm is centered at a Harris
corner detected on the reference intensity image It and covers a small spatial neighborhood around
the corner location. This ensures that the selected regions exhibit strong intensity gradients and are
thus well-suited for event-based tracking. The aggregation in Equation (7) yields a polarity-weighted
event accumulation image representing the measured brightness changes within each patch.

Brightness Increment Model from Intensity and Motion: To estimate the brightness change
within a salient image patch Pm, we adopt a predictive model derived from the principle of brightness
constancy. This model synthesizes the expected brightness increment ∆L̂Pm

(u;Xglobal) by combining
photometric and geometric cues, specifically:

• Local Intensity Gradient: The spatial gradient
∂It

grad

∂u (û)|Pm is computed over the patch
Pm from the intensity image It at time t.

• Inter-frame Pixel Motion: The motion field ∆ut→t′

cam (û, Xglobal) represents the per-pixel
displacement between frames t and t′, computed by projecting 3D points using the depth
map Dt and the camera intrinsics and extrinsics (Kt,Kt′ , P t, P t′) contained in the global
state Xglobal.

Assuming locally constant optical flow and small inter-frame displacements, the predicted brightness
increment is expressed as:

∆L̂Pm
(û;Xglobal) = −

∂It
grad

∂u
(û)|Pm

·∆ut→t′

cam (û, Xglobal)|Pm
·∆τ · C, (8)

where ∆τ denotes the integration interval and C is the contrast sensitivity threshold intrinsic to the
event sensor. This expression follows the generative model introduced in [21].

Event-Based Loss Objective: While Equation (8) provides an explicit formulation, the scale factor
∆τ · C is unknown and varies across sensors and operating conditions. To eliminate this ambiguity,
we normalize both the observed and predicted brightness increment patches to unit L2 norm before
computing the residual. This yields an objective that is invariant to the unknown contrast scale and
focuses solely on the alignment of gradient directions:

Levent(Xglobal) =
∑
Pm

∑
u∈Pm

∥∥∥∥∥ ∆LPm(u)∑
u∈Pm

∥∆LPm
(u)∥

−
∆L̂Pm

(u;Xglobal)∑
u∈Pm

∥∆L̂Pm
(u;Xglobal)∥

∥∥∥∥∥
2

. (9)

This loss enforces that brightness variations predicted from image gradients and estimated motion are
consistent with real event stream observations, thereby providing a principled supervision signal for
optimizing Xglobal.
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3.3.2 Joint Optimization with Event-Based Constraints

The event-based loss Levent is integrated into MonST3R’s global optimization objective (Eq. 2). The
augmented objective to find the optimal global scene model X∗

global, pairwise alignments {P ∗
W }, and

scales {σ∗} becomes:

X∗
global, {P ∗

W }, {σ∗} = arg min
Xglobal,{PW },{σ}

(
Lalign(Xglobal, {PW }, {σ}) + wsmoothLsmooth(Xglobal)

+ wflowLflow(Xglobal) + weventLevent(Xglobal)
)

(10)

where wevent is the wevent_base scaled by the mean of (1 − Snorm), where Snorm are the normalized
corner SNR values.

Levent provides a more dependable constraint on geometry and motion by leveraging informative event
patterns in salient patches. Minimizing this augmented objective refines the state estimate Xglobal

by ensuring that brightness changes modeled from intensity and motion, ∆L̂Pm(u;Xglobal), align
closely with observed event patterns ∆LPm(u). This synergy enhances the accuracy and robustness
of 3D reconstruction and pose estimation, particularly when conventional image quality is poor.

4 Experiments

We evaluate our method in a variety of tasks, including depth estimation (Section 4.2), camera
pose estimation (Section 4.3) and 4D reconstruction (Section 4.4). We perform ablation studies
in Section 4.5. We compare EAG3R with state-of-the-art pose free learning-based reconstruction
method, including DUSt3R [65], MonST3R [73], and Easi3R [11].

4.1 Experiment Details

For training, we fine-tune the MonST3R baseline by training its ViT-Base decoder, DPT heads,
Enhancement Net, and the Event Adapter. The Event Adapter is pre-trained on the ETartanAir dataset.
Fine-tuning is performed for 25 epochs, using 8,000 image-event pairs per epoch. We employ the
AdamW optimizer with a learning rate of 5× 10−5 and a mini-batch size of 4 per GPU. The training
process completes in approximately 24 hours on 4 NVIDIA RTX 3090 GPUs. For global optimization,
we adopt the same setting as MonST3R, with hyperparameters wsmooth = 0.01, wflow = 0.01, and
wevent_base = 0.01. We use the Adam optimizer for 300 iterations with a learning rate of 0.01.

For dataset selection, we initially attempted to fine-tune the MonST3R baseline using events generated
via Video-to-Events (V2E)[20] from MonST3R’s fine-tuning datasets. However, the noise in V2E-
generated events led to gradient explosion during training, prompting us to switch to datasets with
real event captures and ground truth (GT) depth. Given the scarcity of such data, we selected the
Multi Vehicle Stereo Event Camera (MVSEC) dataset [79]. It provides synchronized stereo events
and reliable LiDAR-derived depth GT. To ensure a fair zero-shot evaluation of low-light performance,
all models were trained exclusively on MVSEC’s outdoor_day2 sequence (normal daylight) and
tested on the challenging outdoor_night1-3 sequences (extreme low-light).

4.2 Monocular Depth Estimation

We evaluate monocular depth estimation on the MVSEC outdoor_night1-3 sequences, which
feature extreme low-light conditions with significant noise and underexposure. All models are trained
solely on the MVSEC outdoor_day2 sequence and tested zero-shot on these nighttime scenes to
ensure a fair comparison. We report results using standard metrics: Absolute Relative Error (Abs Rel
↓), Scale-invariant RMSE log (RMSE log ↓), and the threshold accuracy δ < 1.25 (↑), where lower
is better for error metrics and higher is better for accuracy.

As shown in Tab. 1, DUSt3R performs poorly due to the severe degradation of visual cues at night.
However, applying RetinexFormer, a widely used image enhancement network, as a preprocessing
light-up step (denoted as (LightUp)) does not yield significant improvements and, in some cases, de-
grades performance, indicating that image enhancement alone is insufficient for this task without joint
optimization with the downstream model. Fine-tuning MonST3R improves its performance across
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Table 1: Monocular depth estimation performance on nighttime scenes. Evaluation is conducted
on the MVSEC Night1, Night2, and Night3 sequences. Standard metrics are used: Abs Rel ↓,
δ < 1.25 ↑, and RMSE log ↓. Best performing method in bold, second best underlined.

Method Night1 Night2 Night3

Abs Rel ↓ δ<1.25 ↑ RMSE log ↓ Abs Rel ↓ δ<1.25 ↑ RMSE log ↓ Abs Rel ↓ δ<1.25 ↑ RMSE log ↓

DUSt3R[65] 0.407 0.393 0.534 0.415 0.384 0.495 0.463 0.335 0.534
MonST3R[73] 0.370 0.373 0.497 0.309 0.469 0.409 0.317 0.453 0.418

DUSt3R (LightUp) 0.425 0.351 0.548 0.462 0.347 0.537 0.525 0.293 0.592
MonST3R (LightUp) 0.370 0.369 0.503 0.316 0.451 0.431 0.329 0.441 0.444
MonST3R (Finetune) 0.376 0.426 0.478 0.328 0.472 0.415 0.302 0.509 0.401

EAG3R 0.353 0.491 0.416 0.307 0.518 0.383 0.288 0.533 0.371

Table 2: Camera pose estimation on all MVSEC nighttime sequences. Evaluation is conducted
on the MVSEC Night1, Night2, and Night3 sequences. Standard metrics are used: ATE ↓, RPE
trans ↓, and RPE rot ↓. Best performing method in bold, second best underlined.

Method Night1 Night2 Night3

ATE ↓ RPE trans ↓ RPE rot ↓ ATE ↓ RPE trans ↓ RPE rot ↓ ATE ↓ RPE trans ↓ RPE rot ↓

DUSt3R[65] 1.474 0.914 2.995 3.921 2.207 10.761 4.109 2.401 11.309
MonST3R[73] 0.559 0.317 0.369 0.626 0.341 1.460 0.733 0.427 1.371
Easi3Rdust3r[11] 1.505 0.953 3.024 3.884 2.205 10.608 4.102 2.398 11.306
Easi3Rmonst3r[11] 0.550 0.303 0.362 0.606 0.328 1.462 0.712 0.414 1.369

MonST3R (Finetune) 0.580 0.284 0.214 0.467 0.210 0.374 0.402 0.183 0.370
Easi3Rmonst3r (Finetune) 0.540 0.263 0.214 0.448 0.202 0.374 0.394 0.178 0.371

EAG3R (Ours) 0.482 0.201 0.143 0.428 0.207 0.342 0.409 0.201 0.320

most metrics, demonstrating the benefit of domain adaptation. Our method, EAG3R, outperforms all
baselines across all three nighttime sequences, indicating both accurate and reliable depth predictions.
EAG3R leverages asynchronous event signals that remain informative in such challenging low-light
settings, which enables strong generalization capabilities despite the model never having been trained
on nighttime data. These results highlight the distinct advantage of incorporating event-based cues
for robust depth estimation under extreme illumination conditions, where conventional RGB-based
methods—even when augmented with fine-tuning or pre-enhancement—struggle to perform reliably.

4.3 Camera Pose Estimation

We evaluate camera pose estimation on the challenging MVSEC nighttime sequences using standard
metrics (ATE, RPE trans, RPE rot; lower is better), following a consistent zero-shot protocol (trained
on outdoor_day2) as in our depth experiments.

As shown in Tab. 2, RGB-only baselines such as DUSt3R fail under extreme low-light conditions,
while MonST3R offers improved results. Fine-tuning MonST3R leads to substantial gains, partic-
ularly in RPE trans and RPE rot, with further improvements from Easi3R variants. Despite these
enhancements, our proposed EAG3R consistently achieves the best performance across most metrics
and sequences. This advantage comes from EAG3R’s effective use of asynchronous event data, which
provides reliable motion cues even when RGB inputs are heavily degraded. As a result, EAG3R
maintains robust tracking and delivers more accurate camera trajectories, highlighting the strength of
event-based sensing in scenarios where conventional methods often fail. As illustrated in Fig. 4, the
predicted trajectory from EAG3R exhibits lower drift and aligns more closely with the ground truth
compared to DUSt3R and MonST3R, further demonstrating its superiority in precise pose estimation.

4.4 Dynamic Reconstruction

We evaluate dynamic 3D reconstruction on the MVSEC outdoor_night1-3 sequences. Prior
methods such as DUSt3R and MonST3R serve as RGB-based baselines, with MonST3R extending
pointmap prediction to dynamic scenes and Easi3R variants incorporating motion-aware masking.
However, all remain limited under low-light conditions due to their reliance on degraded RGB inputs.
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MonST3R EAG3RDUSt3R

Figure 4: Comparison of estimated camera trajectories. The predicted trajectories (solid blue)
from DUS3R, MonST3R, and EAG3R are evaluated against the ground truth (dashed gray). Notably,
EAG3R demonstrates a trajectory that more closely aligns with the ground truth.

Table 3: Ablation study on depth estimation performance on the Night3 sequence. Modules are
incrementally added to the MonST3R baseline. Each addition improves performance, with the full
EAG3R system achieving the best results.

Method Abs Rel ↓ δ < 1.25 ↑ RMSE log ↓

MonST3R (Baseline) 0.317 0.453 0.418
MonST3R (Finetune) 0.302 0.509 0.401
+ Event 0.297 0.518 0.396
+ Event + LightUp 0.291 0.523 0.388
+ Event + LightUp + SNR Fusion (Full) 0.288 0.533 0.371

In contrast, EAG3R directly integrates asynchronous event streams into the 4D reconstruction pipeline,
allowing for improved motion handling and robustness to illumination changes. Qualitative results,
provided in the appendix, show that EAG3R produces cleaner, more complete reconstructions and
better preserves dynamic scene details compared to purely frame-based methods.

4.5 Ablation Study

To better understand the contribution of each design component in EAG3R, we conduct a systematic
ablation study on the MVSEC outdoor_night3 sequence for monocular depth estimation. Starting
from the MonST3R baseline, we incrementally add our proposed modules: event inputs, the LightUp
enhancement network, and the SNR-aware fusion mechanism. Results are shown in Tab. 3.

Each component contributes positively to the final performance. The introduction of event streams
already leads to a substantial improvement, validating the value of asynchronous visual signals in
low-light scenarios. Incorporating the LightUp module provides additional gains by improving the
quality of underexposed RGB inputs. Finally, the SNR-guided fusion further boosts robustness
by adaptively emphasizing reliable features from either modality, particularly in noisy or degraded
regions. The combination of these modules leads to the strongest performance, confirming the
effectiveness of our full EAG3R design.

5 Conclusion

We presented EAG3R, a event-augmented framework for robust 3D geometry estimation under dy-
namic and low-light conditions. Built on the MonST3R backbone, EAG3R introduces a lightweight
event adapter and a retinex-inspired light-up module, an SNR-aware fusion mechanism, and an event-
based photometric consistency loss. These components enable reliable depth and pose estimation
where conventional RGB-only methods struggle. EAG3R achieves strong zero-shot generalization to
nighttime scenes, consistently outperforming state-of-the-art baselines in depth, camera pose estima-
tion, and dynamic reconstruction tasks. Our results highlight the value of integrating asynchronous
event signals into geometry pipelines. We discuss limitations and broader impact in the appendix.
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A Technical Appendices and Supplementary Material

A.1 Dataset Processing

The Multi-Vehicle Stereo Event Camera (MVSEC) dataset integrates three distinct sensor modalities,
each with independent timestamps: Active Pixel Sensor (APS) for frame-based images, Dynamic
Vision Sensor (DVS) for event-based data, and Velodyne Puck LITE for depth measurements. These
modalities operate at different frequencies, necessitating careful synchronization to ensure data
consistency. The Velodyne Puck LITE provides depth data at a fixed frequency of 20 Hz, while the
APS captures frames at approximately 100 Hz during daytime and 10 Hz during nighttime. The
DVS generates asynchronous event streams, which are temporally aggregated into voxel grids for
processing.

To align these modalities, we project depth measurements to image timestamps and voxelize event
data between consecutive timestamps. The alignment process varies between daytime and nighttime
sequences due to differences in frame frequency relative to depth data.

A.1.1 Daytime Sequence Processing

For daytime sequences, where APS operates at 100 Hz, we associate each depth ground truth from the
Velodyne Puck LITE with the temporally closest APS frame. This is achieved through the following
steps:

1. Pose Interpolation for Images: Interpolate camera poses at all APS image timestamps
ti. Given discrete pose measurements P (tk) at times tk, we compute the interpolated pose
P (ti) at image timestamp ti using linear interpolation for translation and spherical linear
interpolation (SLERP) for rotation:

P (ti) = P (tk) +
ti − tk

tk+1 − tk
(P (tk+1)− P (tk)),

where P (t) = (R(t), T (t)) represents the rotation R(t) ∈ SO(3) and translation T (t) ∈
R3.

2. Pose Interpolation for Depth: Similarly, interpolate poses at depth timestamps td to obtain
P (td), using the same interpolation method as above.

3. Timestamp Matching: For each depth timestamp td, identify the nearest image timestamp
ti by minimizing the temporal difference:

ti = arg min
tj∈TI

|td − tj |,

where TI is the set of all image timestamps.
4. Depth Warping: Warp the depth data to the selected image timestamp ti using the relative

transformation between poses P (td) and P (ti). For a 3D point Xd in the depth sensor’s
coordinate frame at td, the warped point Xi at ti is computed as:

Xi = R(ti)R(td)
−1(Xd − T (td)) + T (ti).

A.1.2 Nighttime Sequence Processing

During nighttime sequences, the APS frame rate drops to 10 Hz, resulting in multiple depth measure-
ments (at 20 Hz) per APS frame. We process the depth data as follows:

1. Depth Projection to 3D: Project all depth measurements within the temporal window of a
single APS frame into a 3D point cloud. For a depth measurement d at timestamp td, the 3D
point Xd is obtained using the sensor’s intrinsic calibration and pose P (td):

Xd = P (td) · unproject(d),

where unproject converts the depth measurement to a 3D point in the sensor’s local frame.
2. Selection of Closest Depth: For each APS frame at timestamp ti, select the depth measure-

ment from the 3D point cloud that is temporally closest to ti, as determined by the minimum
temporal difference |td − ti|.
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Table A.1: Video depth estimation performance on nighttime scenes. Evaluation is conducted
on the MVSEC Night1, Night2, and Night3 sequences. Standard metrics are used: Abs Rel ↓,
δ < 1.25 ↑, and Log RMSE ↓. Best performing method in bold, second best underlined.

Method Night1 Night2 Night3

Abs Rel ↓ δ<1.25 ↑ Log RMSE ↓ Abs Rel ↓ δ<1.25 ↑ Log RMSE ↓ Abs Rel ↓ δ<1.25 ↑ Log RMSE ↓

DUSt3R[65] 0.432 0.374 0.547 0.410 0.397 0.493 0.510 0.322 0.554
MonST3R[73] 0.380 0.388 0.486 0.299 0.494 0.388 0.296 0.499 0.392
Easi3Rdust3r[11] 0.427 0.388 0.549 0.435 0.376 0.515 0.504 0.324 0.566
Easi3Rmonst3r[11] 0.375 0.381 0.484 0.308 0.490 0.397 0.314 0.465 0.404

EAG3R (Ours) 0.357 0.482 0.427 0.321 0.494 0.402 0.302 0.512 0.302

A.1.3 Rectification and Hole Filling

To enhance data quality, we use rectified APS frames, DVS event data, and depth measurements.
Rectification of APS frames introduces sparse regions (“holes") due to the transformation process.
We address this by applying spatial interpolation to fill these holes, ensuring a continuous image.
Specifically, for a pixel (x, y) in a sparse region, we estimate its value I(x, y) using a weighted
average of neighboring valid pixels:

I(x, y) =

∑
(x′,y′)∈N w(x′, y′)I(x′, y′)∑

(x′,y′)∈N w(x′, y′)
,

where N is the set of neighboring valid pixels, and w(x′, y′) is a distance-based weight (e.g., inverse
Euclidean distance). This ensures the rectified frames are suitable for downstream tasks such as scene
understanding and 3D reconstruction.

This processing pipeline ensures robust temporal and spatial alignment across the APS, DVS, and
depth modalities, enabling effective utilization of the MVSEC dataset.

A.2 Video Depth Estimation Results on MVSEC

We evaluate video depth estimation under extreme low-light conditions using the MVSEC
outdoor_night1, outdoor_night2, and outdoor_night3 sequences. All models are trained
solely on the outdoor_day2 sequence and tested in a zero-shot nighttime setting. Following stan-
dard protocol, we report Absolute Relative Error (Abs Rel ↓), RMSE log ↓, and δ < 1.25 (↑) over all
frames in each sequence.

As shown in Tab. A.1, conventional RGB-based baselines such as DUSt3R and MonST3R suffer from
errors due to degraded visual signals at night, and even Easi3R exhibit limited temporal consistency.
In contrast, EAG3R achieves superior performance across all sequences and metrics. By combining
RGB-based pointmaps with temporally precise event cues, EAG3R effectively preserves geometric
detail and improves depth stability over time. The event-based supervision introduces an additional
constraint on spatiotemporal coherence, which regularizes the optimization even when image content
is weak or noisy. These results demonstrate that augmenting pointmap-based reconstruction with
event streams enables robust, temporally-consistent video depth estimation in dynamic and low-light
environments.

A.3 Dynamic Reconstruction Results

We present dynamic 4D reconstruction results of EAG3R on challenging real-world sequences
involving fast-moving objects and adverse lighting. As illustrated in Fig. A.1, our method produces
temporally coherent and geometrically accurate 3D point clouds, even under degraded RGB conditions
and rapid scene changes.

Notably, in the highlighted sequence, a car passes through the middle of the scene—a moment where
RGB-based methods fail to produce stable or even visible reconstructions due to motion blur and low
illumination. EAG3R, powered by event-based cues, successfully reconstructs the moving vehicle
with sharp geometry and consistent motion across frames. This showcases the unique advantage of
leveraging asynchronous event data for robust dynamic scene understanding.
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Figure A.1: Qualitative comparison on dynamic scenes. Our method reconstructs consistent 3D
geometry even when a fast-moving vehicle passes through the scene. RGB-only methods fail to
capture this motion reliably.

A.4 Summary of Existing Event-RGB Datasets

Our choice of the MVSEC dataset was guided by the strict requirements of our task: robust 3D
geometry estimation in dynamic scenes under extreme lighting. This demands datasets with aligned
RGB, event data, and accurate ground truth for both depth and pose — a combination that is rarely
available. As shown in Table A.2, few existing datasets satisfy the necessary conditions for evaluating
dynamic reconstruction under challenging lighting.

Table A.2: Comparison of RGB-event datasets.
Dataset Low-light Dynamic RGB Depth Sensor GT Pose Platform Environment

DSEC ✓ ✓ ✓ LiDAR-16 ✗ Car Outdoor
UZH-FPV ✗ ✓ ✓ ✗ MoCap Drone Indoor/Outdoor
DAVIS 240C ✗ ✓ ✓ ✗ MoCap Handheld Indoor/Outdoor
GEN1 ✓ ✓ ✓ ✗ ✗ Car Outdoor
Prophesee 1MP ✓ ✓ ✓ ✗ ✗ Car Outdoor
TUM-VIE ✓ ✓ ✓ ✗ MoCap Handheld / Head-mounted Indoor/Outdoor
MVSEC ✓ ✓ ✓ LiDAR-16 MoCap / Cartographer Car / Drone Indoor/Outdoor
M3ED ✓ ✓ ✓ LiDAR-64 LIO Car / Legged Robot / Drone Indoor/Outdoor

A.5 Ablations on Design Rationales

This section presents ablation studies analyzing the design rationales of EAG3R. Although EAG3R
is built upon the pointmap-based reconstruction framework, it is the first to incorporate asynchronous
event streams, enabling robust and pose-free 4D reconstruction under extreme lighting conditions.
Three key design aspects are examined: the Retinex-inspired confidence estimation, the lightweight
event adapter, and the multi-stage feature fusion.

1. Addressing Extreme-Light Challenges for Geometric Estimation A straightforward strategy
for handling low-light conditions is to apply image enhancement as a preprocessing step. However,
this approach is found to be suboptimal for geometric estimation due to introduced artifacts and the
lack of structural consistency preservation.

As shown in Table A.3, applying RetinexFormer (“LightUp”) before reconstruction provides limited
or even negative benefit, indicating that conventional enhancement does not effectively support
cross-modal fusion.

Table A.3: Ablation on image enhancement under extreme lighting. Evaluation is conducted on
the MVSEC Night1–3 sequences. Metrics: Abs Rel ↓, δ < 1.25 ↑, RMSE log ↓. Best in bold.

Method Night1 Night2 Night3

Abs Rel ↓ δ < 1.25 ↑ RMSE log ↓ Abs Rel ↓ δ < 1.25 ↑ RMSE log ↓ Abs Rel ↓ δ < 1.25 ↑ RMSE log ↓

MonST3R 0.370 0.373 0.497 0.309 0.469 0.409 0.317 0.453 0.418
MonST3R (LightUp) 0.370 0.369 0.503 0.316 0.451 0.431 0.329 0.441 0.444
EAG3R (Ours) 0.353 0.491 0.416 0.307 0.518 0.383 0.288 0.533 0.371

To address this limitation, EAG3R introduces a Retinex-inspired SNR estimation module that
computes a spatially varying confidence map rather than directly enhancing images. This map guides
the adaptive fusion of RGB and event features, assigning higher confidence to events in dark or
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noisy regions and to RGB inputs where illumination is reliable. This constitutes, to the best of
our knowledge, the first use of a Retinex-based confidence mechanism in event-guided geometric
reconstruction.

2. Efficient and Effective Event Adapter Events are inherently sparse and asynchronous, posing
challenges for efficient feature adaptation. A direct reuse of a heavy RGB encoder with zero-
convolution initialization, leads to inefficient training and limited gains (as is compared in A.4).

Table A.4: Ablation on event adapter design. Comparison between zero-convolution initialization
and the proposed lightweight Swin Transformer-based adapter. Evaluation is conducted on the
MVSEC Night1–3 sequences. Metrics: Abs Rel ↓, δ < 1.25 ↑, RMSE log ↓.

Method Abs Rel ↓ δ < 1.25 ↑ RMSE log ↓

Zero_Conv 0.377 / 0.323 / 0.302 0.446 / 0.478 / 0.485 0.449 / 0.399 / 0.379
EAG3R (Ours) 0.353 / 0.307 / 0.288 0.491 / 0.518 / 0.533 0.416 / 0.383 / 0.371

Our adapter is pretrained on large-scale event-only datasets using self-supervised objectives, enabling
the transfer of general motion and edge priors. This design ensures fast convergence and strong
generalization, particularly under data-scarce or extreme-light conditions.

3. Robust and Principled Feature Fusion RGB and event modalities differ substantially in spatial
density, temporal resolution, and noise characteristics. Naive strategies, such as feature concatenation
or single-layer attention, are insufficient to capture their complementary information.

Table A.5: Ablation on fusion strategies. Comparison between simple additive, single-layer
attention, and the proposed multi-stage adaptive fusion. Evaluation is conducted on the MVSEC
Night1–3 sequences. Metrics: Abs Rel ↓, δ < 1.25 ↑, RMSE log ↓.

Method Night1 Night2 Night3

Abs Rel ↓ δ < 1.25 ↑ RMSE log ↓ Abs Rel ↓ δ < 1.25 ↑ RMSE log ↓ Abs Rel ↓ δ < 1.25 ↑ RMSE log ↓

Feature Add 0.357 0.482 0.417 0.312 0.519 0.384 0.295 0.535 0.373
Last-layer Attention 0.361 0.495 0.426 0.322 0.486 0.396 0.296 0.515 0.380
EAG3R (Ours) 0.353 0.491 0.416 0.307 0.518 0.383 0.288 0.533 0.371

EAG3R employs a multi-stage adaptive fusion mechanism that combines:

• Cross-attention within the encoder, where event features query multi-scale RGB features,
enabling nonlinear and context-aware interactions.

• SNR-guided feature aggregation followed by a learnable nonlinear projection, enhancing
robustness against local noise and illumination variation.

We compare different feature fusion strategies in A.5, demonstrating the superiority of our approach.

4. Feature Strategy for Global Optimization To improve the stability of global optimization,
the feature selection strategy in EAG3R focuses on Harris corners, which represent sparse yet
highly stable points with strong image gradients. These features provide high-confidence geometric
constraints and enhance convergence in the optimization of camera pose and structure. Three
strategies are compared: Harris corners (ours), SuperPoint(learned detector), and random sampling.

It is observed in A.6 that random sampling introduces noisy gradients by selecting unreliable regions,
thereby degrading optimization stability. In contrast, learned detectors such as SuperPoint are compu-
tationally expensive and prone to overfitting when illumination varies significantly. The proposed
Harris-based strategy provides a balanced solution, introducing stable and targeted supervision signals
that improve convergence while maintaining computational efficiency.

A.6 Runtime and Memory Analysis

To assess the computational efficiency of EAG3R, we conduct a detailed runtime and memory
analysis. Our framework is designed to introduce minimal overhead while maintaining strong
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Table A.6: Comparison of feature selection strategies for global optimization. Evaluation is
conducted on the MVSEC Night1–3 sequences subsets. Metrics include ATE ↓, RPE trans ↓, and
RPE rot ↓. The proposed Harris-corner approach achieves the best trade-off between accuracy and
computational efficiency.

Method ATE ↓ RPE trans ↓ RPE rot ↓ Computation Cost

Random Sampling 0.687 0.261 0.153 Low
SuperPoint [13] 0.685 0.260 0.153 High
Harris Corner (Ours) 0.655 0.236 0.152 Medium

reconstruction performance. This efficiency stems from its modular and lightweight architecture
components.

Runtime Analysis. Table A.7 reports the resource consumption for single image–event pair inference,
while Table A.8 summarizes the memory usage during global optimization. Compared to MonST3R,
EAG3R introduces only a minor overhead of approximately +0.4 GB VRAM, +0.11 TFLOPs, and
+1.2 s per forward pass. Even when incorporating event loss in the global optimization stage, the
increase remains modest. These results demonstrate that EAG3R achieves robustness and multimodal
integration with minimal computational cost.

Table A.7: Runtime and memory analysis for single image–event pair inference.

Method VRAM (GB) TFLOPs Forward Time (s)

MonST3R (Baseline) 2.165 1.284 ∼1.9
+LightUp 2.192 1.287 ∼2.6
+LightUp + Event Adapter + Fusion (Full) 2.562 1.398 ∼3.1

Table A.8: Memory usage during global optimization (sequence length = 20).

Method VRAM (GB)

MonST3R (Baseline) 10.99
EAG3R (w/o event loss) 12.08
EAG3R (w/ event loss) 14.02

Scalability to Longer Sequences. We further analyze scalability with respect to sequence length,
following the reviewer’s suggestion. EAG3R employs a sliding-window optimization scheme, where
only pairwise pointmaps and loss terms within a fixed temporal window are computed. This design
avoids the quadratic complexity of fully connected graph optimization, maintaining a constant
problem size per iteration regardless of video length (as is reported in A.9). Consequently, both
runtime and memory cost scale linearly with the total number of frames, as confirmed by our
experiments running on an NVIDIA A100 GPU.

Table A.9: Scalability analysis: peak memory usage vs. sequence length.

Sequence Length 20 40 60 80 100

Max Memory (GB) 14.02 20.19 27.78 37.40 46.49

Overall, the results confirm that EAG3R maintains near-linear computational growth with respect to
sequence length and introduces only marginal overhead compared to the baseline.
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A.7 Generalization to More Datasets

To demonstrate EAG3R’s scalability, we conducted additional experiments on MVSEC indoor and
M3ED datasets, covering diverse environments (indoor, outdoor, night, HDR), sensor platforms
(drones, robots, cars), and motion types, including complex aerial and ambulatory trajectories.

Models were trained under normal lighting and evaluated in low-light/HDR conditions in a zero-shot
setting, confirming EAG3R’s robustness beyond vehicle-centric scenes.

HDR Environments (Robot Dog). To assess the model’s performance in high-dynamic-range (HDR)
conditions, we evaluated EAG3R on the challenging M3ED robot dog dataset penno_plaza_lights
split, which features rapid motion and severe illumination fluctuations. As shown in Table A.10,
EAG3R achieves substantially higher pose estimation accuracy than both the MonST3R baseline and
its scene-finetuned variant across all key metrics.

Table A.10: Pose estimation performance on the M3ED robot dog dataset under HDR lighting
conditions.

Method ATE ↓ RPE trans ↓ RPE rot ↓

MonST3R 0.3425 0.1919 2.3003
MonST3R (finetune) 0.1853 0.0981 1.8493
EAG3R (Ours) 0.1361 0.0632 0.6086

High-Speed Outdoor Drone Scenarios. To further evaluate robustness under extreme motion and
complex lighting, we tested EAG3R on the M3ED high-speed drone dataset. As summarized in Ta-
ble A.11, EAG3R consistently outperforms the baseline in all three outdoor sequences, demonstrating
reliable pose estimation even in high-speed and high-contrast conditions.

Table A.11: Pose estimation results on the M3ED high-speed outdoor drone sequences.
High Beams Penno Parking 1 Penno Parking 2

Method ATE ↓ RPE trans ↓ RPE rot ↓ ATE ↓ RPE (trans) ↓ RPE (rot) ↓ ATE ↓ RPE (trans) ↓ RPE (rot) ↓

MonST3R 0.1951 0.0668 1.0852 0.1607 0.0942 0.4910 0.4397 0.2502 0.9023
EAG3R (Ours) 0.1111 0.0572 0.6450 0.1189 0.0748 0.5380 0.3089 0.1572 0.9032

High-Speed Indoor Drone Scenarios. We further evaluated EAG3R’s depth estimation performance
on the indoor sequences of the MVSEC dataset. As reported in Table A.12, EAG3R achieves the best
results across all key depth metrics, surpassing both the baseline and its finetuned variant by a large
margin.

A.8 Statistical Analysis and Robustness Validation

To further assess robustness, we performed statistical analysis across four independent training runs.
As summarized in Table A.13, the results exhibit low variance and consistent performance across all
key metrics, confirming the model’s robustness and stability during optimization.

These results indicate that EAG3R maintains consistent performance across multiple random initial-
izations, with all reported metrics exhibiting low variance and statistically significant stability.

A.9 Limitations

Despite the strong empirical performance of EAG3R, several limitations remain:

Limited dataset availability. Currently, there is a scarcity of public datasets that simultaneously
provide real event data, RGB videos, and accurate ground-truth geometry. To address this, our future
work aims to curate a diverse dataset featuring high-quality, real-world event-RGB pairs across varied
lighting and motion scenarios.

Dependence on event data quality. Our approach assumes access to temporally aligned, high-
quality event streams. Although the SNR-aware fusion mechanism mitigates some effects of noise, the
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Table A.12: Depth estimation performance on MVSEC indoor drone sequences.

Method Abs Rel ↓ δ < 1.25 ↑ RMSE log ↓

MonST3R 0.097 0.918 0.146
MonST3R (finetune) 0.307 0.429 0.331
EAG3R (Ours) 0.041 0.972 0.094

Table A.13: Statistical evaluation of EAG3R across four independent runs. Reported metrics
include absolute relative error (Abs Rel ↓), accuracy under threshold (δ < 1.25 ↑), and log RMSE ↓.
Results indicate low standard deviation and statistically significant stability across all sequences.

Metric Night1 Night2 Night3

Abs Rel ↓ δ < 1.25 ↑ RMSE log ↓ Abs Rel ↓ δ < 1.25 ↑ RMSE log ↓ Abs Rel ↓ δ < 1.25 ↑ RMSE log ↓

Mean 0.3546 0.4851 0.4171 0.3137 0.4969 0.3939 0.2904 0.5144 0.3796
Std 0.0211 0.0059 0.0163 0.0076 0.0340 0.0113 0.0059 0.0321 0.0099
p-value 0.0009 <0.0001 <0.0001 <0.0001 0.0013 <0.0001 <0.0001 0.0010 <0.0001

performance of EAG3R can still degrade when event data are excessively sparse, noisy, or misaligned.
In particular, we attempted to train our model using synthetic events generated by V2E [21], but
observed that the low fidelity of these generated events caused optimization instability, including
gradient explosion and failure to converge.

A.10 Broader Impacts

Positive impact. EAG3R improves 3D perception in challenging environments involving dynamic
content and poor illumination. This has the potential to enhance safety and reliability in autonomous
systems such as drones, mobile robots, and vehicles, particularly in low-light or fast-motion settings.
Additionally, our approach may benefit applications in assistive technology, remote exploration, and
AR/VR, where robust scene understanding under non-ideal conditions is critical.

Potential risks and misuse. As with many vision-based systems, there exists a risk of misuse in
surveillance or privacy-invasive applications. EAG3R’s ability to reconstruct geometry from dark or
partially visible scenes could be leveraged in ways that compromise individual privacy. Moreover,
due to reliance on event cameras, which remain expensive and less common, the technology may be
disproportionately accessible to well-funded institutions, potentially widening gaps in accessibility.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope, as they align with the theoretical and experimental results
presented in the paper and provide a clear understanding of the paper’s goals.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper acknowledges the limitations of the work performed by the authors.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The paper fully discloses all the information needed to reproduce the main
experimental results, ensuring that the main claims and conclusions can be independently ver-
ified. This includes providing relevant details, methodologies, and any necessary parameters
or configurations for conducting the experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The paper will provide open access to the data and code necessary to reproduce
the main experimental results. It also includes sufficient instructions in the supplemental
material on how to faithfully replicate the experiments conducted in the paper.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The paper specifies all the training and test details necessary to understand
the results. This includes information on data splits, hyperparameters, the methodology for
selecting hyperparameters, the type of optimizer used, and any other relevant details that are
crucial for replicating and comprehending the reported results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: The paper provides suitable information about the statistical significance of
the experiments. This indicates that the authors have appropriately addressed the need for
statistical analysis and have reported the relevant measures to support the reliability and
significance of their experimental findings.
Guidelines:
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper provides sufficient information on the computer resources required to
reproduce each experiment. This includes details such as the type of compute workers used,
the amount of memory required, and the time taken for the execution of the experiments. This
information allows for accurate replication of the experiments and provides transparency
regarding the computational requirements of the study.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
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Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses both potential positive and negative societal impacts of
the work performed, especially in the resource limited application.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The paper only use the opensource datasets with legal license.

Guidelines:
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• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Depending on the country in which research is conducted, IRB approval (or equivalent)

may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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