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Abstract

Few-shot learning with large language models
holds substantial potential in the biomedical
domain where obtaining extensive annotated
data for specialized tasks can often be challeng-
ing. In the presence of small annotated datasets,
incorporating domain knowledge from exter-
nal sources is a common strategy. In this pa-
per, we explore knowledge augmentation strate-
gies for biomedical named entity recognition
(NER) by incorporating information encapsu-
lated in the Unified Medical Language System
(UMLS). We leverage UMLS knowledge along
with its hierarchical structure, and information
from large language models (LLMs) to auto-
matically generate new training examples in
few-shot settings. We further explore the via-
bility of employing GPT-3.5 for the extraction
of biomedical named entities from Reddit data
focused on prescription and illicit opioids. The
results show an improvement of 13% on the
F1-score on average over five established NER
datasets, and a 6% increase on the REDDIT-
IMPACTS dataset after appropriate prompt en-
gineering improvements. Our findings indicate
that utilizing UMLS and LLMs as a joint source
of prior knowledge can be a viable approach
for improving the state of the art for few-shot
learning-based NER in medical text.

1 Introduction

Few-shot learning in biomedical Natural Lan-
guage Processing (NLP), contrasts with traditional
lexicon-based approaches, which may struggle
with lexical variants or ambiguous expressions in
larger datasets, and deep learning models that re-
quire large amounts of data (Dong and Xing, 2018;
Ge et al., 2022), makes it particularly useful for
fine-grained classification tasks such as Named
Entity Recognition (NER), where obtaining large
amounts of data can be challenging. For instance,
in medical diagnosis, few-shot learning has been
used to develop models that can make accurate

predictions with only a few examples (Sung et al.,
2018; Lake et al., 2013), which is particularly ben-
eficial for rare or new diseases (Jadon, 2021; Yoo
et al., 2021).

Few-shot learning has shown promising results
in NER tasks. The extensive popularity and adop-
tion of Large Language Models (LLMs) like Gener-
ative Pre-trained Transformer (GPT (Radford et al.,
2018; Brown et al., 2020)) recently, also offer a
valuable chance to assess the capabilities of LLMs
in few-shot learning scenarios (Brown et al., 2020),
by generating human-like texts and providing ex-
ternal knowledge with limited examples. This
adaptability is further enhanced by prompt-based
strategies, where Well-designed prompts can sig-
nificantly improve accuracy (Zhao et al., 2021; Li
and Liang, 2021a). The strength of LLMs lies in
their ability to generate text and provide contextu-
ally relevant responses to queries. However, they
might face challenges when dealing with special-
ized medical concepts, as they may lack domain-
specific knowledge and may generate unrealistic
or incorrect medical information (Yunxiang et al.,
2023). To address this, we propose incorporat-
ing domain knowledge from the Unified Medical
Language System (UMLS) (Bodenreider, 2004), a
comprehensive database of medical terminologies
to enrich the representations of sparsely occurring
medical concepts and enhance the performance in
few-shot learning for biomedical NER tasks.

In this paper, our contributions are three-fold:

C1. We explore knowledge augmentation meth-
ods using UMLS for improving NER in few-shot
settings. Specifically, we used the encapsulated
knowledge of UMLS and its hierarchical structure
to enhance the training data when dealing with rare
entities.

C2. We leverage in-context information gener-
ated by GPT-3.5 to supplement UMLS knowledge
to boost NER performance in the clinical domain.

C3. We introduce a new dataset, REDDIT-



IMPACTS, collected from subreddits (Reddit fo-
rums) focused on prescription and illicit opioids,
and medications for opioid use disorder. We also
explore the viability of employing GPT-3.5 for
the extraction of named entities from REDDIT-
IMPACTS dataset by utilizing prompt engineering
techniques and integrating background knowledge
from the UMLS.

The results show an improvement of 13% on the
F; score on average over five NER datasets, as com-
pared to the baseline model. Our findings indicate
that utilizing UMLS and LLMs as a source of prior
knowledge can be a viable approach for improv-
ing the state of the art for few-shot learning-based
NER in medical text. Also, LLMs with appropriate
prompts can significantly improve the performance
where there are only few annotated samples.

2 Related Work

Early research in few-shot learning within biomed-
ical NLP faced challenges due to the complexi-
ties of natural language data containing domain-
specific terminologies and associations. Prior
knowledge has been identified as crucial (Schmidt
et al., 2015) to combat this issue. FSL methods
based on the use of prior knowledge are catego-
rized into data, model, and algorithm types (Wang
et al., 2020). Initial approaches, such as meta-
learning and metric learning, leveraged prior knowl-
edge at different levels to generalize to new tasks
with limited data (Schmidt et al., 2015). Meta-
learning (Hospedales et al., 2021) has perhaps been
the most common framework for early stage of
FSL research, which is trained using a set of train-
ing tasks. Other approaches such as matching net-
works (Vinyals et al., 2016), which use embedding
functions to generalize knowledge, prototypical
networks (Snell et al., 2017), which generate pro-
totype representations of classes to address overfit-
ting issues, and transfer learning were considered
mainstream directions in the field of few-shot learn-
ing (Pan and Yang, 2009), prior to the extensive
exploration of LLMs in few-shot learning.

The advent of LLLMs has shifted the focus to-
wards prompt-based learning, which has shown
promise in few-shot NLP (Prato et al., 2020; Liu
et al., 2023). This approach relies on the ability
of LLMs to generate text and provide contextu-
ally relevant responses with minimal training data,
offering a promising solution to the challenges
posed by few-shot settings, particularly in the clin-

ical domain. The use of data from social media
for biomedical tasks presents additional complex-
ities in the form of noisy data and inconsistent
language usage (Hu et al., 2024). The potential of
LLMs and prompt-based strategies in overcoming
the challenges posed by few-shot settings has been
demonstrated with techniques like LM-BFF (Li and
Liang, 2021b) utilizing prompts to fine-tune mod-
els on limited data. Additionally, approaches like
PPT (Gu et al., 2022) enhance prompt effectiveness
by pre-training prompt token representations with
unsupervised data. Augmenting knowledge from
biomedical and clinical knowledgebases such as
UMLS have also been explored (Michalopoulos
et al., 2021; Alsentzer et al., 2019) and found to
outperform general purpose pre-trained language
models. Leveraging knowledge from both domain-
specific knowledgebases and in-context informa-
tion extracted by LLMs, however, is relatively
nascent.

3 Methods

First, our aim is to compare and contrast the dynam-
ically generated linguistic structures from LLMs,
with those systematically extracted from the UMLS.
We explored the usage of hierarchical informa-
tion and structured knowledge encapsulated in the
UMLS and its semantic networks to automatically
retrieve concepts related to the named entities in
the few-shot training data. Considering the gen-
erative capabilities of GPT-3.5, which enable it
to produce contextually relevant linguistic struc-
tures, we also utilize GPT-3.5 to provide external
knowledge. These related concepts are added to the
few-shot training data to create additional synthetic
instances. The synthetic instances and the original
few-shot training data are then used to train models
and compare their performances.

Second, we explore the feasibility of employ-
ing GPT-3.5 for extracting named entities, specifi-
cally clinical and social impacts, from our REDDIT-
IMPACTS datasets. We proposed a task-specific
prompt to refine the prompt engineering process,
and to evaluate GPT-3.5’s performance in compar-
ison to conventional few-shot learning models on
biomedical-related social media datasets.

3.1 Hierarchy Information and Semantic
Network in UMLS

One of the key features of the UMLS is its hierar-
chical organization of concepts, which provides a



way to access information about the parents, chil-
dren, and siblings of a given concept. In addition to
the hierarchy, the UMLS also includes a semantic
network that describes the relationships between
concepts based on their semantic similarity. The
hierarchy information in the UMLS represents the
relationships between concepts in a hierarchical
structure (Mishra et al., 2018), similar to a tree.
This hierarchical structure allows for easy naviga-
tion of the UMLS and helps to organize and cate-
gorize concepts based on their relationships. The
hierarchy is based on a number of different types of
relationships between concepts, including ’isa’ (is
a), "has_parent’ and "has_child’ relationships. Fig-
ure 1 shows an example of the tree-like structure
of the UMLS.

The semantic network! in the UMLS, represents
the relationships between concepts based on their
semantic similarity, rather than their hierarchical
relationships. A portion of the UMLS semantic
network is shown in Figure 2. The semantic net-
work is organized into a set of categories, such
as *Anatomy’, ’Chemicals and Drugs’, and ’Phys-
iology’, each of which represents a different area
of biomedical and health-related concepts (Lind-
berg et al., 1993). Within each category, concepts
are further organized based on their relationships
to other concepts, such as ’isa’ relationships or
“part_of’ relationships.

Both the hierarchy information and the seman-
tic network are important for understanding the
relationships between concepts in the UMLS. The
hierarchy allows for navigation and understanding
of general relationships, while the semantic net-
work provides insight into specific relationships
based on semantic similarity. Together, these two
approaches help to provide a comprehensive un-
derstanding of the relationships between concepts
within the UMLS.

3.2 Data Augmentation by UMLS and
GPT-3.5

Our approach utilizes the UMLS for generating
new examples in several ways. When faced with
entity types with small numbers of labeled sam-
ples, we use the knowledge encoded in the UMLS
to expand the training data and add synthetic ex-
amples into the training set, so that the original
few-shot training set is expanded to a larger one.
Specifically, we incorporate knowledge in multiple
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Figure 1: A subtree of the hierarchical structure of con-
cept "diarrhea" in SNOMEDCT_US dictionary (Sys-
tematized Nomenclature of Medicine—Clinical Terms).
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Figure 2: A portion of the UMLS semantic network. Isa
links and non-isa relations are represented in the figure,
respectively.

layers.

The first layer consists of lexical expressions
with the same UMLS concept IDs (typically re-
ferred to as concept unique identifiers or CUIs),
which are added to create synthetic examples. Thus,
this layer of knowledge augmentation adds poten-
tial synonyms of the original named entities in the
training data.

The second layer of expansion consists of aug-
menting the training data from the first layer with
additional closely related CUIs that are under the
same UMLS semantic type (broad category of con-
cepts, such as pharmacological substances). This
layer, thus, adds additional examples that are likely
to be conceptually closely related to the entities in
the training data, and thus, are likely to occur in
similar contexts in medical free texts. The third
layer of augmentation considers the hierarchical as-
sociations in medical concepts. Specifically, we uti-
lize the parent-child relationships between concepts
and extract parents, children, and siblings of given
concepts based on the SNOMEDCT_US dictionary
(Systematized Nomenclature of Medicine—Clinical
Terms), which is a comprehensive clinical termi-



nology that is widely used in the healthcare indus-
try (Benson, 2012).

Contrary to the extraction of linguistic structures
to a given concept from the UMLS, our approach
in utilizing GPT-3.5 for generating new examples
involves providing the model with complete sen-
tences. This strategy enables GPT-3.5 to leverage
contextual information to enhance its comprehen-
sion of the given concepts, thereby facilitating the
generation of semantically coherent new examples.
Furthermore, we strictly control the number of gen-
erated examples to match the quantity extracted
from the UMLS, ensuring that the results are not in-
fluenced by discrepancies in the volume of training
data. In the use of prompts, we adopt a fundamen-
tal prompt strategy, which involves providing the
sentence itself, indicating its task and the expected
output format, while mandating that it generates
based on the knowledge from the UMLS. The over-
all architecture of our data augmentation approach
is shown in Figure 3.
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Figure 3: The overall architecture of our data augmen-
tation approach. An example sentence is shown, where
the sentence is directly fed into GPT-3.5, while the word
"diarrhea" is extracted from the training data by the Ex-
tractor, then its related information is retrieved by using
UMLS Metathesaurus, and a Generator module expands
the training data. After that, new training data is put
into the encoder for training.

3.3 GPT-3.5 with Prompt Engineering

3.3.1 Prompt Engineering

Figure 4 illustrates the components of the prompts
used for GPT models and the main workflow of our
experiment. We designed task-specific prompts for
use with GPT-3.5 which comprises the following
components:
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Figure 4: An overview of our study workflow. Prompt
with different strategies are delivered to GPT-3.5-turbo-
16k model, then the predictions are returned back from
API for evaluation.

1. Baseline prompt with task description, en-
tity types with definitions, and format specification:
The baseline component provides the LLM with
essential information regarding the basic aims of
the task, which is extracting and classifying entities.
The categories of labels present in the dataset along
with elucidation of their definitions, as we only fo-
cused on these two entity types. Entity definitions
provide detailed and unequivocal explanations of
an entity in the context of a specific task, crucially
guiding the LLM towards accurately pinpointing
entities within textual documents. Also, we pro-
vided the input and output format in which the
LLMs are expected to deliver results, which is a
crucial step in ensuring the successful completion
of the task, and it presents a greater challenge for
NER problems.

For GPT-3.5, NER present more challenges as
it is essentially a sequence-to-sequence problem,
where each token is assigned a corresponding label.
However, if our query only provides a sentence, it
is difficult for GPT-3.5 to directly and accurately
assign labels to each token. As it is challenging
to ensure that the number of labels in the output
matches the number of words in the input sentence.
One issue is that GPT-3.5 has its own tokenization
mechanisms which may differ from what we ex-
pected. Providing labels in the IOB format also
adds to the complexity. Moreover, handling punc-
tuation often presents difficulties in this context.



A common approach is to provide a sentence
and indicate the entities within it (Xie et al., 2023).
For example, in the sentence "I was a codeine ad-
dict," the phrase "codeine addict" is identified as
an entity and is annotated as a ’Clinical Impacts’
entity in this task. However, this format can be-
come ambiguous when facing with long sentences
contain the same word or phrase multiple times,
each with different contextual meanings, not all of
which may be labeled as entities. A subsequent
method involves providing spans corresponding to
the entities (Hu et al., 2024), but this adds signif-
icant challenges for GPT models, as mismatches
between spans and entities can frequently occur.

To address these challenges, we adopt a new
format for constructing the input and output for the
GPT model. We provide GPT-3.5 with a list of
tokens that have already been tokenized. For the
output, we instruct the model to return each token
along with its corresponding label and concatenate
together. This method allows us to easily extract
labels for evaluation, and it ensures a one-to-one
correspondence between the predicted labels and
tokens, with the number of labels always consistent
with the number of tokens in the input sentence.

For instance,

Input: ['T’, was’, ’a’, codeine’, ’addict’, ’.’]
Output: ['I-O’, *was-O’, ’a-O’, ’codeine-Clinical
Impacts’, *addict-Clinical Impacts’, ’.-O’]

2. Description of datasets: By describing the
dataset’s origin, content, and themes, we aim to
provide GPT-3.5 with a basic understanding of the
dataset, which can further refine the filtering of pre-
dicted entities. For example, the REDDIT-IMPACTS
dataset focuses on individuals who use opioids, and
we are interested in the impact of opioid use on
their health and life.

3. High-frequency instances: Given that clin-
ical impacts and social impacts are relatively ab-
stract concepts, unlike entities such as medicines
or symptoms which have clear definitions, the de-
termination of clinical and social impacts is more
ambiguous. Therefore, we provide the most fre-
quently occurring words or phrases in these two
entity types within the training dataset to assist
GPT-3.5 in understanding the potential distribution
of entities and the theme of the text for this task.

4. Incorporation of background knowledge from
the UMLS: We provided GPT-3.5 with integrat-
ing the comprehensive and structured information
provided by UMLS into the analysis or processing
of medical data. We expect this knowledge can

enhance the understanding and interpretation of
medical concepts, relationships, and terminologies.

5. Annotated samples: To further assist the
LLMs in understanding the task and generating
accurate results, we provided a set of annotated
samples to improve its performance in a few-shot
learning setting. We randomly selected either 5
annotated examples for each entity types from the
training set and formatted them according to the
task description and entity markup guide.

In this work, we compare the effectiveness of
different prompt components by incrementally in-
corporating description of datasets, high-frequency
instances, background knowledge from the UMLS
and annotated samples.

4 Datasets

We conduct our data augmentation experiments
on five medical text datasets in 5-shot settings,
which included: (i) MIMIC III (Medical Informa-
tion Mart for Intensive Care) dataset (Johnson et al.,
2016); (ii) the N2C2 2018 shared task track (Henry
et al., 2019); (iii) the BCSCDR Disease dataset (Li
et al., 2016); (iv) the MedMentions dataset (Mo-
han and Li, 2019); and (v) the NCBI Disease
dataset (Dogan et al., 2014). In addition to our
experiments on these five datasets, we also intro-
duce the REDDIT-IMPACTS dataset, which we use
to evaluate the performance of our proposed ap-
proach on biomedical data obtained from social
media.

Reddit communities have been found to serve
as a means of social support for people who use
drugs, for both prescription and non-prescription
usage. We identified 14 opioid-related subreddits
spanning discussions on prescription and illicit opi-
oids, and collected all retrievable posts using the
Python-Reddit API Wrapper for Reddit>. We ex-
tracted unique users from the retrieved posts, re-
sulting in a cohort of users who had posted on the
selected sub-reddits. We selected a random sample
of these Redditors (N=13,812) and collected each
of their past public posts across all subreddits (i.e.,
timelines), between November 2006 (correspond-
ing to the earliest post available) and March 2019
(corresponding to the last date of data collection).
From this, we randomly selected 40 Redditors and
manually reviewed and annotated 26,126 posts.

We applied natural language processing to gener-
ate lexical variants of all included prescription and

*https://praw.readthedocs.io/en/latest/



illicit opioids and stimulants, and detect mentions
of them on the chosen subreddits. We developed
annotation guidelines to categorize the words or
phrases in posts into 33 entity types and manually
annotated a set. The annotation process was itera-
tive and involved several rounds. We first explored
the posts, developed the annotation guidelines, and
then annotated the texts. The authors then dis-
cussed the disagreements, updated the guideline,
and re-annotated the posts.

However, the annotation of this large dataset
revealed that some concepts, such as medicine in-
take, illicit drug use, were relatively easy to find
and annotate. Therefore, for our few-shot learn-
ing research, we focused on two entity types in
our dataset, which belonged to the category with
the least number of samples: clinical impacts and
social impacts, and named the dataset containing
only these two entity types as REDDIT-IMPACTS
dataset.

From this sparse dataset, we randomly extracted
totaling 1,380 posts for our experiments, includ-
ing 843 posts for training, 259 for validation, and
278 for testing. Among these, 27.8% of the posts
contain words or phrases marked as clinical or so-
cial impacts, with 184 entities annotated as clinical
impacts and 67 entities in social impacts.

5 Results and Discussion

5.1 Comparison of incorporating UMLS and
GPT-3.5

Our primary findings were that incorporating prior
knowledge via UMLS outperforms baseline few-
shot models on all included datasets. The results
in Table 1 show that using the UMLS and its hier-
archical information helps the model utilize the
parent-child relationships between concepts for
NER. Similarly, models enhanced with GPT-3.5 in-
formation show improved performance, especially
in the BC5CDR disease and MIMIC III datasets.
The most significant improvements are observed
when incorporating related concepts and parents
and children, indicating the importance of hierar-
chical and semantic relationships in entity recog-
nition. In comparison to the baseline models, our
model achieved higher F;-scores: on average, our
results showed an improvement of around 13%
compared to the baseline models. The improve-
ment is particularly noticeable in difficult cases
where the baseline models struggled to make accu-
rate predictions.

Comparing the use of GPT-3.5 and the incorpo-
ration of UMLS, both approaches show improve-
ments. However, GPT-3.5 tends to perform bet-
ter in the most datasets, suggesting its strength in
understanding complex clinical text. UMLS in-
corporation shows more consistent improvements
across all datasets, as it provides a solid foundation
for identifying and categorizing entities based on
established medical vocabularies, indicating its use-
fulness in providing structured medical knowledge.

This approach significantly improves the perfor-
mance of the model, especially for cases with only
a few samples. In addition, these results demon-
strate the effectiveness of our approach and its
potential for use in real-world applications. Im-
portantly, the augmented models consistently out-
perform the baseline model. The integration of
external knowledge sources like UMLS and GPT
models appears to be beneficial for NER in clinical
texts.

Our motivation behind leveraging UMLS infor-
mation and utilizing GPT-3.5 for data augmentation
to improve the performance of few-shot learning in
medical text datasets is manifold. First, the UMLS
is a comprehensive ontology that contains a vast
amount of knowledge about biomedical and health-
related concepts. By using this information as data
augmentation, we can provide our few-shot learn-
ing model with access to domain-specific knowl-
edge that is not present in the training data. This
can help to improve the model’s ability to make ac-
curate predictions on unseen data (Tian et al., 2020).
Second, GPT-3.5 might offer a more context-aware
understanding of entities, potentially leading to
richer and more nuanced entity recognition. There-
fore, we could effectively increase the amount of
training data available to our model without the
need for additional manual annotations. This can
help to improve the model’s performance on rare
or complex cases that may not be well-represented
in the original training data.

Overall, using information from UMLS and
GPT-3.5 as data augmentation can help to address
some of the key challenges in few-shot learning
in medical text datasets, including limited training
data and the need for domain-specific knowledge.
This approach has the potential to improve the per-
formance of few-shot learning models in a variety
of medical applications. This is also a high-utility
use case for knowledge sources that have been de-
veloped and maintained for decades for supporting
biomedical NLP research.



Baseline Model Incorporation | Models N2C2 2018 | MIMIC III BCSCDR Med- NCBI
disease | Mentions | disease

N/A SANER (baseline model) 10.27 21.25 37.25 52.12 22.11

Incorporate related concepts 17.37 34.44 54.71 55.83 28.49

with UMLS Incorporate parents and children 26.62 33.79 51.12 53.29 26.31

SANER (Nie et al., 2020) Incorporate siblings 23.98 32.65 54.82 53.94 27.19
Incorporate related concepts 18.54 28.95 55.96 54.57 30.92

with GPT-3.5 | Incorporate parents and children 20.93 32.23 54.94 56.12 26.80

Incorporate siblings 22.10 26.58 53.77 55.88 27.85

N/A DANN (baseline model) 0.21 19.68 35.75 52.40 22.38

Incorporate related concepts 11.36 34.35 55.04 55.87 26.88

with UMLS Incorporate parents and children 16.58 3233 50.86 54.77 25.04

DANN (Ge et al., 2024) Incorporate siblings 17.53 30.77 55.31 52.62 28.68
Incorporate related concepts 13.76 28.19 56.72 58.90 30.16

with GPT-3.5 | Incorporate parents and children 16.27 34.63 56.48 57.46 26.88

Incorporate siblings 20.41 26.45 54.16 58.31 27.57

Table 1: F;-scores of incorporating UMLS or GPT-3.5 compared with baseline on five medical datasets. All of the
results used BERT (Devlin et al., 2019) as the embedding layer, and the best performances are highlighted in bold.

5.2 Performance on REDDIT-IMPACTS
Dataset

The results in Table 2 show that the best perfor-
mance we received so far on this new dataset is
54.36% by using DANN model with full training
data. Both the SANER and DANN models struggle
in the 5-shot setting, when incorporating related
concepts from GPT-3.5, the performance improves
slightly. As our datasets were collected from social
media, which means the texts are often informal,
unstructured, and contains abbreviations and typos.

In the few-shot settings, the performance of GPT-
3.5 in making predictions is surprising and impres-
sive. Compared to other few-shot learning models,
GPT-3.5’s performace significantly outperforms
others when provided with only 5-shot training
data. Although these results are lower than those
obtained using the full training dataset, it is reason-
able. The inability to utilize the full dataset stems
from the current constraints of the OpenAl plat-
form, which does not facilitate direct fine-tuning on
our own datasets, coupled with restrictions on the
lengths of prompts and outputs. Therefore, it might
be prudent to provide GPT-3.5 with an augmented
volume of training data, to explore the upper limit
of GPT-3.5 on this new dataset.

Figure 5 shows the performance on GPT-3.5 with
different prompt-based strategies. We found that,
providing with description of the datasets, high-
frequency instances from the dataset or more ex-
amples with annotations all improves the perfor-

mance significantly, which indicates that aspects
such as a clear description of the dataset’s origin,
content, themes, and high-frequency instances are
very helpful for GPT-3.5 to understand the task
and identify entities. Notably, the impacts of eluci-
dating these elements are comparable to providing
more annotated data. However, it is surprising that
merely informing GPT-3.5 about UMLS-related
knowledge in the prompt leads to worse results. A
potential reason could be that simply stating the
use of UMLS knowledge without effectively inte-
grating it into the prompt may not provide GPT-3.5
with sufficient context to properly utilize this in-
formation, potentially leading to ambiguity in its
predictions. Furthermore, it was observed that GPT-
3.5 predicted a large number of spurious entities.
"Spurious" here means that these entities were not
annotated as such in the golden tests, but GPT-3.5
identified them as belonging to either clinical im-
pacts or social impacts. One reason is that the lan-
guage used in social media posts can be ambiguous,
and without clear boundaries for what constitutes a
clinical or social impact.

6 Conclusions and Future Work

Few-shot learning approaches have substantial
promise for NLP in the medical domain, as many
medical datasets naturally have low numbers of an-
notated instances. Our experimental results demon-
strated that using UMLS and GPT-3.5 to incorpo-
rate prior knowledge is a possible solution for ex-



Conduct on GPT-3.5 Size of Training Data | Models F;-score
SANER 49.26
Full training data
DANN 54.36
SANER 0.00
Few-shot learning models
DANN 0.00
5-shot
Incorporate related concepts from GPT-3.5 based on SANER | 5.41
Incorporate related concepts from GPT-3.5 based on DANN | 4.64
Basic Prompts 16.73
Incorporate with description of datasets 21.15
GPT-3.5 1-shot
Incorporate with high-frequency instances 21.15
with different
Incorporate with background knowledge of UMLS 16.29
prompt-based strategies
Incorporate with 5-shot examples 21.69
5-shot
Incorporate with all above 22.90

Table 2: Performance on Reddit-Impacts Datasets by using few-shot learning methods and GPT-3.5 with different

prompts.
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Figure 5: Performance of GPT-3.5 with Different
Prompts.

ploring few-shot learning methods on medical text.
Furthermore, we proposed a new dataset which was
collected from Reddit, our experimental results re-
veal that GPT-3.5 significantly outperforms other
models in few-shot settings. Additionally, by tun-
ing the prompts, we have successfully achieved a
notable improvement in GPT-3.5’s performance on
dataset. This indicates that appropriate prompt tun-
ing strategies can significantly improve the perfor-
mance of large language models on specific tasks,
especially in scenarios with limited annotated sam-
ples.

Our future work will focus on exploring a wider
variety of prompting techniques to augment spe-
cialized biomedical knowledgebases. We also plan
to study the potential of small LLMs and quanti-
zation techniques in the context of few-shot learn-
ing. By investigating how these approaches can be

applied to develop efficient and effective models,
we aim to advance the state-of-the-art in few-shot
natural language processing tasks while address-
ing the computational constraints associated with
large-scale language models.

Limitations

While our model has shown significant improve-
ment in results on medical text datasets, especially
when annotated examples are scarce, its perfor-
mance is still far from reaching the state-of-the-
art level. Future research still has considerable
room for enhancement. Another limitation stems
from the study of prompt engineering; attempting
to perfect prompts from the perspective of provid-
ing more useful information is challenging and
task-specific. More general methods of generat-
ing prompts are already leading us to further re-
search. Furthermore, due to the limitations of the
API, we are unable to directly fine-tune GPT on
other datasets. Therefore, the emergence of small
LLMs and the development of quantization are also
directions for our future research.
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