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Abstract001

Automated Essay Scoring (AES) is crucial002
for modern education, particularly with the in-003
creasing prevalence of multimodal assessments.004
However, traditional AES methods struggle005
with evaluation generalizability and multi-006
modal perception, while even recent Multi-007
modal Large Language Model (MLLM)-based008
approaches can produce hallucinated justifica-009
tions and scores misaligned with human judg-010
ment. To address the limitations, we introduce011
CAFES, the first collaborative multi-agent012
framework specifically designed for AES. It013
orchestrates three specialized agents: an Initial014
Scorer for rapid, trait-specific evaluations; a015
Feedback Pool Manager to aggregate detailed,016
evidence-grounded strengths; and a Reflective017
Scorer that iteratively refines scores based on018
this feedback to enhance human alignment.019
Extensive experiments, using state-of-the-art020
MLLMs, achieve an average relative improve-021
ment of 21% in Quadratic Weighted Kappa022
(QWK) against ground truth, especially for023
grammatical and lexical diversity. Our pro-024
posed CAFES framework paves the way for an025
intelligent multimodal AES system. The code026
will be available upon acceptance.027

1 Introduction028

Automated Essay Scoring (AES) plays a crucial029

role in educational assessment today, offering effi-030

cient, fair, and scalable evaluation of student writ-031

ing tasks (Ramesh and Sanampudi, 2022; Li and032

Liu, 2024; Wu et al., 2024; Xia et al., 2024). AES033

systems benefit both students by highlighting areas034

for improvement and educators by reducing man-035

ual grading workloads. As contemporary assess-036

ments increasingly emphasize students’ abilities to037

integrate information from both text and images,038

multimodal writing tasks have become a key focus.039

Therefore, there is a growing need for AES systems040

capable of precise, detailed, context-aware evalua-041

tions that effectively handle multimodal inputs (Ye042

Figure 1: Comparisons among the traditional AES
method (a), MLLM-based method (b), and our proposed
multi-agent CAFES framework (c) on AES task.

et al., 2025; Su et al., 2025; Li et al., 2024). 043

Traditional AES methods suffer from several 044

critical limitations, as shown in Figure 1 (a). ❶ 045

They rely heavily on handcrafted features like word 046

frequency and essay length, limiting their general- 047

izability across diverse topics (Yang et al., 2024; 048

Jansen et al., 2024; Uto et al., 2020). ❷ They lack 049

multimodal perception, making them unsuitable 050

for multimodal inputs. ❸ They struggle to assess 051

fine-grained traits, such as coherence and organi- 052

zational structure (Lim et al., 2021; Uto, 2021; 053

Wang et al., 2022). Recently, Multimodal Large 054

Language Models (MLLMs) have been applied to 055

AES, yet MLLM-based methods still introduce 056

new challenges like ❹ hallucinated justifications 057
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and ❺ scoring misaligned with human preference058

(Su et al., 2025), as shown in Figure 1 (b).059

However, the emergence of multimodal multi-060

agent systems offers a promising solution to these061

challenges (Wang et al., 2025; Chu et al., 2025).062

Specifically, multi-agent frameworks have the fol-063

lowing advantages, as illustrated in Figure 1 (c): ✔064

They enable fine-grained trait evaluation, provid-065

ing detailed feedback across various writing traits.066

✔ They can generate evidence-grounded justifi-067

cations and engage in cross-agent collaboration,068

effectively mitigating hallucinations introduced by069

a single MLLM. ✔ The reflective mechanism of070

multi-agent systems ensures human-aligned revi-071

sions, dynamically adjusting scores to better align072

with human preferences.073

Therefore, we propose CAFES, the first-ever074

collaborative multi-agent framework designed075

specifically for AES. In particular, CAFES de-076

composes the scoring process into three specialized077

modules: an initial scoring agent that provides fast078

trait-specific scores; a feedback pool agent that ag-079

gregates detailed strengths across writing traits; and080

a reflective scoring agent that iteratively updates081

scores based on the feedback pool.082

Our contributions can be summarized as follows:083

• We introduce CAFES, the first multi-agent084

framework for AES tasks, integrating three spe-085

cialized agents including Initial scorer, Feedback086

Pool Manager, and Reflective Scorer to enable087

collaborative multi-granular essay scoring.088

• We demonstrate the essential impact of the089

Feedback Pool Manager, Reflective Scorer,090

and teacher-student MLLM collaboration091

mechanism through ablation studies and case092

analyses.093

• We evaluate CAFES framework with state-of-094

the-art MLLMs as student models, GPT-4o as095

the default teacher model, achieving an aver-096

age improvement of 21% in Quadratic Weighted097

Kappa (QWK) against ground truth scores, espe-098

cially for grammatical and lexical diversity traits.099

By addressing the gaps in the existing AES ap-100

proaches, CAFES pave the way for reliable, nu-101

anced, and context-sensitive multi-agent AES sys-102

tems driven by MLLMs in the AGI era.103

2 Related Work 104

2.1 AES Datasets 105

Existing AES datasets have been widely used to 106

support research on writing assessment (more de- 107

tails are shown in the Appendix A.1). In terms 108

of modality, these datasets can be categorized into 109

text-only and multimodal datasets. 110

Among text-only datasets, ASAPAES (Cozma 111

et al., 2018a) is widely used due to its large scale. 112

Its extended version, ASAP++, adds trait-level an- 113

notations, but merges key content traits into a single 114

“CONTENT” label (Mathias and Bhattacharyya, 115

2018). Both of them only have few topics. The 116

CLC-FCE dataset provides detailed annotations of 117

grammatical errors (Yannakoudakis et al., 2011). 118

The TOEFL11 dataset uses only coarse-grained 119

proficiency labels (low / medium / high) (Lee et al., 120

2024a). The ICLE (Granger et al., 2009) and 121

ICLE++ (Li and Ng, 2024c) datasets offer more 122

detailed and multi-granular annotations. Neverthe- 123

less, their topic coverage is highly limited. Simi- 124

larly, the AAE corpus focuses solely on argumen- 125

tative structure (Stab and Gurevych, 2014). The 126

CREE corpus is designed to evaluate sentence un- 127

derstanding and error types (Bailey and Meurers, 128

2008). In summary, existing text-only AES datasets 129

face two key limitations: (1) limited topic diversity, 130

and (2) a lack of fine-grained trait-level annotations 131

(Ke and Ng, 2019; Li and Ng, 2024b,a). 132

EssayJudge is the only publicly available mul- 133

timodal AES dataset (Su et al., 2025), with ten 134

fine-grained trait annotation. Lexical-level traits 135

include lexical accuracy (LA) and lexical diversity 136

(LD). Sentence-level traits include coherence (CH), 137

grammatical accuracy (GA), grammatical diversity 138

(GD), and punctuation accuracy (PA). Discourse- 139

level traits include argument clarity (AC), justifying 140

persuasiveness (JP), organizational structure (OS), 141

and essay length (EL). 142

2.2 AES Systems 143

AES systems are typically classified into three 144

types: heuristic, machine learning, and deep learn- 145

ing approaches (Li and Ng, 2024a; Kamalov et al., 146

2025; Atkinson and Palma, 2025; Xu et al., 2025; 147

Song et al., 2025a). Heuristic methods assign 148

overall scores by combining rule-based trait scores 149

such as organization, coherence, and grammar. For 150

instance, the organization can be assessed using 151

templates like the three-paragraph essay format 152

(Attali and Burstein, 2006). Machine learning 153
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Figure 2: The framework of our proposed CAFES. The system follows a three-stage process: ❶ Initial scoring via
the student MLLM; ❷ Feedback generation for each trait via the teacher MLLM; and ❸ Final reflective scoring
with justification-based revision via the teacher MLLM.

methods (e.g., Logistic Regression, SVMs) rely154

on handcrafted features (Chen and He, 2013; Yan-155

nakoudakis and Briscoe, 2012), including length-156

based attributes (Vajjala, 2016; Yannakoudakis and157

Briscoe, 2012). Thus, their cross-topic general-158

ization is limited. Deep learning methods, espe-159

cially Transformer models like BERT (Wang et al.,160

2022), improve AES by learning semantic features161

directly from text (Jiang et al., 2023; Cao et al.,162

2020), enabling multi-trait and cross-topic scor-163

ing. LLM-based methods further advance AES164

(Mizumoto and Eguchi, 2023; Choi et al., 2025; Cai165

et al., 2025). They support zero-shot scoring using166

rubrics alone (Lee et al., 2024a), or few-shot set-167

tings with minimal examples (Mansour et al., 2024;168

Xiao et al., 2024), offering better performance and169

adaptability in low-resource scenarios.170

2.3 Multi-Agent Collaboration171

Recent studies suggest that multi-agent collabo-172

ration, by organizing and coordinating multiple173

LLMs, enables more effective handling of complex174

tasks (Tran et al., 2025; Yan et al., 2025b). Sys-175

tems like CAMEL (Li et al., 2023) and AutoGen176

(Wu et al., 2023) assign roles such as planner, coder, 177

and critic, allowing agents to interact through multi- 178

turn dialogue and perform better in reasoning, gen- 179

eration, and self-revision (Liang et al., 2024). This 180

approach offers key benefits: improved task decom- 181

position and control through role division, reduced 182

bias via mutual verification, and enhanced adapt- 183

ability and modularity. It is increasingly adopted in 184

areas such as decision-making (Liu et al., 2024b), 185

code generation (Yuan et al., 2024), and automated 186

evaluation (Lifshitz et al., 2025). More related 187

work on MLLMs can be found in Appendix A.2. 188

3 Methodology 189

Figure 2 illustrates the overall architecture of our 190

multi-agent AES framework, which consists of 191

three core agents: ❶ Initial Scorer, ❷ Feedback 192

Pool Manager, and ❸ Reflective Scorer. To execute 193

these agents, we introduce two types of models: 194

❶ a student MLLM and ❷ a teacher MLLM. The 195

student model, which has relatively weaker capabil- 196

ities, handles the Initial Scorer by giving an initial 197

score for each of the ten fine-grained traits. The 198

teacher model, with stronger reasoning abilities, 199
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executes the Feedback Pool Manager to generate200

positive feedback comments and applies the Re-201

flective Scorer to revise the student model’s initial202

scores based on the feedback pool. This collabora-203

tive setup mirrors the human-in-the-loop process204

of "scoring → feedback → revision" in real-world205

scoring assessment. In the following sections, we206

describe each module in detail.207

3.1 Initial Scorer208

The Initial Scorer module is responsible for produc-209

ing preliminary scores across the ten fine-grained210

traits. Given the text of the essay topic T , the cor-211

responding image I , the student’s essay E, and212

the detailed scoring rubrics R ∈ R10, the student213

MLLM assigns an initial score s
(0)
i for each trait214

di. Formally, the Initial Scorer defines a mapping:215

S : (T, I, E;R) 7→ s(0) ∈ R10216

where s(0) = (s
(0)
1 , . . . , s

(0)
10 ) denotes the prelimi-217

nary scores with s
(0)
i ∈ {0, 1, . . . , 5}.218

This step can be viewed as the student model219

independently answering an exam based on its own220

understanding. The subsequent modules, executed221

by the teacher MLLM, are responsible for review-222

ing the student MLLMs’ answers, providing feed-223

back, and refining the initial judgments.224

3.2 Feedback Pool Manager225

The Feedback Pool Manager module is responsible226

for generating positive feedback for the student’s227

essay based on the ten traits. Prior studies have228

indicated that MLLMs tend to adhere to the rubrics229

more strictly than human raters, often assigning230

lower scores during essay scoring (Su et al., 2025;231

Kundu and Barbosa, 2024). To address this ten-232

dency, we design the Feedback Pool Manager to233

focus exclusively on extracting positive feedback,234

emphasizing the strengths demonstrated in the es-235

say. Formally, the Feedback Pool Manager defines236

a mapping:237

F : (T, I, E;R) 7→ f ∈ R10238

where f = (f1, . . . , f10) denotes a set of positive239

feedback entries, each associated with a specific240

trait di. For each trait, MLLMs return the extracted241

positive comments highlighting well-performed as-242

pects of the essay.243

The positive feedback generated by the teacher244

MLLM provides crucial and structured guidance245

for the Reflective Scorer in determining whether246

the initial scores require revision.247

3.3 Reflective Scorer 248

The Reflective Scorer module is responsible for 249

revising the student’s initial scores by integrating 250

positive feedback information. Formally, the Re- 251

flective Scorer defines a mapping: 252

S ′
: (T, I, E, s(0),f ;R) 7→ s(1) ∈ R10 253

where s(1) = (s
(1)
1 , . . . , s

(1)
10 ) denotes the revised 254

scores across the ten traits. The teacher MLLM 255

outputs a revised JSON object, and an example is 256

shown in Figure 3: 257

revise: <| True / False |>
modified_scores:
<| Coherence: {"score": X, "reason": ". . . "}
Essay Length: {"score": Y, "reason": ". . . "} |>

Figure 3: Reflective scorer’s JSON output format.

This reflective revision mechanism ensures 258

that the final assessment fairly incorporates the 259

strengths recognized in the essay, while avoiding 260

unnecessary or overly aggressive adjustments. 261

4 Experiments and Analysis 262

4.1 Experimental Setup 263

Statistic Number

Total Multimodal Essays 1,054

Image Type
- Single-Image 703 (66.7%)
- Multi-Image 351 (33.3%)

Multimodal Essay Type
- Flow Chart 305 (28.9%)
- Bar Chart 211 (20.0%)
- Table 153 (14.5%)
- Line Chart 145 (13.8%)
- Pie Chart 71 (6.7%)
- Map 62 (5.9%)
- Composite Chart 107 (10.2%)

Table 1: Key statistics of the ESSAYJUDGE dataset.

Dataset. We evaluate our agent-based AES sys- 264

tem CAFES on the ESSAYJUDGE dataset. It con- 265

sists of 1,054 multimodal essays written at the uni- 266

versity level. Each essay requires students to ana- 267

lyze and construct arguments based on visual inputs 268

such as line charts and flow charts, posing signif- 269

icant challenges for MLLMs in terms of visual- 270

textual understanding and reasoning. What’s more, 271

it covers 125 distinct essay topics across diverse 272
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domains including population, education, environ-273

ment, production, and evolution. More details274

about the dataset are shown in Table 1. The di-275

versity in both topics and visual formats increases276

the complexity of the scoring task and provides277

a strong foundation for evaluating the robustness278

and generalizability of AES systems under varied279

multimodal scenarios.280

Basic Settings. In the CAFES AES frame-281

work, GPT-4o is assigned as the default teacher282

model throughout all experiments to guide and283

refine student MLLM’s outputs, given its strong284

performance in AES (Hurst et al., 2024; Su et al.,285

2025). To evaluate CAFES’s generalization abil-286

ity, we systematically assign a wide range of lead-287

ing MLLMs to the student model, grouped as fol-288

lows: (i) Open-source MLLMs: InternVL2.5 (2B,289

4B, 8B, 26B) (Chen et al., 2025b), Qwen2.5-VL290

(3B, 32B) (Chen et al., 2025c), and LLaMA-3.2-291

Vision (11B, 90B) (Dubey et al., 2024); (ii) Closed-292

source MLLMs: Claude-3.5-Sonnet (Anthropic,293

2024), Gemini-2.5-Flash (DeepMind, 2025), and294

GPT-4o-mini (OpenAI, 2024). Since no existing295

AES model is designed for multimodal settings,296

we use the initial scores produced by each student297

model — before any teacher MLLM’s feedback or298

reflection — to serve as the baseline for compari-299

son. This setup ensures that any observed improve-300

ments can be fully attributed to the multi-agent301

process introduced in the CAFES framework. De-302

tailed rubrics, prompts and model sources are listed303

in Appendix B.1, B.2, and B.3.304

Evaluation Metric. After extensively reviewing305

previous AES studies (Song et al., 2024; Lee et al.,306

2024b; Mathias and Bhattacharyya, 2018; Cozma307

et al., 2018b; Wang et al., 2018), we select QWK as308

our evaluation metric, which is the most commonly309

used for assessing model alignment with ground310

truth scores. Its formula is expressed as:311

k = 1−
∑

i,j wi,jOi,j∑
i,j wi,jEi,j

,312

where wi,j =
(i−j)2

(N−1)2
is the element of the weight313

matrix penalizing larger differences between i and314

j, Oi,j is the observed agreement, and Ei,j is the315

expected agreement under random chance. QWK316

values range from -1 (complete disagreement) to 1317

(perfect agreement). Higher values are expected.318

4.2 Main Results319

Our proposed CAFES framework yields con-320

sistent and significant improvements of QWK321

across each student MLLM on most traits. Com- 322

pared to the initial scores of single MLLMs, it 323

improves the average QWK score by 0.07, from 324

0.29 to 0.36, representing a 21% relative improve- 325

ment. Notably, the Qwen2.5-VL-3B achieves a 326

remarkable 0.25 QWK improvement on the Gram- 327

matical Accuracy trait, which is shown in Table 2). 328

These results clearly demonstrate the robustness 329

and effectiveness of our framework. 330

The CAFES framework yields the most sig- 331

nificant improvements in grammatical and lexi- 332

cal diversity. As shown in Figure 4, these two traits 333

show the largest improvements under the CAFES 334

framework compared to the initial scores. This is 335

because single student MLLMs tend to focus on 336

surface-level errors of grammar and vocabulary in 337

initial scoring while overlooking the positive as- 338

pects of diversity (Su et al., 2025; Kundu and Bar- 339

bosa, 2024), leading to underestimation compared 340

to human raters (as shown in Appendix B.4). With 341

the help of the Feedback Pool Manager, the agent 342

highlights strengths and passes them to the Reflec- 343

tive Scorer, enabling better recognition of diverse 344

expression and more aligned score revisions. 345

Figure 4: Trait-level score improvements after reflection
via CAFES across different student MLLMs.

In general, the lower the QWK of initial 346

score generated by Initial Scorer, the greater 347

the QWK improvement brought by CAFES. 348

This trend appears both within and across student 349

MLLMs. Within a student MLLM, traits with 350

lower initial QWK tend to improve more with 351

CAFES (as shown in Figure 5). More examples are 352

shown in Appendix B.5. Across different student 353

MLLMs, those with weaker initial performance 354

benefit more from CAFES framework, which is 355

clearly demonstrated in Figure 6). This is likely 356

because lower-performing traits or MLLMs have 357
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MLLMs Lexical Level Sentence Level Discourse Level

LA LD CH GA GD PA AC JP OS EL

Open-Source MLLMs

InternVL2.5-2B (Chen et al., 2025b) 0.04 0.06 0.07 0.02 0.08 0.05 0.03 0.01 0.05 0.04
+ CAFES (Ours) 0.11 0.16 0.18 0.15 0.20 0.16 0.12 0.08 0.13 0.17

Improvements ↑0.07 ↑0.10 ↑0.11 ↑0.13 ↑0.12 ↑0.11 ↑0.10 ↑0.07 ↑0.08 ↑0.13

InternVL2.5-4B (Chen et al., 2025b) 0.12 0.14 0.35 0.08 0.11 0.13 0.24 0.29 0.37 0.30
+ CAFES (Ours) 0.23 0.37 0.40 0.31 0.35 0.27 0.24 0.24 0.33 0.34

Improvements ↑0.11 ↑0.24 ↑0.04 ↑0.23 ↑0.24 ↑0.14 - ↓0.04 ↑0.04 ↑0.04

InternVL2.5-8B (Chen et al., 2025b) 0.32 0.20 0.27 0.27 0.11 0.21 0.26 0.39 0.09 0.10
+ CAFES (Ours) 0.38 0.37 0.32 0.38 0.29 0.29 0.27 0.39 0.29 0.17

Improvements ↑0.07 ↑0.18 ↑0.05 ↑0.12 ↑0.18 ↑0.09 ↑0.01 - ↑0.20 ↑0.07

InternVL2.5-26B (Chen et al., 2025b) 0.48 0.26 0.28 0.46 0.23 0.33 0.31 0.33 0.32 0.30
+ CAFES (Ours) 0.42 0.38 0.30 0.40 0.35 0.31 0.25 0.29 0.34 0.31

Improvements ↓0.06 ↑0.12 ↑0.02 ↓0.05 ↑0.12 ↓0.02 ↓0.07 ↓0.04 ↑0.02 ↑0.01

Qwen2.5-VL-3B (Chen et al., 2025c) 0.19 0.28 0.34 0.19 0.29 0.20 0.26 0.29 0.34 0.32
+ CAFES (Ours) 0.30 0.30 0.39 0.44 0.32 0.34 0.27 0.35 0.37 0.35

Improvements ↑0.11 ↑0.02 ↑0.05 ↑0.25 ↑0.02 ↑0.13 ↑0.01 ↑0.05 ↑0.03 ↑0.03

Qwen2.5-VL-32B (Chen et al., 2025c) 0.43 0.40 0.50 0.48 0.39 0.38 0.26 0.35 0.46 0.22
+ CAFES (Ours) 0.49 0.47 0.49 0.51 0.51 0.43 0.26 0.38 0.43 0.25

Improvements ↑0.06 ↑0.07 ↓0.01 ↑0.03 ↑0.13 ↑0.05 - ↑0.02 ↓0.03 ↑0.03

LLaMA-3.2-Vision-11B (Dubey et al., 2024) 0.25 0.16 0.22 0.22 0.17 0.21 0.11 0.16 0.20 0.14
+ CAFES (Ours) 0.32 0.29 0.31 0.35 0.28 0.29 0.14 0.27 0.29 0.20

Improvements ↑0.07 ↑0.13 ↑0.10 ↑0.13 ↑0.11 ↑0.08 ↑0.02 ↑0.10 ↑0.09 ↑0.06

LLaMA-3.2-Vision-90B (Dubey et al., 2024) 0.40 0.29 0.38 0.40 0.30 0.32 0.21 0.30 0.35 0.16
+ CAFES (Ours) 0.45 0.42 0.43 0.46 0.44 0.39 0.25 0.33 0.37 0.22

Improvements ↑0.06 ↑0.12 ↑0.06 ↑0.06 ↑0.14 ↑0.07 ↑0.03 ↑0.03 ↑0.01 ↑0.06

Closed-Source MLLMs

Claude-3.5-Sonnet (Anthropic, 2024) 0.50 0.53 0.49 0.54 0.52 0.55 0.41 0.39 0.57 0.27
+ CAFES (Ours) 0.58 0.59 0.55 0.55 0.58 0.55 0.39 0.45 0.57 0.35

Improvements ↑0.08 ↑0.06 ↑0.07 ↑0.01 ↑0.06 ↑0.01 ↓0.02 ↑0.06 - ↑0.08

Gemini-2.5-Flash (DeepMind, 2025) 0.33 0.26 0.47 0.28 0.30 0.36 0.31 0.32 0.51 0.23
+ CAFES (Ours) 0.40 0.39 0.47 0.41 0.36 0.38 0.28 0.34 0.50 0.26

Improvements ↑0.07 ↑0.13 - ↑0.13 ↑0.06 ↑0.02 ↓0.03 ↑0.03 ↓0.01 ↑0.03

GPT-4o-mini (OpenAI, 2024) 0.51 0.34 0.48 0.64 0.38 0.50 0.37 0.55 0.45 0.24
+ CAFES (Ours) 0.51 0.50 0.52 0.57 0.54 0.49 0.37 0.44 0.48 0.28

Improvements - ↑0.16 ↑0.04 ↓0.07 ↑0.15 ↓0.01 - ↓0.11 ↑0.03 ↑0.04

Table 2: QWK scores of different student MLLMs on ten multi-granular essay traits. For each MLLM, the first
row shows the baseline, the second shows the final result with CAFES, and the third shows the improvement.
Improvements are marked in green arrow ↑ , while declines are indicated in red arrow ↓.

(a) Claude-3.5-Sonnet (b) InternVL2.5-8B

Figure 5: Improvements of QWK score across all traits based on different student MLLMs.
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Figure 6: Improvements of average QWK score across
ten traits of all student MLLMs.

more room for improvement, while stronger ones358

are already close to the teacher MLLM’s level.359

4.3 Analysis of #image Setting360

CAFES framework yields greater improve-361

ments in the multi-image setting across most362

traits. As shown in Figure 7, initial scores under363

multi-image settings tend to be more conservative,364

as MLLMs face greater difficulty in interpreting365

complex visual inputs. This conservative scoring366

provides more room for adjustment, allowing the367

CAFES framework to achieve more noticeable im-368

provements. Notably, these more improvements369

of QWK in multi-image settings also supports the370

necessity of incorporating multimodal inputs.371

Figure 7: Improvements of average QWK of all student
MLLMs under single-image and multi-image settings.

For traits like Organizational Structure and372

Coherence, single-image topics yield greater im-373

provements than multi-image topics. Unlike374

most traits where multi-image topics lead to the375

greatest improvements, organizational structure376

and coherence exhibit higher QWK improvements377

in the single-image setting (as shown in Figure 7).378

This may be attributed to the fact that single-image379

topics typically provide less visual information,380

which lowers the demand for essay structure and381

coherence in students’ essays. In such cases, mod-382

els find it easier to evaluate structural clarity and383

coherence, resulting in more confident scoring and384

greater improvements after reflection.385

Figure 8: The average QWK scores of InternVL2.5 at
different parameter scales (2B, 4B, 8B, 26B), evaluated
before and after reflective feedback.

4.4 Scaling Analysis 386

The performance of the student MLLM consis- 387

tently improves with the scale of MLLM param- 388

eters. We observe a trend similar to the scaling law 389

(Kaplan et al., 2020) in our setting. As shown in 390

Figure 8, when the size of InternVL2.5 increases 391

from 2B to 26B, the average QWK score rises from 392

0.045 to 0.33 in the initial scoring stage. After in- 393

corporating CAFES framework, the performance 394

further improves, with the QWK increasing from 395

0.146 to 0.335. This result suggests that larger 396

MLLMs exhibit stronger alignment with human 397

judgment and greater reasoning ability. 398

Figure 9: QWK changes w/ and w/o Feedback Pool for
Qwen2.5-VL-32B & Claude-3.5-Sonnet.

Figure 10: QWK scores across ten traits for two
MLLMs (GPT-4o and LLaMA-3.2-Vision-90B), w/ and
w/o the teacher-student collaboration mechanism.

4.5 Ablation Study 399

We conduct two ablation studies to test key compo- 400

nents of CAFES. The first removes the Feedback 401
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Figure 11: A representative case study illustrating CAFES’s score revision process. The student MLLM is Claude-
3.5-Sonnet, and the teacher MLLM is GPT-4o.

Pool Manager. The second uses the same MLLM402

for both student and teacher models.403

Removing the Feedback Pool Manager results404

in reflected scores worse than the initial ones.405

We allowed the initial scores to be directly revised406

without positive feedback. We apply this setup to407

two strong MLLMs as the student model: Claude-408

3.5-Sonnet (closed-source) and Qwen2.5-VL-32B409

(open-source). In both cases, QWK scores drop410

after reflection without feedback pool (Figure 9).411

This may be because CAFES without positive feed-412

back tends to over-focus on errors while ignoring413

strengths in essays, which underscores the impor-414

tance of structured, trait-level positive feedback.415

Removing the teacher-student collaboration416

mechanism leads to a substantial drop in QWK.417

We test two variants: using LLaMA-3.2-Vision-418

90B or GPT-4o for both student and teacher roles.419

As shown in Figure 10, QWK decreases notably420

compared to the original teacher–student setup,421

even when both roles use GPT-4o. These results422

suggest that different role assignment and inde-423

pendent reasoning between student and teacher424

MLLMs are essential for effective score revision425

in CAFES ’s cross-agent collaborative framework.426

4.6 Case Study427

To demonstrate how our CAFES framework re-428

vises scores through feedback and reflection, we429

show an example using Claude-3.5-Sonnet as the430

student MLLM (as shown in Figure 11). More431

examples are shown in Appendix C. The essay ex-432

plains how ethanol is produced, based on a flow433

chart. For example, we can find that the student 434

MLLM initially gives a low argument clarity score 435

of 1, while the ground truth score is 3. As men- 436

tioned in 4.2, this is because the MLLM focuses 437

too much on surface-level errors and overlooks key 438

strengths, such as the relevant introduction and logi- 439

cal structure. After receiving positive, trait-specific 440

feedback from the teacher MLLM, the Reflective 441

Scorer revises the score upward. The final score 442

better matches the human judgment, showing that 443

targeted feedback helps correct overly harsh assess- 444

ments and highlight overlooked merits. This case 445

shows how the CAFES framework uses structured 446

feedback and subsequent reflection to refine the 447

initial model output, leading to better alignment 448

with human scores and preferences. 449

5 Conclusion 450

In this work, we present CAFES, the first collab- 451

orative multi-agent framework for AES task. It 452

divides the essay scoring process into three core 453

stages (i.e., initial scoring, feedback generation, 454

and reflective revision), enabling structured collab- 455

oration between three agents. Experiments across 456

different student MLLMs show significant QWK 457

improvements with CAFES framework, especially 458

in grammatical and lexical diversity. Ablation stud- 459

ies further confirm the necessity of the Feedback 460

Pool Manager and teacher-student collaboration 461

mechanism. We hope CAFES can offer a new 462

paradigm for building reliable and human-aligned 463

AES systems and encourage the community to ad- 464

vance more effective and accurate scoring methods. 465
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Limitations466

Despite the improvements we demonstrate in our467

CAFES framework, there are still minor limita-468

tions:469

1. Our framework is evaluated on the Essay-470

Judge dataset and achieves notable improve-471

ments over baseline models. However, Essay-472

Judge — the only available multimodal essay473

dataset — focuses mainly on chart-based top-474

ics and does not cover more complex visual475

inputs such as film frames. We plan to include476

a broader range of multimodal essay types in477

future evaluations.478

2. The reflection mechanism helps suppress hal-479

lucinations from a single MLLM, such as fab-480

ricated justifications or misinterpretation of481

charts, but hallucination-induced scoring er-482

rors still occur. In future work, we aim to483

further strengthen evidence grounding.484
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A More Related Work916

A.1 AES Datasets917

Table 3 summarizes widely used AES datasets918

in terms of dataset size, number of essay topics,919

modality, and trait-level annotations. Most exist-920

ing datasets (e.g., ASAP, CLC-FCE, TOEFL11)921

are unimodal and offer either holistic scores or a922

limited number of traits, primarily focusing on text-923

based prompts. Recently, EssayJudge (Su et al.,924

2025) has been introduced as a multimodal bench-925

mark that includes both textual and visual inputs,926

covering 125 topics and annotated across ten fine-927

grained scoring traits. This enables more com-928

prehensive evaluation of AES systems, especially929

those leveraging MLLMs.930

A.2 Multimodal Large Language Models931

MLLMs have experienced rapid development in re-932

cent years and have been widely adopted across var-933

ious domains (Yuan et al., 2025; Song et al., 2025b;934

Yan et al., 2024a). Their core advantage lies in the935

ability to jointly process visual and textual inputs936

to handle a range of complex tasks (Xi et al., 2023;937

Huo et al., 2024; Yan et al., 2024c; Yan and Lee,938

2024; Zou et al., 2025; Dang et al., 2024; Huo et al.,939

2025; Chen et al., 2025a). On the proprietary side,940

MLLMs such as GPT-4o (Hurst et al., 2024) and941

Gemini-1.5 (DeepMind, 2025) have demonstrated942

state-of-the-art performance in multimodal reason-943

ing, instruction following, and question answer-944

ing tasks (Chang et al., 2024; Yan et al., 2024b,a;945

Zheng et al., 2024; Yan et al., 2025a). Mean-946

while, open-source MLLMs have made notable947

advances in terms of accessibility and modular-948

ity. LLaVA-NEXT (Liu et al., 2024a) employs949

pretrained encoders and adapters to align vision950

and language representations efficiently. Other rep-951

resentative MLLMs—such as Qwen2.5-VL (Chen952

et al., 2025c), DeepSeek-VL (Lu et al., 2024), In-953

ternVL (Chen et al., 2025b), Yi-VL (Young et al.,954

2024), LLaMA3-VL (Dubey et al., 2024), and955

MiniCPM-V (Hu et al., 2024)—have introduced a956

variety of fusion mechanisms, including visual pro-957

jection heads, mixture-of-experts architectures, and958

image-grounded token masking. These MLLMs959

have been applied to a wide range of domains,960

including education and medical diagnostics (Qu961

et al., 2025; Zou et al., 2024; Zhou et al., 2024;962

Huang et al., 2024), showcasing the expanding963

scope and depth of MLLM capabilities.964

Building upon these diverse MLLMs, our pro-965

posed CAFES multi-agent framework flexibly in- 966

corporates different MLLMs as the backbone for 967

each agent module, enabling collaborative interac- 968

tion between student and teacher MLLMs to en- 969

hance the accuracy and robustness of AES. 970

B Additional Experimental Details 971

B.1 Trait-Specific Rubrics 972

In this section, we introduce the rubrics of the 10 973

traits which is similar to EssayJudge. The rubrics 974

are detailed in Table 4 to Table 13. Each trait is 975

assessed using a numerical score ranging from 0 to 976

5. A score of 5 represents high-quality performance 977

with respect to the trait being evaluated, while a 978

score of 0 represents low-quality performance in 979

the same regard. 980

B.2 Prompt for CAFES framework 981

Our agent-based CAFES framework consists of 982

three modules—Initial Scorer, Feedback Pool Gen- 983

erator, and Reflective Scorer—each employing cus- 984

tomized prompt designs for their functional roles. 985

While all agents operate under a unified trait-based 986

rubric schema, the input structure and expected 987

output vary to support multi-stage evaluation. The 988

details are shown in Figure 12 to 14. 989

B.3 Model Sources 990

Table 14 details specific sources for the various stu- 991

dent MLLMs. The hyperparameters for the experi- 992

ments are set to their default values unless specified 993

otherwise. 994

B.4 Average Trait-Specific Score Comparison 995

Closed-source MLLMs tend to adopt a more rig- 996

orous scoring strategy compared to open-source 997

MLLMs. This trend is supported by both quantita- 998

tive and distributional evidence. First, as shown in 999

the Figure 15, closed-source models consistently 1000

assign lower average scores than open-source mod- 1001

els across most traits, regardless of whether the 1002

scores are initial or final (Su et al., 2025; Kundu 1003

and Barbosa, 2024). Second, Figure 16 reveals that 1004

closed-source models exhibit slightly higher score 1005

variance (0.81 vs. 0.79), indicating a broader and 1006

possibly more cautious distribution of judgments. 1007

Together, these findings suggest that closed-source 1008

MLLMs are more aligned with rigorous rubric in- 1009

terpretation, both when directly scoring and when 1010

acting as student models within the CAFES frame- 1011

work. 1012
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B.5 More examples of Findings1013

Beyond the examples of Claude-3.5-Sonnet and1014

InternVL2.5-8B presented in the main paper, ad-1015

ditional cases support this observation, which is1016

shown in Figure 17.1017

C More Essay Scoring examples1018

To further illustrate the effectiveness of our multi-1019

agent AES framework, we include several addi-1020

tional essay cases (as shown in Figure 18 to 20).1021

Each example consists of the essay topic, student’s1022

essays, initial scores, feedback pool, and final re-1023

vised scores after reflection. These examples high-1024

light different error types, model reasoning behav-1025

iors, and improvement patterns across traits.1026

Benchmarks Venue Size #Topics Modality #Traits

ASAPAES (Cozma et al., 2018a) ACL 17,450 8 T 0
ASAP++ (Mathias and Bhattacharyya, 2018) ACL 10,696 6 T 8
CLC-FCE (Yannakoudakis et al., 2011) ACL 1,244 10 T 0
TOEFL11 (Lee et al., 2024a) EMNLP 1,100 8 T 0
ICLE (Granger et al., 2009) COLING 3,663 48 T 4
AAE (Stab and Gurevych, 2014) COLING 102 101 T 1
ICLE++ (Li and Ng, 2024c) NAACL 1,008 10 T 10
CREE (Bailey and Meurers, 2008) BEA 566 75 T 1

EssayJudge (Su et al., 2025) - 1054 125 T, I 10

Table 3: Comparison between previous AES datasets.
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Score Scoring Criteria

5 The central argument is clear, and the first paragraph clearly outlines the topic of the image
and question, providing guidance with no ambiguity.

4 The central argument is clear, and the first paragraph mentions the topic of the image and
question, but the guidance is slightly lacking or the expression is somewhat vague.

3 The argument is generally clear, but the expression is vague, and it doesn’t adequately guide
the rest of the essay.

2 The argument is unclear, the description is vague or incomplete, and it doesn’t guide the essay.

1 The argument is vague, and the first paragraph fails to effectively summarize the topic of the
image or question.

0 No central argument is presented, or the essay completely deviates from the topic and image.

Table 4: Rubrics for evaluating the argument clarity of the essays.

Score Scoring Criteria

5 Transitions between sentences are natural, and logical connections flow smoothly; appropriate
use of linking words and transitional phrases.

4 Sentences are generally coherent, with some transitions slightly awkward; linking words are
used sparingly but are generally appropriate.

3 The logical connection between sentences is not smooth, with some sentences jumping or
lacking flow; linking words are used insufficiently or inappropriately.

2 Logical connections are weak, sentence connections are awkward, and linking words are
either used too little or excessively.

1 There is almost no logical connection between sentences, transitions are unnatural, and
linking words are very limited or incorrect.

0 No coherence at all, with logical confusion between sentences.

Table 5: Rubrics for evaluating the coherence of the essays.

Task Definition: You are an experienced English writing examiner. Please evaluate the student’s
essay by assigning a score (0-5) for each of the ten traits and a confidence level (1–10) that reflects
how certain you are about each score, where 1 is least certain and 10 is completely certain.

Rubrics: {Trait-specific corresponding rubrics}

Below is the reference content:
Image: "{image}"
Essay Topic: "{question}"
Student’s Essay: "{essay}"

Instruction: Please provide your answer in the same style and format as the example. Use the
exact trait names as shown (with proper capitalization) Return your response strictly in JSON
format without any additional text, explanations, or code block delimiters (no triple backticks).

Figure 12: Prompt for Initial Scorer.
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Score Scoring Criteria

5 Word count is 150 words or more, with the content being substantial and without obvious
excess or brevity.

4 Word count is around 150 words, but slightly off (within 10 words), and the content is
complete.

3 Word count is noticeably too short or too long, and the content is not sufficiently substantial or
is somewhat lengthy.

2 Word count deviates significantly, failing to fully cover the requirements of the prompt.

1 Word count is far below the requirement, and the content is incomplete.

0 Word count is severely insufficient or excessive, making it impossible to meet the
requirements of the prompt.

Table 6: Rubrics for evaluating the essay length of the essays.

Score Scoring Criteria

5 Sentence structure is accurate with no grammatical errors; both simple and complex sentences
are error-free.

4 Sentence structure is generally accurate, with occasional minor errors that do not affect
understanding; some errors in complex sentence structures.

3 Few grammatical errors, but more noticeable errors that affect understanding; simple
sentences are accurate, but complex sentences frequently contain errors.

2 Numerous grammatical errors, with sentence structure affecting understanding; simple
sentences are occasionally correct, but complex sentences have frequent errors.

1 A large number of grammatical errors, with sentence structure severely affecting
understanding; sentence structure is unstable, and even simple sentences contain mistakes.

0 Sentence structure is completely incorrect, nonsensical, and difficult to understand.

Table 7: Rubrics for evaluating the grammatical accuracy of the essays.

Score Scoring Criteria

5 Uses a variety of sentence structures, including both simple and complex sentences, with
flexible use of clauses and compound sentences, demonstrating rich sentence variation.

4 Generally uses a variety of sentence structures, with appropriate use of common clauses and
compound sentences. Sentence structures vary, though some sentence types lack flexibility.

3 Uses a variety of sentence structures, but with limited use of complex sentences, which often
contain errors. Sentence variation is somewhat restricted.

2 Sentence structures are simple, primarily relying on simple sentences, with occasional
attempts at complex sentences, though errors occur frequently.

1 Sentence structures are very basic, with almost no complex sentences, and even simple
sentences contain errors.

0 Only uses simple, repetitive sentences with no complex sentences, resulting in rigid sentence
structures.

Table 8: Rubrics for evaluating the grammatical diversity of the essays.
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Score Scoring Criteria

5 Fully addresses and accurately analyzes all important information in the image and prompt
(e.g., data turning points, trends); argumentation is in-depth and logically sound.

4 Addresses most of the important information in the image and prompt, with reasonable
analysis but slight shortcomings; argumentation is generally logical.

3 Addresses some important information in the image and prompt, but analysis is insufficient;
argumentation is somewhat weak.

2 Mentions a small amount of important information in the image and prompt, with simple or
incorrect analysis; there are significant logical issues in the argumentation.

1 Only briefly mentions important information in the image and prompt or makes clear
analytical errors, lacking reasonable reasoning.

0 Fails to mention key information from the image and prompt, lacks any argumentation, and is
logically incoherent.

Table 9: Rubrics for evaluating the justifying persuasiveness of the essays.

Score Scoring Criteria

5 Vocabulary is accurately chosen, with correct meanings and spelling, and minimal errors;
words are used precisely to convey the intended meaning.

4 Vocabulary is generally accurate, with occasional slight meaning errors or minor spelling
mistakes, but they do not affect overall understanding; words are fairly precise.

3 Vocabulary is mostly correct, but frequent minor errors or spelling mistakes affect some
expressions; word choice is not fully precise.

2 Vocabulary is inaccurate, with significant meaning errors and frequent spelling mistakes,
affecting understanding.

1 Vocabulary is severely incorrect, with unclear meanings and noticeable spelling errors,
making comprehension difficult.

0 Vocabulary choice and spelling are completely incorrect, and the intended meaning is unclear
or impossible to understand.

Table 10: Rubrics for evaluating the lexical accuracy of the essays.

Score Scoring Criteria

5 Vocabulary is rich and diverse, with a wide range of words used flexibly, avoiding repetition.

4 Vocabulary diversity is good, with a broad range of word choices, occasional repetition, but
overall flexible expression.

3 Vocabulary diversity is average, with some variety in word choice but limited, with frequent
repetition.

2 Vocabulary is fairly limited, with a lot of repetition and restricted word choice.

1 Vocabulary is very limited, with frequent repetition and an extremely narrow range of words.

0 Vocabulary is monotonous, with almost no variation, failing to demonstrate vocabulary
diversity.

Table 11: Rubrics for evaluating the lexical diversity of the essays.
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Score Scoring Criteria

5 The essay has a well-organized structure, with clear paragraph divisions, each focused on a
single theme. There are clear topic sentences and concluding sentences, and transitions
between paragraphs are natural.

4 The structure is generally reasonable, with fairly clear paragraph divisions, though transitions
may be somewhat awkward and some paragraphs may lack clear topic sentences.

3 The structure is somewhat disorganized, with unclear paragraph divisions, a lack of topic
sentences, or weak logical flow.

2 The structure is unclear, with improper paragraph divisions and poor logical coherence.

1 The paragraph structure is chaotic, with most paragraphs lacking clear topic sentences and
disorganized content.

0 No paragraph structure, content is jumbled, and there is a complete lack of logical
connections.

Table 12: Rubrics for evaluating the organizational structure of the essays.

Score Scoring Criteria

5 Punctuation is used correctly throughout, adhering to standard rules with no errors.

4 Punctuation is mostly correct, with occasional minor errors that do not affect understanding.

3 Punctuation is generally correct, but there are some noticeable errors that slightly affect
understanding.

2 There are frequent punctuation errors, some of which affect understanding.

1 Punctuation errors are severe, significantly affecting comprehension.

0 Punctuation is completely incorrect or barely used, severely hindering understanding.

Table 13: Rubrics for evaluating the punctuation accuracy of the essays.
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Task Definition: You are an experienced English writing examiner. Your task is to provide
detailed positive feedback on a student essay across ten traits: Argument Clarity, Justifying
Persuasiveness, Organizational Structure, Coherence, Essay Length, Grammatical Accuracy,
Grammatical Diversity, Lexical Accuracy, Lexical Diversity, Punctuation Accuracy.

Rubrics: {Trait-specific corresponding rubrics}

Below is the reference content:
Image: "{image}"
Essay Topic: "{question}"
Student’s Essay: "{essay}"

Instruction: please generate your feedback dimension by dimension.Your output must be in
natural language paragraphs. Do not use JSON, code blocks, or bullet points. Start each dimension
with the tag in square brackets, for example: [Argument Clarity]
Sample Format: [Argument Clarity] The opening paragraph clearly introduces the topic of the
image and outlines the overall trend, effectively setting up the structure for later analysis.

Figure 13: Prompt for Feedback Pool Manager.

Task Definition: You are evaluating a set of essay scores originally provided by another assistant
reviewer. A detailed feedback report—including both positive and negative comments across 10
traits—is available for reference, but should not be treated as an absolute judgment. Your task is to
serve as a more careful and critical second-round reviewer. Do not assume the original scores are
correct — examine each trait carefully and revise any score that appears inaccurate or unsupported
by the essay.

Rubrics: {Trait-specific corresponding rubrics}

Below is the reference content:
Image: "{image}"
Essay Topic: "{question}"
Student’s Essay: "{essay}"
Original Scores :"{score}"
Feedback Report :"{feedback}"

Instruction: If revision is needed, return only the affected dimensions with new scores and brief
reasoning. Otherwise, confirm the original scores. Return your response strictly in JSON format
without any additional text, explanations, or code block delimiters (no triple backticks). Only raw
JSON is accepted.

Figure 14: Prompt for Reflective Scorer.
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MLLMs Source URL

InternVL2.5-2B local checkpoint https://huggingface.co/
OpenGVLab/InternVL2-2B

InternVL2.5-4B local checkpoint https://huggingface.co/
OpenGVLab/InternVL2-4B

InternVL2.5-8B local checkpoint https://huggingface.co/
OpenGVLab/InternVL2-8B

InternVL2.5-26B local checkpoint https://huggingface.co/
OpenGVLab/InternVL2-26B

Qwen2.5-VL-3B local checkpoint https://huggingface.co/Qwen/
Qwen2.5-VL-3B-Instruct

Qwen2.5-VL-32B local checkpoint https://huggingface.co/Qwen/
Qwen2.5-VL-32B-Instruct

LLaMA-3.2-Vision-11B local checkpoint https://huggingface.
co/meta-llama/Llama-3.
2-11B-Vision-Instruct

LLaMA-3.2-Vision-90B local checkpoint https://huggingface.
co/meta-llama/Llama-3.
2-90B-Vision-Instruct

Claude-3.5-Sonnet claude-3.5-sonnet-20241022 https://www.anthropic.com/
claude/sonnet

Gemini-2.5-Flash gemini-2.5-flash-preview-04-17 https://deepmind.google/
technologies/gemini/flash

GPT-4o-mini gpt-4o-mini-2024-07-18 https://platform.openai.com/
docs/models/gpt-4o-mini

Table 14: Sources of our evaluated MLLMs.

Figure 15: Average trait-specific scores assigned by closed-source and open-source MLLMs at both the initial stage
and after revision through the CAFES framework.

Figure 16: Score distributions of closed-source and open-source MLLMs at both the initial scoring stage and after
revision through the CAFES framework.
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(a) Qwen2.5-VL-3B (b) GPT-4o-mini

Figure 17: Improvements of QWK score across all traits based on different student MLLM.

Figure 18: A case study illustrating CAFES ’s score revision process. And the student MLLM is Claude-3.5-Sonnet,
and the teacher MLLM is GPT-4o.

Figure 19: A case study illustrating CAFES ’s score revision process. And the student MLLM is GPT-4o-mini, and
the teacher MLLM is GPT-4o.
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Figure 20: A case study illustrating CAFES ’s score revision process. And the student MLLM is Qwen2.5-VL-32B,
and the teacher MLLM is GPT-4o.
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