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Abstract
Unsupervised and self-supervised objectives, such
as next token prediction, have enabled pre-
training generalist models from large amounts of
unlabeled data. In reinforcement learning (RL),
however, finding a truly general and scalable un-
supervised pre-training objective for generalist
policies from offline data remains a major open
question. While a number of methods have been
proposed to enable generic self-supervised RL,
based on principles such as goal-conditioned RL,
behavioral cloning, and unsupervised skill learn-
ing, such methods remain limited in terms of ei-
ther the diversity of the discovered behaviors, the
need for high-quality demonstration data, or the
lack of a clear adaptation mechanism for down-
stream tasks. In this work, we propose a novel un-
supervised framework to pre-train generalist poli-
cies that capture diverse, optimal, long-horizon
behaviors from unlabeled offline data such that
they can be quickly adapted to any arbitrary new
tasks in a zero-shot manner. Our key insight is to
learn a structured representation that preserves the
temporal structure of the underlying environment,
and then to span this learned latent space with
directional movements, which enables various
zero-shot policy “prompting” schemes for down-
stream tasks. Through our experiments on simu-
lated robotic locomotion and manipulation bench-
marks, we show that our unsupervised policies
can solve goal-conditioned and general RL tasks
in a zero-shot fashion, even often outperforming
prior methods designed specifically for each set-
ting. Our code and videos are available at https:
//seohong.me/projects/hilp/.

1. Introduction
Generalist models that can utilize large amounts of weakly
labeled data provide an appealing recipe: pre-train via self-
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supervised or unsupervised objectives on large and diverse
datasets without ground truth labels, and then adapt effi-
ciently via prompting, few-shot learning, or fine-tuning to
downstream tasks. This strategy has proven to be extremely
effective in settings where simple self-supervised objectives
can be used to train on Internet-scale data (Brown et al.,
2020; Ramesh et al., 2022), leading to models that can
quickly adapt to new tasks for pattern recognition (Kirillov
et al., 2023), question answering (Ouyang et al., 2022), and
even diverse AI-assistant applications (Chen et al., 2021b).
Motivated by this observation, a number of works have re-
cently sought to propose self-supervised objectives to pre-
train generalist policies for reinforcement learning (RL) and
control (Reed et al., 2022; Padalkar et al., 2024). We can
broadly refer to the resulting models as foundation policies:
general-purpose policies that can rapidly adapt to solve a
variety of downstream tasks.

However, unlike natural language processing, where next
token prediction has become the standard pre-training objec-
tive (Brown et al., 2020), finding the best policy pre-training
objective from data remains a major open question in RL.
Prior works have proposed several ways to pre-train gener-
alist policies based on diverse objectives, such as behavioral
cloning (BC) (Ajay et al., 2021; Reed et al., 2022; Padalkar
et al., 2024), offline goal-conditioned RL (GCRL) (Chebotar
et al., 2021; Eysenbach et al., 2022; Park et al., 2023), and
unsupervised skill discovery (Gregor et al., 2016; Machado
et al., 2017; Eysenbach et al., 2019; Park et al., 2024). How-
ever, none of these objectives is ideal: behavioral cloning re-
quires expert demonstrations, which limits the availability of
data, goal-conditioned RL can only yield goal-reaching be-
haviors, and unsupervised skill discovery methods, though
general and principled, can present major challenges in
terms of scalability, optimization, and offline learning.

In this work, we propose a general offline pre-training ob-
jective for foundation policies that capture diverse, optimal
“long-horizon” behaviors from unlabeled data to facilitate
downstream task learning. Our main idea is to discover the
temporal structure of states through offline data, and to rep-
resent this structure in such a way that we can quickly and ac-
curately obtain optimal policies for any arbitrary new tasks
from relatively concise “prompts” (e.g., a small number of
states annotated with rewards, target goals, etc.). We begin
by learning a geometric abstraction of the dataset, where dis-
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Figure 1. Illustration of HILPs. (left) We first train a distance-preserving mapping ϕ : S → Z that maps temporally similar states to
spatially similar latent states (d∗ denotes the temporal distance). (right) We then train a latent-conditioned policy π(a | s, z), which
we call a Hilbert foundation policy, that spans that latent space with directional movements. This policy captures diverse long-horizon
behaviors from unlabeled data, which can be directly used to solve a variety of downstream tasks efficiently, even in a zero-shot manner.

tances between representations of states correspond to their
long-horizon global relationships. Specifically, we train a
representation ϕ : S → Z that maps the state space S into
a Hilbert space Z (i.e., a metric space with a well-defined
inner product) such that

d∗(s, g) = ∥ϕ(s)− ϕ(g)∥ (1)

holds for every s, g ∈ S, where d∗ denotes the temporal
distance (i.e., the minimum number of time steps needed
for an optimal policy to transition between them). Then, we
train a latent-conditioned policy π(a | s, z) that spans the
learned latent space using offline RL, with the following
“directional” intrinsic reward based on the inner product:

r(s, z, s′) = ⟨ϕ(s′)− ϕ(s), z⟩. (2)

Intuitively, by learning to move in every possible direction
specified by a unit vector z ∈ Z , the policy learns diverse
long-horizon behaviors that optimally span the latent space
as well as the state space (Figure 1).

The resulting multi-task policy π(a | s, z) has a number
of attractive properties. First, it captures a variety of di-
verse behaviors, or skills, from offline data. These behav-
iors can be hierarchically combined or fine-tuned to solve
downstream tasks efficiently. Second, we can train this pol-
icy with offline RL (as opposed to BC), and thus can utilize
suboptimal data, unlike BC-based policy pre-training meth-
ods. Moreover, the learned behaviors are provably optimal
for solving goal-reaching tasks (under some assumptions),
which makes our method subsume goal-conditioned RL as
a special case, while providing for much more diverse be-
haviors. Third, thanks to our inner product parameteriza-
tion, this multi-task policy provides a very efficient way to
adapt to any arbitrary reward function, enabling zero-shot
RL. Fourth, this pre-training procedure yields a highly struc-
tured Hilbert representation ϕ, which enables efficient test-
time planning without training an additional model. Given
the above versatility of our multi-task policy π(a | s, z), we
call it a Hilbert foundation policy (HILP).

Our main contribution of this work is to introduce HILPs, a
new objective to pre-train diverse policies from offline data
that can be adapted efficiently to various downstream tasks.
Through our experiments, we empirically demonstrate that
HILPs capture diverse behaviors that can be directly used
to solve goal-conditioned RL and zero-shot RL without any
additional training. We also show that our single general
HILP framework often outperforms previous offline policy
pre-training methods specifically designed for individual
problem statements (e.g., zero-shot RL, goal-conditioned
RL, and hierarchical RL) on seven robotic locomotion and
manipulation environments.

2. Related Work
Representation learning for sequential decision making.
HILPs are based on a distance-preserving state representa-
tion ϕ, and are related to prior work in representation learn-
ing for RL and control. Previous methods have proposed var-
ious representation learning objectives based on visual fea-
ture learning (Shah & Kumar, 2021; Parisi et al., 2022; Xiao
et al., 2022), contrastive learning (Sermanet et al., 2018;
Nair et al., 2022), dynamics modeling (Seo et al., 2022;
Lamb et al., 2022; Brandfonbrener et al., 2023), and goal-
conditioned RL (Ma et al., 2023; Ghosh et al., 2023). In
particular, several previous methods (Sermanet et al., 2018;
Nair et al., 2022; Ma et al., 2023) employ the same ℓ2 param-
eterization as HILPs to obtain temporal distance-based rep-
resentations. However, unlike these prior works, which fo-
cus only on pre-training representations, our focus is on un-
supervised pre-training of diverse behaviors (i.e., foundation
policies). This enables solving downstream tasks in a zero-
shot manner by simply “prompting” the foundation policy.

Unsupervised policy pre-training. Prior works have pro-
posed various unsupervised (i.e., task-agnostic) objectives
to pre-train diverse policies that can be used to accelerate
downstream task learning. Online unsupervised RL meth-
ods pre-train policies with exploration (Pathak et al., 2017;
2019; Mendonca et al., 2021; Rajeswar et al., 2023) or skill
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discovery objectives (Gregor et al., 2016; Eysenbach et al.,
2019; Sharma et al., 2020; Klissarov & Machado, 2023;
Park et al., 2024). Unlike these works, we focus on the of-
fline setting, where we aim to learn diverse policies purely
from an offline dataset of unlabeled trajectories.

For offline policy pre-training, behavioral cloning (Pertsch
et al., 2020; Ajay et al., 2021; Padalkar et al., 2024) and tra-
jectory modeling (Chen et al., 2021a; Janner et al., 2021;
Reed et al., 2022; Liu et al., 2022; Wu et al., 2023) ap-
proaches train foundation policies via supervised learning.
However, these supervised learning-based methods share a
limitation in that they assume demonstrations of high qual-
ity. Among offline RL-based policy pre-training approaches,
offline goal-conditioned RL methods train goal-conditioned
policies to reach any goal state from any other state (Eysen-
bach et al., 2022; Ma et al., 2022; Yang et al., 2023; Wang
et al., 2023; Park et al., 2023). These methods, however,
only learn goal-reaching behaviors and thus have limited
behavioral diversity. In contrast, our method subsumes goal-
conditioned RL as a special case while learning much more
diverse behaviors, which can be used to maximize arbitrary
reward functions in a zero-shot manner.

Another line of work pre-trains multi-task policies with of-
fline RL based on successor features and other generalized
value function designs (Dayan, 1993; Barreto et al., 2017;
Borsa et al., 2019; Ma et al., 2020; Touati & Ollivier, 2021;
Touati et al., 2023; Chen et al., 2023; Hu et al., 2023). Our
work is closely related to these approaches as our inner prod-
uct reward function resembles the linear structure in the suc-
cessor feature framework. Any successor feature or general-
ized value function approach operating as an unsupervised
pre-training method needs to make a key decision about
which tasks to learn, since any finite task representation
needs to trade off some tasks for others. Some prior meth-
ods make this decision simply based on random reward func-
tions or random features (Zheng et al., 2021; Farebrother
et al., 2023; Chen et al., 2023; Hu et al., 2023), while the oth-
ers employ hand-crafted state features (Barreto et al., 2017;
Borsa et al., 2019), off-the-shelf representation learning
(e.g., autoencoders), or low-rank approximation of optimal
successor representations (Touati et al., 2023), to specify and
prioritize which tasks to capture. In this work, we prioritize
long-term temporal structure, training state representation
ϕ to capture the temporal distances between states by geo-
metrically abstracting the state space. In our experiments,
we show that this leads to significantly better performance
and scalability than prior successor feature- or generalized
value function-based offline unsupervised RL methods.

Finally, our method is closely related to METRA (Park
et al., 2024), a recently proposed online unsupervised skill
discovery method. METRA also learns to span a temporal
distance-based abstraction of the state space based on a

similar directional objective with online rollouts. However,
METRA cannot be directly applied to the offline setting as
it assumes on-policy rollouts to train the representation ϕ.
Unlike METRA, we decouple representation learning and
policy learning to enable offline policy pre-training from
unlabeled data.

3. Preliminaries and Problem Setting
Markov decision process (MDP). An MDP M is defined
as a tuple (S,A, r, µ, p), where S is the state space, A is the
action space, r : S → R is the reward function, µ : ∆(S)
is the initial state distribution, and p : S × A → ∆(S) is
the transition dynamics kernel. In this work, we assume a
deterministic MDP unless otherwise stated, following prior
works in offline RL and representation learning (Ma et al.,
2023; Ghosh et al., 2023; Wang et al., 2023).

Hilbert space. A Hilbert space Z is a complete vector
space equipped with an inner product ⟨x, y⟩, the induced
norm ∥x∥ =

√
⟨x, x⟩, and the induced metric d(x, y) =

∥x − y∥ for x, y ∈ Z . Intuitively, a Hilbert space can
roughly be thought of as a “stricter” version of a metric
space, where there exists an inner product that is consistent
with the metric. For example, a Euclidean space with the
ℓ1- or ℓ∞-norm is a metric space but not a Hilbert space,
whereas a Euclidean space with the ℓ2-norm is a Hilbert
space, as ∥x∥2 =

√
x⊤x for x ∈ RD. In our experiments,

we will mainly employ Euclidean spaces (with the ℓ2-norm)
as Hilbert spaces, but the theorems in the paper can be
applied to any arbitrary real Hilbert space.

Problem setting. We assume that we are given unlabeled
trajectory data D, which consists of state-action trajectories
τ = (s0, a0, s1, . . . , sT ). We do not make any assumptions
about the quality of these unlabeled trajectories: they can be
optimal for some unknown tasks, suboptimal, completely
random, or even a mixture of these.

Our goal is to pre-train a versatile latent-conditioned pol-
icy π(a | s, z), where z ∈ Z denotes a latent vector (which
we call a task or a skill), purely from the unlabeled of-
fline data D, without online interactions. For the evaluation
of the pre-trained policy, we consider three evaluation set-
tings. (1) Zero-shot RL1: Given a reward function r(s), we
aim to find the best latent vector z that maximizes the re-
ward function, without additional training. (2) Offline goal-
conditioned RL: Given a target goal g ∈ S , we aim to find
the best latent vector z of the policy π(a | s, z) that leads
to the goal as quickly as possible, without additional train-
ing. The goal is specified at test time. (3) Hierarchical RL:
Given a reward function r(s), we train a high-level policy
πh(z | s) that sequentially combines pre-trained skills to
maximize the reward function using offline RL. In all three
settings, we only allow online interaction with the environ-

1We use the term “zero-shot RL” following Touati et al. (2023).
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ment during the final evaluation, and assume that the state
space and environment dynamics remain the same at evalu-
ation time.

4. Hilbert Foundation Policies (HILPs)
We now introduce our offline pre-training scheme for foun-
dation policies that capture diverse long-horizon behaviors
from unlabeled data. Our main strategy is to first learn a geo-
metric state abstraction that preserves the temporal structure
of the MDP (Section 4.1), and then to span the abstracted
latent space with skills that correspond to directional move-
ments in this space (Section 4.2).

4.1. Hilbert Representations
We begin by training a representation function ϕ : S → Z
that abstracts the state space into a latent space Z . We have
two desiderata for ϕ. First, ϕ should map temporally similar
states to spatially similar latent states, so that it can abstract
the dataset states while preserving their long-horizon global
relationships. Second, ϕ should be well-structured such
that it provides a way to train a versatile multi-task policy
π(a | s, z) that can be easily “prompted” to solve a variety
of downstream tasks.

Based on these desiderata, we set Z to be a Hilbert space,
which not only provides a proper metric to quantify the
similarity between latent states, but also provides an inner
product that enables several principled ways to prompt the
policy, which we will describe in Section 5. In the latent
space Z , our desiderata for the representation function ϕ
can be formalized as follows:

d∗(s, g) = ∥ϕ(s)− ϕ(g)∥, (3)

where d∗ denotes the optimal temporal distance from s to
g, i.e., the minimum number of time steps to reach g from
s. We refer to a representation ϕ that satisfies Equation (3)
as a Hilbert representation. Intuitively, ϕ is a distance-
preserving embedding function (i.e., an isometry to a Hilbert
space), where distances in the latent space correspond to
the temporal distances in the original MDP. This enables
ϕ to abstract the state space while maintaining the global
relationships between states.

To train ϕ, we leverage the equivalence between tem-
poral distances and optimal goal-conditioned value func-
tions (Kaelbling, 1993; Wang et al., 2023), V ∗(s, g) =
−d∗(s, g). Here, V ∗(s, g) is the optimal goal-conditioned
value function for the state s and the goal g, i.e., the maxi-
mum possible return (i.e., the sum of rewards) for the reward
function given by r(s, g) = −1(s ̸= g) and the episode ter-
mination condition given by 1(s = g). Based on this con-
nection to goal-conditioned RL, we can train ϕ with any
off-the-shelf offline goal-conditioned value learning algo-
rithm (Park et al., 2023; Ma et al., 2023; Wang et al., 2023)

with the value function being parameterized as

V (s, g) = −∥ϕ(s)− ϕ(g)∥. (4)

Implementation. For practical implementation, we set
Z to be the Euclidean space RD with the ℓ2-norm. To
train V (s, g) from offline data, we opt to employ the IQL-
based (Kostrikov et al., 2022) goal-conditioned value learn-
ing scheme introduced by Park et al. (2023). This method
minimizes the following temporal difference loss:

Es,s′,g[ℓ
2
τ (−1(s ̸= g) + γV̄ (s′, g)− V (s, g))], (5)

where γ denotes a discount factor, V̄ denotes the target
network (Mnih et al., 2013), and ℓ2τ (x) = |τ −1(x < 0)|x2

denotes the expectile loss (Newey & Powell, 1987), an
asymmetric ℓ2 loss that approximates the max operator in
the Bellman backup (Kostrikov et al., 2022). States, next
states, and goals (i.e., (s, s′, g)) are sampled from the replay
buffer with a hindsight relabeling strategy (Andrychowicz
et al., 2017; Park et al., 2023), and episodes terminate upon
goal reaching (see Appendix D for details). With the value
function parameterization in Equation (4), our final objective
for Hilbert representations ϕ becomes

E[ℓ2τ (−1(s ̸= g)− γ∥ϕ̄(s′)− ϕ̄(g)∥+ ∥ϕ(s)− ϕ(g)∥)],
(6)where ϕ̄ denotes the target representation network.

Remarks. There exist three potential limitations with Equa-
tion (6). First, the distance metric in Z is symmetric,
whereas temporal distances might be asymmetric. Second,
even when the environment dynamics are symmetric, there
might not exist an exact isometry between the MDP and
the Hilbert space (Indyk et al., 2017; Pitis et al., 2020).
Third, we use a discount factor γ in Equation (6), but tem-
poral distances are undiscounted. In this regard, our objec-
tive might better be viewed as finding the best discounted
Hilbert approximation of the MDP, rather than learning an
exact Hilbert abstraction. While this might not be ideal in
highly asymmetric environments, we note that we will not
directly use the potentially erroneous parameterized value
function V (s, g) for policy learning. We will instead only
take the representation ϕ, defining a new reward function as
well as a new value function to pre-train an unsupervised
latent-conditioned policy, as we will describe in Section 4.2.
After all, our goal is to train a representation ϕ that captures
the long-term temporal structure of the MDP, and we empir-
ically found that even approximate Hilbert representations
lead to diverse useful behaviors that can be directly used to
solve downstream tasks in our experiments (Section 6). We
refer to Appendix C for further discussions.

We also note that the parameterization in Equation (4) has
been employed in several prior works in robotic representa-
tion learning (Sermanet et al., 2018; Nair et al., 2022; Ma
et al., 2023). However, unlike these works, which mainly
use ϕ only as a visual feature extractor, we pre-train a foun-
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Figure 2. Diagram of HILPs. (a) We train a Hilbert representation
ϕ(s) using a goal-conditioned value learning objective with the
value function parameterized as V (s, g) = −∥ϕ(s)− ϕ(g)∥. (b)
We train a Hilbert foundation policy π(a | s, z) using the intrinsic
reward function r(s, z, s′) defined as the inner product between
ϕ(s′)− ϕ(s) and a randomly sampled unit vector z.

dation policy with an intrinsic reward function based on an
inner product involving ϕ.

4.2. Unsupervised Policy Training
After obtaining a Hilbert representation ϕ, our next step is to
learn diverse skills that span the latent space Z with offline
RL. Since a Hilbert space provides an inner product, we can
train a state-spanning latent-conditioned policy π(a | s, z)
with the following inner product-based reward function:

r(s, z, s′) = ⟨ϕ(s′)− ϕ(s), z⟩, (7)

where z is sampled uniformly from the set of unit vectors in
Z , {z ∈ Z : ∥z∥ = 1}.

Since the latent-conditioned policy must maximize the re-
ward in Equation (7) for all randomly sampled unit vectors
z, the optimal set of skills represented by π(a | s, z) should
be able to travel as far as possible in every possible latent
space direction. Consequently, we obtain a set of policies
that optimally span the latent space, capturing diverse be-
haviors from the unlabeled dataset D. We call the resulting
policy π(a | s, z) a Hilbert foundation policy (HILP). In
Section 5, we will discuss why HILPs are useful for solving
downstream tasks in a variety of scenarios.

Implementation. To train a HILP, we employ a standard
off-the-shelf offline RL algorithm, such as IQL (Kostrikov
et al., 2022), with the intrinsic reward defined as Equa-
tion (7). Latent vectors z are sampled from the uniform
distribution over SD−1 = {z ∈ RD : ∥z∥ = 1}. In prac-

Algorithm 1 Hilbert Foundation Policies (HILPs)
1: Initialize Hilbert representation ϕ(s), policy π(a | s, z)
2: while not converged do
3: Sample (s, s′, g) ∼ D
4: Train ϕ(s) by minimizing Equation (6)
5: end while
6: while not converged do
7: Sample (s, a, s′) ∼ D
8: Sample z ∼ SD−1

9: Compute intrinsic reward r(s, z, s′)
10: Train π(a | s, z) with any off-the-shelf offline RL algorithm
11: end while

tice, we also consider another variant of the reward function
defined as r(s, z, s′) = ⟨ϕ(s) − ϕ̄, z⟩, where ϕ̄ is defined
as Es∼D[ϕ(s)]. This is also a state-spanning directional re-
ward function, but the displacement is defined as the differ-
ence from the center instead of the difference between two
adjacent states. We found this variant to perform better in
the zero-shot RL setting in our experiments (Section 6.1).
We illustrate the architecture of HILPs in Figure 2, summa-
rize the full training procedure in Algorithm 1, and refer to
Appendix D for the full experimental details.

5. Why are HILPs useful?
HILPs, in combination with structured representations ϕ(s),
provide a number of ways to solve downstream tasks effi-
ciently, often even in a zero-shot fashion. In this section, we
describe three test-time “prompting” strategies for HILPs
for zero-shot RL (Section 5.1), offline goal-conditioned RL
(Section 5.2), and test-time planning (Section 5.3).

5.1. Zero-Shot RL
First, HILPs can be used to quickly adapt to any arbitrary re-
ward functions at test time. Our key observation is that the
operand in our inner product reward function (Equation (7))
ϕ̃(s, a, s′) := ϕ(s′) − ϕ(s) can be viewed as a cumu-
lant (Sutton & Barto, 2005) in the successor feature frame-
work (Dayan, 1993; Barreto et al., 2017). This connection to
successor features enables zero-shot RL (Touati et al., 2023):
given an arbitrary reward function r(s, a, s′) at test time,
we can find the latent vector z for the policy π(a | s, z) that
best solves the task via simple linear regression, without any
additional training. Specifically, the optimal (unnormalized)
latent vector z∗ for the reward function r(s, a, s′) is given as

z∗ = argmin
z∈Z

ED

[(
r(s, a, s′)− ⟨ϕ̃(s, a, s′), z⟩

)2
]
, (8)

where (s, a, s′) tuples are sampled from the unlabeled
dataset D. If Z is a Euclidean space, we have the closed-
form solution z∗ = ED[ϕ̃ϕ̃⊤]−1ED[r(s, a, s′)ϕ̃], where ϕ̃
denotes ϕ̃(s, a, s′).

In practice, we sample a small number of (s, a, s′) tuples
from the dataset, compute the optimal latent z∗ with respect
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Figure 3. Test-time midpoint planning. In the presence of em-
bedding errors, the direction toward the midpoint subgoal w∗ can
be more accurate than the direction toward the goal g.

to the test-time reward function using the above formula, and
execute the corresponding policy π(a | s, z∗) to perform
zero-shot RL.

5.2. Offline Goal-Conditioned RL
For goal-reaching tasks, HILPs provide an even simpler way
to solve goal-conditioned RL in a zero-shot manner, where
the aim is to reach a goal state g ∈ S within the minimum
number of steps. Intuitively, a Hilbert representation ϕ is
learned in a way that the distance between ϕ(s) and ϕ(g) in
the latent space corresponds to the optimal temporal distance
d∗(s, g). Hence, to reach the goal g, the agent just needs
to move in the latent direction of ϕ(g) − ϕ(s) so that it
can monotonically decrease the distance toward ϕ(g) in
the Hilbert space, which in turn decreases the temporal
distances toward g in the original MDP. Since the HILP
π(a | s, z) is pre-trained to move in every possible direction,
we can just set z to

z∗ :=
ϕ(g)− ϕ(s)

∥ϕ(g)− ϕ(s)∥ . (9)

We theoretically prove this intuition as follows:

Theorem 5.1 (Directional movements in the latent space
are optimal for goal reaching). If embedding errors are
bounded as sups,g∈S |d∗(s, g)− ∥ϕ(s)− ϕ(g)∥| ≤ εe,
directional movement errors are bounded as
sups,g∈S ∥z′∗(s, g)− ẑ′(s, g)∥ ≤ εd, and 4εe + εd < 1,
then π(a | s, z∗) is an optimal goal-reaching policy.

The formal definitions of z′∗(s, g) and z′(s, g) and the proof
are provided in Appendix C. Intuitively, Theorem 5.1 states
that if the embedding errors of ϕ are small enough, direc-
tional movements in the latent space are optimal for solving
goal-reaching tasks. We refer to Appendix C for further dis-
cussion including limitations.

5.3. Test-Time Planning
Another benefit of our HILP framework is that it naturally
enables efficient test-time planning for goal-conditioned RL
based on the structured state representation ϕ(s). While
Section 5.2 introduces a simple method to query the policy

Algorithm 2 Test-time planning with HILPs
1: Input: unlabeled offline dataset D, Hilbert representation

ϕ(s), HILP π(a | s, z), goal g
2: Sample w1, w2, . . . , wN ∼ D
3: Pre-compute ϕ(w1), ϕ(w2), . . . , ϕ(wN )
4: Observe s0 ∼ µ(s0)
5: for t← 0 to T − 1 do
6: s, u← st, g
7: for i← 1 to (# recursions) do
8: w∗ ← argminw∈{w1...,wN} max(∥ϕ(s)− ϕ(w)∥,

∥ϕ(w)− ϕ(u)∥)
9: u← w∗

10: end for
11: Compute z∗w with Equation (11)
12: Sample at ∼ π(at | st, z∗w)
13: Observe st+1 ∼ p(st+1 | st, at)
14: end for

π(a | s, z) to reach a goal g (Equation (9)), this might not
be perfect in practice due to potential embedding errors in ϕ
and thus may potentially lead to suboptimal goal-reaching
performance, as stated in Theorem 5.1. In particular, when
the image of the mapping ϕ is distorted (Figure 3), the
straight line from the current latent state ϕ(s) to the latent
goal ϕ(g) in Z might not represent a feasible path between
s and g in the MDP, potentially making the agent struggle
to reach the goal.

To resolve this issue, we introduce a way to further refine
the latent vector z to mitigate such approximation errors
by finding the optimal feasible subgoal between s and g.
Specifically, we aim to find a midpoint state that is equidis-
tant from both s and g and still makes progress towards the
goal. This can be formalized as the following minimax ob-
jective (Chane-Sane et al., 2021):

w∗ := argmin
w∈S

[max(d∗(s, w), d∗(w, g))] (10)

≈ argmin
w∈S

[max(∥ϕ(s)− ϕ(w)∥, ∥ϕ(w)− ϕ(g)∥)] .

After finding w∗, we refine the latent vector z for the policy
π(a | s, z) as follows:

z∗w =
ϕ(w∗)− ϕ(s)

∥ϕ(w∗)− ϕ(s)∥ . (11)

As the distance between s and w∗ is smaller than that be-
tween s and g, z∗w is likely more accurate than z∗ in Equa-
tion (9). We illustrate this refinement procedure in Figure 3.

Thanks to our structured Hilbert representation ϕ, Equa-
tion (10) can be very efficiently computed in practice. At
test time, we first randomly sample a small number (N ) of
states from the dataset D, and pre-compute their Hilbert rep-
resentations. Then, at every time step, we approximate w∗

by finding the argmin of Equation (10) over the N sam-
ples using the pre-computed representations. Since we can
approximate d∗ by measuring the distances between repre-
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(e) AntMaze-Large (f) AntMaze-Ultra (g) Kitchen(a) Walker (b) Cheetah (c) Quadruped (d) Jaco

Figure 4. Environments. We evaluate HILPs on seven robotic locomotion and manipulation environments.

sentations, this procedure does not require any additional
neural network queries.

To further refine the subgoal, we can recursively apply this
midpoint planning procedure more than once. Namely, we
can first find the midpoint w∗ between s and g via Equa-
tion (10), and then find the midpoint between s and w∗ (i.e.,
the 1/4-point between s and g) with the same minimax ob-
jective, and so on. Again, thanks to our Hilbert representa-
tion, this recursive planning can also be done only with ele-
mentary algebraic operations, without additionally querying
neural networks. In our experiments, we empirically found
that iterative refinements do improve performance on long-
horizon tasks. We summarize the full test-time planning
procedure in Algorithm 2 in Appendix D.

6. Experiments
In our experiments, we empirically evaluate the performance
of HILPs on various types of downstream tasks. In par-
ticular, we consider three different experimental settings:
zero-shot RL, offline goal-conditioned RL, and hierarchi-
cal RL (see Section 3 for the problem statements), in which
we aim to answer the following questions: (1) Can HILPs
be prompted to solve goal-conditioned and reward-based
tasks in a zero-shot manner? (2) Can a single general HILP
framework outperform prior state-of-the-art approaches spe-
cialized in each setting? (3) Does test-time planning im-
prove performance? In our experiments, we use 8 random
seeds unless otherwise stated, and report 95% bootstrap con-
fidence intervals in plots and standard deviations in tables.
Our code is available at this repository.

6.1. Zero-Shot RL
We first evaluate HILPs in the zero-shot RL setting, where
the aim is to maximize an arbitrary reward function
given at test time without additional training. For bench-
marks, following Touati et al. (2023), we use the Unsu-
pervised RL Benchmark (Laskin et al., 2021) and ExORL
datasets (Yarats et al., 2022), which consist of trajectories
collected by various unsupervised RL agents. We consider
four environments (Walker, Cheetah, Quadruped, and Jaco)
(Figure 4) and four datasets collected by APS (Liu & Abbeel,
2021a), APT (Liu & Abbeel, 2021b), Proto (Yarats et al.,
2021), and RND (Burda et al., 2019) in each environment.
These datasets correspond to the four most performant un-

supervised RL algorithms in Figure 2 in the work by Yarats
et al. (2022). In addition to these original state-based envi-
ronments, we also employ their pixel-based variants with
64× 64× 3-sized observation spaces to evaluate the scala-
bility of the methods to complex observations. With these
environments and datasets, we train HILPs and eight previ-
ous zero-shot RL methods in three different categories: (1)
forward-backward (FB) representations (Touati et al., 2023),
a state-of-the-art zero-shot RL method, (2) successor fea-
tures (SFs) with six different feature learners (forward dy-
namics model (FDM), Laplacian (Lap) (Wu et al., 2019),
autoencoder (AE), inverse dynamics model (IDM), random
features, and contrastive learning (CL)), which includes the
best feature learner (Laplacian) in Touati et al. (2023), and
(3) goal-conditioned RL (GC-TD3). We use TD3 (Fujimoto
et al., 2018) as the base offline RL algorithm to train these
methods, as it is known to perform best in ExORL (Yarats
et al., 2022). After finishing unsupervised policy training,
we evaluate these methods on four test tasks in each en-
vironment (e.g., Flip, Run, Stand, and Walk for Walker)
with their own zero-shot adaption strategies. For HILPs,
we use the zero-shot prompting scheme introduced in Sec-
tion 5.1. In the Jaco domain, we additionally consider the
goal-conditioned prompting scheme (Section 5.2) for HILPs
(HILP-G), since it is a goal-oriented environment (however,
we do not use this variant for overall performance aggrega-
tion). For FB and SF methods, we use the zero-shot schemes
introduced by Touati et al. (2023) based on reward-weighted
expectation or linear regression. For the goal-conditioned
RL baseline (GC-TD3), we find the state with the highest
reward value from the offline dataset and use it as the goal.

Figure 5 shows the overall and per-environment comparison
results, where we use the interquartile mean (IQM) metric
for overall aggregation, following the suggestion by Agar-
wal et al. (2021). The results suggest that HILPs achieve
the best overall zero-shot RL performance among the nine
methods, while achieving the best or near-best scores in
each environment. Notably, HILPs achieve significantly bet-
ter performance than GC-TD3, which indicates that HILPs
capture more diverse behaviors than ordinary goal-reaching
policies, and these diverse behaviors can be directly used
to maximize a variety of reward functions at test time. Fig-
ure 6 shows the overall comparison results on pixel-based
ExORL environments. Due to high computational costs, we
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Figure 5. Zero-shot RL performance. HILP achieves the best
zero-shot RL performance in the ExORL benchmark, outperform-
ing previous state-of-the-art approaches. The overall results are
aggregated over 4 environments, 4 tasks, 4 datasets, and 4 seeds
(i.e., 256 values in total).

compare HILPs with the two most performant baselines in
Figure 5 (FB and FDM). The results indicate that HILPs
achieve the best IQM in pixel-based environments as well,
outperforming the previous best approaches. We refer to
Appendix B for the full results.

6.2. Offline Goal-Conditioned RL
Next, we evaluate HILPs on goal-reaching tasks. For
benchmarks, we consider the goal-conditioned variants of
AntMaze and Kitchen tasks (Figure 4) from the D4RL
suite (Fu et al., 2020; Park et al., 2023). In the AntMaze
environment, we are given a dataset consisting of 1000 tra-
jectories of a quadrupedal Ant agent navigating through a
maze. We employ the two most challenging datasets with
the largest maze (“antmaze-large-{diverse, play}”) from the
D4RL benchmark, and two even larger settings (“antmaze-
ultra-{diverse, play}”) introduced by Jiang et al. (2023) to
further challenge the long-horizon reasoning ability of the
agent. In the Kitchen manipulation environment (Gupta
et al., 2019), we are given a dataset consisting of trajectories
of a robotic arm manipulating different kitchen objects (e.g.,
a kettle, a microwave, cabinets, etc.) in various orders. We
employ two datasets (“kitchen-{partial, mixed}”) from the
D4RL benchmark. Additionally, we use pixel-based vari-
ants of these datasets (“visual-kitchen-{partial, mixed}”) to
evaluate the visual reasoning capacity of the agent, where

180 240

FDM
FB

HILP

Pixel-Based ExORL Overall Performance

Normalized Return

Figure 6. Pixel-based zero-shot RL performance. HILP exhibits
the best performance in the pixel-based ExORL benchmark as
well, outperforming the two most performant baselines among FB
and SF methods. The results are aggregated over 4 environments,
4 tasks, 4 datasets, and 4 seeds (i.e., 256 values in total).

the agent must learn to manipulate the robot arm purely
from 64× 64× 3 camera images.

In these environments, we compare HILPs against four gen-
eral unsupervised policy pre-training methods as well as
three methods that are specifically designed to solve goal-
conditioned RL. For the former group, we consider the three
best zero-shot RL methods from the previous section (FB,
FDM, Lap) and random successor features (Rand). For
goal-conditioned approaches, we consider goal-conditioned
behavioral cloning (GC-BC) (Ding et al., 2019; Ghosh
et al., 2021), goal-conditioned IQL (GC-IQL) (Kostrikov
et al., 2022; Park et al., 2023), and goal-conditioned CQL
(GC-CQL) (Kumar et al., 2020). To adapt HILPs to goal-
conditioned tasks, we employ the zero-shot prompting
scheme (Section 5.2) as well as the test-time midpoint plan-
ning scheme with three recursions (Section 5.3, “HILP-
Plan”). For FB, we use the backward representation of the
goal state to obtain the latent vector, and for SF methods, we
perform linear regression with respect to the original reward
function (i.e., they use privileged reward information), as
there is no clear way to adapt them to goal-conditioned tasks.

Table 1 shows the results, which suggest HILPs can solve
challenging long-horizon goal-conditioned tasks in a zero-
shot manner, and significantly outperform previous gen-
eral unsupervised policy learning methods (FB and three
SF methods). This is likely because our method prioritizes
learning long-horizon behaviors that span the state space,
unlike previous successor features or forward-backward
methods. Table 1 also shows that HILPs with test-time
planning often even outperform GCRL-dedicated methods
(e.g., GC-IQL). We note that this planning procedure can
be done only with elementary algebraic operations based on
pre-computed representations (Section 5.3), thanks to our
structured Hilbert representations. To further study the ef-
fect of test-time planning, we compare the performances of
HILPs with different numbers (0-3) of midpoint recursions.
We report results in Figure 7, which shows that iterative re-
finement of prompts via our test-time planning approach im-
proves performance consistently. We refer to Appendix B
for further analyses, including an ablation study, embed-
ding error analysis, and latent space visualization.
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Table 1. Offline goal-conditioned RL performance (8 seeds). HILP achieves the best performance among general offline unsupervised
policy learning methods, while being comparable to methods that are specifically designed to solve offline goal-conditioned RL. With our
efficient test-time planning procedure based on Hilbert representations, HILPs often even outperform offline goal-conditioned RL methods.

GCRL-dedicated methods General unsupervised policy learning methods

Dataset GC-BC GC-IQL GC-CQL FB FDM Lap Rand HILP (ours) HILP-Plan (ours)

antmaze-large-diverse 15.0 ±9.3 56.0 ±6.0 36.2 ±19.0 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 46.0 ±12.7 64.5 ±10.2

antmaze-large-play 12.0 ±5.9 56.0 ±25.7 32.0 ±25.8 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 49.0 ±8.8 58.8 ±11.2

antmaze-ultra-diverse 30.5 ±10.1 40.8 ±11.1 14.2 ±13.5 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 21.2 ±11.2 59.2 ±12.7

antmaze-ultra-play 26.5 ±6.2 41.8 ±9.0 16.5 ±14.3 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 22.2 ±11.4 50.8 ±9.6

kitchen-partial 52.7 ±11.0 56.4 ±8.4 31.2 ±16.6 0.2 ±0.7 39.2 ±4.2 41.2 ±9.3 44.6 ±8.9 63.9 ±5.7 59.7 ±5.1

kitchen-mixed 58.8 ±8.0 59.5 ±3.8 15.7 ±17.6 0.7 ±1.9 42.9 ±7.1 40.9 ±3.0 46.6 ±2.3 55.5 ±9.5 51.9 ±8.3

visual-kitchen-partial 63.2 ±3.7 63.6 ±4.2 - - - 43.3 ±2.2 39.7 ±3.3 59.9 ±4.0 52.1 ±5.3

visual-kitchen-mixed 57.5 ±4.2 52.9 ±4.7 - - - 50.9 ±3.6 49.6 ±5.7 55.9 ±9.7 54.1 ±13.4
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Figure 7. Planning performance in AntMaze (8 seeds). Test-
time midpoint planning (Section 5.3) improves performance as the
number of recursive refinements increases.

6.3. Hierarchical RL
Finally, to evaluate the effectiveness of skills learned by
HILPs compared to previous BC-based skill learning meth-
ods, we compare HILPs with OPAL (Ajay et al., 2021), a
previous offline skill extraction method based on a trajectory
variational autoencoder (VAE). For benchmarks, we use the
AntMaze and Kitchen datasets from D4RL (Fu et al., 2020).
On top of skills learned by HILPs or OPAL in these envi-
ronments, we train a high-level skill policy πh(z | s) that
uses learned skills as high-level actions with IQL (Kostrikov
et al., 2022). We use the same IQL-based high-level policy
training scheme to ensure a fair comparison. Table 2 shows
the results, which suggest that HILPs achieve better per-
formances than OPAL, especially in the most challenging
AntMaze-Ultra tasks, likely because HILPs capture optimal,
long-horizon behaviors. Additionally, we note that, unlike
OPAL or similar VAE-based approaches, HILPs provide
multiple zero-shot prompting schemes to query the learned
policy to solve downstream tasks without a separate high-
level policy, as shown in previous sections.

7. Conclusion
In this work, we introduced Hilbert foundation policies
(HILPs), a general-purpose offline policy pre-training
scheme based on the idea of spanning a structured latent
space that captures the temporal structure of the MDP.
We showed that structured Hilbert representations enable
zero-shot prompting schemes for zero-shot RL and goal-

Table 2. Hierarchical RL performance (8 seeds). HILP outper-
forms OPAL, a previous VAE-based offline skill learning method.

Dataset OPAL HILP (ours)

antmaze-large-diverse 59.2 ±12.5 56.0 ±9.4

antmaze-large-play 58.0 ±9.6 58.0 ±11.1

antmaze-ultra-diverse 21.0 ±10.1 43.8 ±8.6

antmaze-ultra-play 22.8 ±7.6 47.8 ±13.2

kitchen-partial 54.8 ±13.3 54.1 ±3.9

kitchen-mixed 58.2 ±7.5 48.2 ±10.1

Average 45.7 51.3

conditioned RL as well as test-time planning to adapt pre-
trained HILPs to downstream tasks. Through our experi-
ments, we demonstrated that our single HILP framework of-
ten outperforms previous specialized methods for zero-shot
RL, goal-conditioned RL, and hierarchical RL.

Final remarks. Offline unsupervised policy pre-training is
all about determining and prioritizing the right behaviors to
capture from offline data. Prior works have proposed simply
cloning dataset actions, capturing goal-reaching behaviors,
or learning to maximize linear combinations of state features.
In this work, we proposed capturing long-horizon, state-
spanning behaviors. This is desirable because such global
behaviors are usually harder to learn than local behaviors,
and thus are worth capturing during pre-training. However,
one may still wonder: “What if the environment is stochastic
or partially observable, where an isometric embedding does
not exist?” “Are directional latent movements sufficient?”
“Is zero-shot task adaptation (without fine-tuning) the right
way to use learned behaviors?” These are all important and
valuable questions, and finding satisfying answers to these
questions would lead to exciting future work. For example,
we may learn a local isometry (Lee, 2018) instead of a
global isometry to handle partially observable environments,
learn more diverse latent movements to enhance expressivity,
or explore fine-tuning or few-shot learning for better task
adaptation. We further discuss limitations and future work in
Appendix A. Nonetheless, we hope that this work represents
a step toward ideal offline unsupervised policy pre-training.
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Figure 8. Ablation study of latent dimensions for zero-shot RL. In the ExORL benchmark, D = 50 generally leads to the best
performance across the environments. The results are aggregated over 4 tasks, 4 datasets, and 4 seeds (i.e., 64 values in total).
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Figure 9. Ablation study of latent dimensions for offline goal-conditioned RL (4 seeds). In D4RL tasks, D = 32 generally leads to
the best performance across the environments.
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Figure 10. Embedding error analysis (4 seeds). We show the relationship between performance and Hilbert embedding errors on the
antmaze-large-diverse task. In general, lower embedding errors lead to better goal-reaching performance.

A. Limitations
As mentioned in Section 4.1, one limitation of our Hilbert representation objective is that a symmetric Hilbert space might
not be expressive enough to capture arbitrary MDPs. Although we empirically demonstrate that HILPs exhibit strong
performances in various complex, long-horizon simulated robotic environments, they might struggle in highly asymmetric or
disconnected MDPs (e.g., environments in which gravity plays a significant role), where there might not exist a reasonable
approximate isometry to a Hilbert space. We believe this limitation may be resolved by combining the notion of an inner
product with a universal quasimetric embedding (Pitis et al., 2020; Wang et al., 2023), which we leave for future work.
Another limitation is that our value-based representation learning objective (Equation (6)) might be optimistically biased
in stochastic or partially observable environments (Park et al., 2023). We believe combining our method with history-
conditioned policies or recurrent world models may be one possible solution to deal with such MDPs. We also note that our
experiments assume the state space and environment dynamics to be the same at evaluation time. We leave applying HILPs
to multi-environment or transfer learning settings for future work. Finally, we use Euclidean spaces as Hilbert spaces for
our experiments in this work. We believe applying HILPs to more general Hilbert spaces, such as the L2 function space or
reproducing kernel Hilbert spaces, may significantly enhance the expressivity of Hilbert representations.
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(a) AntMaze states (b) 2-D embedding (c) 32-D embedding         (t-SNE)
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Figure 11. Visualization of Hilbert representations. We visualize Hilbert representations learned on the antmaze-large-diverse dataset.
Since Hilbert representations are learned to capture the temporal structure of the MDP, they focus on the global layout of the maze
even when we use a two-dimensional latent space (D = 2), and accurately capture the maze layout with a 32-dimensional latent space
(D = 32).

B. Additional Results
Ablation study. Figures 8 and 9 show how the dimension D of the latent space Z = RD affects the performances of
zero-shot RL and offline goal-conditioned RL (without planning), where we use D = 50 for zero-shot RL and D = 32 for
goal-conditioned RL in our main experiments. The results suggest that a latent dimension between 25 and 64 generally
leads to the best performance in both cases.

Embedding error analysis. To understand the relationship between Hilbert embedding errors and goal-reaching perfor-
mance, we compare the mean squared errors (MSEs) of Hilbert representations (i.e., E[(d∗(s, g)− ∥ϕ(s)− ϕ(g)∥)2]) and
the final performances with different embedding dimensions on the antmaze-large-diverse task. To approximate the ground-
truth temporal distance d∗(s, g) in practice, we employ a monolithic goal-conditioned value function V (s, g) ≈ −d∗(s, g)
trained with a separate goal-conditioned IQL objective. We use the same IQL expectile of 0.9 for both value functions
in this analysis. Figure 10 shows the results, suggesting that low embedding errors generally lead to better goal-reaching
performances, as predicted by Theorem 5.1.

Visualization of Hilbert representations. We train Hilbert representations with two different latent dimensions (D ∈
{2, 32}) on the antmaze-large-diverse dataset, and visualize the learned latent spaces in Figure 11. We use a t-distributed
stochastic neighbor embedding (t-SNE) to visualize 32-dimensional latent states. Since Hilbert representations are learned
to preserve the temporal structure of the underlying environment, they focus on the global layout of the maze even when we
use a very low-dimensional latent space (D = 2, Figure 11b), and accurately capture the layout with D = 32 (Figure 11c).

Full results on the ExORL benchmark. Tables 3 and 4 present the full results (unnormalized returns) on the state- and
pixel-based ExORL benchmarks. Figures 12 to 17 show plots with three different aggregation criteria (per-environment,
per-dataset, and per-task) on the state- and pixel-based ExORL benchmarks.
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Table 3. Full results on the state-based ExORL benchmark (4 seeds). The table shows the unnormalized return averaged over four
seeds in each setting.

Dataset Environment Task GC-TD3 CL Rand IDM AE Lap FDM FB HILP (ours) HILP-G (ours)

APS

Walker

Flip 406 ±153 137 ±66 92 ±41 354 ±181 289 ±37 390 ±128 426 ±68 334 ±178 573 ±37 -
Run 274 ±59 75 ±33 79 ±18 357 ±78 140 ±18 217 ±72 248 ±23 388 ±27 348 ±14 -
Stand 853 ±78 438 ±64 372 ±76 846 ±113 694 ±54 637 ±150 865 ±77 824 ±54 883 ±42 -
Walk 627 ±201 185 ±112 221 ±68 596 ±70 323 ±131 495 ±84 634 ±91 842 ±105 862 ±31 -

Cheetah

Run 133 ±95 8 ±8 165 ±82 430 ±24 119 ±52 263 ±28 116 ±116 250 ±135 373 ±72 -
Run Backward 156 ±137 38 ±24 192 ±31 466 ±30 335 ±30 240 ±18 360 ±17 251 ±39 316 ±21 -
Walk 695 ±334 32 ±45 633 ±295 988 ±1 414 ±161 964 ±26 396 ±287 683 ±267 939 ±55 -
Walk Backward 930 ±33 197 ±121 905 ±62 986 ±1 973 ±14 984 ±1 982 ±2 980 ±3 985 ±2 -

Quadruped

Jump 732 ±62 78 ±67 780 ±14 144 ±97 740 ±58 696 ±68 707 ±30 757 ±52 623 ±149 -
Run 420 ±37 77 ±90 486 ±3 87 ±36 481 ±11 483 ±12 481 ±4 474 ±33 411 ±62 -
Stand 938 ±32 131 ±128 965 ±4 177 ±106 944 ±19 914 ±65 961 ±20 949 ±30 797 ±117 -
Walk 486 ±53 91 ±106 513 ±51 99 ±40 600 ±131 550 ±53 578 ±145 584 ±12 605 ±75 -

Jaco

Reach Bottom Left 89 ±53 1 ±1 5 ±6 37 ±20 1 ±0 16 ±6 12 ±18 14 ±12 88 ±41 78 ±11

Reach Bottom Right 121 ±80 0 ±0 5 ±9 31 ±14 6 ±5 10 ±4 28 ±20 24 ±7 48 ±24 84 ±14

Reach Top Left 71 ±48 1 ±1 3 ±3 20 ±16 5 ±6 51 ±40 21 ±16 23 ±17 49 ±18 75 ±3

Reach Top Right 71 ±74 1 ±1 7 ±7 24 ±21 12 ±20 26 ±15 34 ±40 17 ±15 51 ±32 80 ±13

APT

Walker

Flip 413 ±44 162 ±61 99 ±14 480 ±48 486 ±53 575 ±37 519 ±80 526 ±89 714 ±89 -
Run 187 ±19 92 ±27 88 ±4 328 ±26 284 ±22 301 ±30 338 ±69 386 ±13 440 ±39 -
Stand 757 ±277 531 ±121 593 ±139 862 ±29 866 ±85 791 ±104 873 ±44 884 ±10 877 ±68 -
Walk 673 ±256 138 ±52 232 ±156 640 ±160 775 ±91 685 ±94 719 ±145 891 ±41 843 ±57 -

Cheetah

Run 101 ±126 68 ±19 51 ±17 398 ±107 79 ±26 172 ±60 194 ±75 141 ±91 269 ±69 -
Run Backward 38 ±19 26 ±10 30 ±7 331 ±86 146 ±41 157 ±81 188 ±105 49 ±9 157 ±98 -
Walk 475 ±350 325 ±76 218 ±42 875 ±131 326 ±139 703 ±235 684 ±215 439 ±307 808 ±142 -
Walk Backward 265 ±66 128 ±49 149 ±50 946 ±59 455 ±114 642 ±238 646 ±199 208 ±43 779 ±229 -

Quadruped

Jump 608 ±101 281 ±166 686 ±49 167 ±67 593 ±56 743 ±61 722 ±40 738 ±45 686 ±9 -
Run 389 ±70 196 ±130 458 ±22 120 ±37 415 ±41 452 ±21 454 ±37 424 ±73 461 ±16 -
Stand 918 ±77 379 ±246 914 ±44 155 ±48 835 ±82 879 ±75 919 ±34 891 ±50 930 ±30 -
Walk 441 ±43 191 ±104 465 ±18 94 ±23 417 ±42 433 ±75 513 ±64 427 ±35 468 ±22 -

Jaco

Reach Bottom Left 1 ±1 0 ±0 2 ±2 34 ±12 5 ±9 3 ±4 75 ±30 7 ±8 12 ±17 30 ±16

Reach Bottom Right 0 ±1 0 ±0 1 ±1 47 ±14 3 ±3 9 ±13 56 ±22 8 ±3 29 ±44 37 ±14

Reach Top Left 0 ±0 0 ±0 9 ±15 19 ±5 7 ±13 1 ±1 13 ±12 28 ±17 5 ±4 30 ±14

Reach Top Right 0 ±0 0 ±0 1 ±1 40 ±10 3 ±6 2 ±3 12 ±4 13 ±10 21 ±24 34 ±11

Proto

Walker

Flip 494 ±153 216 ±61 159 ±41 432 ±62 553 ±105 531 ±104 433 ±64 560 ±94 675 ±62 -
Run 324 ±67 141 ±26 68 ±36 251 ±42 312 ±47 352 ±17 296 ±43 425 ±49 402 ±28 -
Stand 796 ±179 629 ±108 407 ±110 903 ±73 916 ±26 897 ±65 900 ±42 844 ±103 930 ±27 -
Walk 866 ±33 383 ±57 190 ±214 588 ±195 851 ±37 864 ±50 873 ±63 905 ±29 905 ±32 -

Cheetah

Run 135 ±89 4 ±3 123 ±92 370 ±59 160 ±121 282 ±37 363 ±24 223 ±42 227 ±27 -
Run Backward 173 ±34 5 ±3 177 ±33 383 ±23 254 ±38 218 ±10 309 ±28 151 ±38 234 ±13 -
Walk 923 ±81 23 ±18 556 ±362 939 ±63 563 ±363 982 ±9 944 ±60 949 ±40 973 ±12 -
Walk Backward 560 ±368 28 ±17 820 ±136 987 ±1 916 ±106 981 ±6 984 ±1 737 ±160 985 ±2 -

Quadruped

Jump 298 ±60 27 ±20 176 ±59 69 ±39 289 ±35 214 ±27 287 ±61 231 ±75 282 ±105 -
Run 176 ±103 17 ±15 127 ±29 51 ±24 187 ±27 181 ±52 243 ±37 126 ±26 227 ±42 -
Stand 436 ±45 35 ±28 307 ±35 117 ±60 403 ±48 287 ±52 453 ±63 262 ±16 425 ±156 -
Walk 237 ±39 16 ±15 120 ±38 58 ±11 229 ±25 175 ±60 238 ±56 224 ±123 136 ±50 -

Jaco

Reach Bottom Left 10 ±12 1 ±2 1 ±1 53 ±19 11 ±8 3 ±4 60 ±28 15 ±24 3 ±4 60 ±14

Reach Bottom Right 1 ±1 0 ±0 2 ±3 57 ±28 29 ±35 2 ±2 80 ±31 16 ±31 7 ±12 61 ±4

Reach Top Left 5 ±3 2 ±2 4 ±6 37 ±11 9 ±8 1 ±0 17 ±17 11 ±5 13 ±12 60 ±5

Reach Top Right 17 ±13 1 ±1 0 ±0 34 ±16 22 ±21 2 ±3 32 ±27 39 ±40 12 ±9 61 ±4

RND

Walker

Flip 298 ±110 115 ±16 252 ±43 453 ±21 499 ±33 563 ±40 416 ±20 548 ±94 563 ±136 -
Run 166 ±27 59 ±19 75 ±47 205 ±69 259 ±18 311 ±29 295 ±70 409 ±15 401 ±30 -
Stand 812 ±133 309 ±100 397 ±50 778 ±52 806 ±44 844 ±35 821 ±84 866 ±120 800 ±61 -
Walk 703 ±275 99 ±35 149 ±145 401 ±160 676 ±135 811 ±77 476 ±259 811 ±52 855 ±34 -

Cheetah

Run 65 ±66 49 ±34 49 ±24 139 ±67 116 ±12 124 ±32 107 ±26 183 ±83 262 ±53 -
Run Backward 50 ±35 20 ±6 28 ±10 298 ±27 143 ±86 113 ±37 177 ±62 153 ±41 187 ±55 -
Walk 281 ±116 210 ±123 231 ±121 607 ±181 500 ±114 571 ±111 494 ±122 636 ±291 823 ±141 -
Walk Backward 146 ±51 130 ±62 151 ±66 956 ±16 528 ±296 536 ±92 652 ±274 677 ±85 843 ±184 -

Quadruped

Jump 639 ±106 402 ±363 737 ±48 174 ±48 698 ±94 508 ±182 758 ±98 642 ±36 556 ±101 -
Run 435 ±38 289 ±229 458 ±27 103 ±38 446 ±57 346 ±81 491 ±7 436 ±26 393 ±42 -
Stand 910 ±44 555 ±477 934 ±26 240 ±68 831 ±113 681 ±191 971 ±11 797 ±72 810 ±97 -
Walk 470 ±21 303 ±221 541 ±98 92 ±41 492 ±198 441 ±88 601 ±82 642 ±202 542 ±32 -

Jaco

Reach Bottom Left 1 ±1 0 ±0 1 ±1 60 ±18 1 ±2 18 ±25 53 ±20 18 ±11 19 ±20 46 ±14

Reach Bottom Right 1 ±1 0 ±0 2 ±2 45 ±24 1 ±1 7 ±9 38 ±14 29 ±12 18 ±17 55 ±23

Reach Top Left 0 ±0 0 ±0 0 ±0 34 ±4 6 ±8 5 ±8 36 ±19 45 ±16 8 ±10 47 ±15

Reach Top Right 0 ±0 1 ±2 1 ±0 22 ±6 6 ±3 8 ±10 44 ±24 22 ±7 5 ±4 38 ±18
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Figure 12. Per-environment performances on the state-based ExORL benchmark. The results are aggregated over 4 tasks, 4 datasets,
and 4 seeds (i.e., 64 values in total).
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Figure 13. Per-dataset performances on the state-based ExORL benchmark. The results are aggregated over 4 environments, 4 tasks,
and 4 seeds (i.e., 64 values in total).
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Figure 14. Per-task performances on the state-based ExORL benchmark. The results are aggregated over 4 datasets and 4 seeds (i.e.,
16 values in total).
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Table 4. Full results on the pixel-based ExORL benchmark (4 seeds). The table shows the unnormalized return averaged over four
seeds in each setting.

Dataset Environment Task FDM FB HILP (ours)

APS

Walker

Flip 158 ±25 66 ±34 127 ±23

Run 126 ±26 53 ±18 97 ±2

Stand 608 ±90 340 ±122 520 ±30

Walk 317 ±156 231 ±109 372 ±68

Cheetah

Run 189 ±41 21 ±34 118 ±113

Run Backward 59 ±73 24 ±28 248 ±46

Walk 613 ±77 52 ±91 273 ±383

Walk Backward 371 ±307 89 ±101 967 ±8

Quadruped

Jump 224 ±23 291 ±34 301 ±31

Run 172 ±27 231 ±23 204 ±39

Stand 343 ±16 444 ±53 397 ±47

Walk 176 ±25 230 ±22 195 ±16

Jaco

Reach Bottom Left 12 ±2 52 ±45 63 ±27

Reach Bottom Right 29 ±18 53 ±18 68 ±11

Reach Top Left 21 ±8 31 ±21 62 ±35

Reach Top Right 36 ±13 53 ±30 62 ±46

APT

Walker

Flip 353 ±37 58 ±28 280 ±26

Run 239 ±34 47 ±17 160 ±25

Stand 768 ±110 257 ±82 486 ±16

Walk 504 ±79 66 ±30 514 ±71

Cheetah

Run 251 ±18 28 ±13 326 ±67

Run Backward 169 ±109 24 ±15 249 ±83

Walk 737 ±54 107 ±49 880 ±60

Walk Backward 578 ±137 109 ±67 839 ±99

Quadruped

Jump 270 ±40 187 ±44 207 ±62

Run 188 ±38 121 ±28 125 ±34

Stand 375 ±112 242 ±49 267 ±60

Walk 173 ±36 127 ±41 124 ±32

Jaco

Reach Bottom Left 17 ±9 24 ±24 18 ±6

Reach Bottom Right 31 ±32 22 ±20 23 ±4

Reach Top Left 42 ±8 97 ±66 27 ±4

Reach Top Right 64 ±27 37 ±32 39 ±24

Proto

Walker

Flip 267 ±65 85 ±56 140 ±65

Run 212 ±44 48 ±19 108 ±35

Stand 854 ±46 282 ±164 533 ±132

Walk 563 ±268 88 ±61 347 ±71

Cheetah

Run 87 ±67 11 ±12 116 ±31

Run Backward 41 ±22 5 ±5 170 ±78

Walk 150 ±126 32 ±51 410 ±303

Walk Backward 384 ±232 26 ±31 743 ±267

Quadruped

Jump 182 ±22 150 ±41 210 ±62

Run 120 ±21 98 ±17 158 ±71

Stand 226 ±65 181 ±29 293 ±134

Walk 108 ±39 87 ±21 157 ±50

Jaco

Reach Bottom Left 24 ±22 75 ±29 32 ±19

Reach Bottom Right 26 ±21 31 ±31 24 ±18

Reach Top Left 43 ±25 47 ±16 38 ±10

Reach Top Right 48 ±21 60 ±37 66 ±19

RND

Walker

Flip 282 ±52 62 ±57 232 ±41

Run 146 ±60 42 ±25 126 ±8

Stand 557 ±99 172 ±111 496 ±73

Walk 452 ±52 104 ±82 376 ±52

Cheetah

Run 178 ±41 221 ±15 276 ±46

Run Backward 126 ±9 171 ±123 297 ±46

Walk 470 ±182 535 ±251 895 ±33

Walk Backward 441 ±107 535 ±440 927 ±35

Quadruped

Jump 273 ±66 224 ±149 244 ±122

Run 192 ±29 158 ±82 148 ±19

Stand 374 ±85 347 ±191 327 ±126

Walk 199 ±63 162 ±92 163 ±45

Jaco

Reach Bottom Left 20 ±14 62 ±16 25 ±3

Reach Bottom Right 16 ±8 49 ±29 31 ±11

Reach Top Left 40 ±16 53 ±7 29 ±4

Reach Top Right 38 ±21 70 ±17 35 ±13
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Figure 15. Per-environment performances on the pixel-based ExORL benchmark. The results are aggregated over 4 tasks, 4 datasets,
and 4 seeds (i.e., 64 values in total).
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Figure 16. Per-dataset performances on the pixel-based ExORL benchmark. The results are aggregated over 4 environments, 4 tasks,
and 4 seeds (i.e., 64 values in total).
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Figure 17. Per-task performances on the pixel-based ExORL benchmark. The results are aggregated over 4 datasets and 4 seeds (i.e.,
16 values in total).
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C. Theoretical Results
Let d∗ : S ×S → R be the optimal temporal distance function. Let ϕ : S → Z be a representation function that maps states
into a real Hilbert space with an inner product ⟨·, ·⟩ and its induced norm ∥·∥. The role of ϕ is to embed temporal distances into
the latent Hilbert space such that d∗(s, g) ≈ ∥ϕ(s)− ϕ(g)∥. Since we assume a deterministic MDP, we denote the transition
dynamics function and policies as deterministic functions: p : S ×A → S and π : S → A. In this section, we will show that
moving in the direction of ϕ(g)−ϕ(s) is optimal to reach the goal g from the state s if embedding errors are sufficiently small.

For a state s and a goal g, we define the following functions:

z′∗(s, g) := ϕ(s) +
ϕ(g)− ϕ(s)

∥ϕ(g)− ϕ(s)∥ , (12)

π̂(s, g) := argmax
a∈A

〈
ϕ(s′)− ϕ(s),

ϕ(g)− ϕ(s)

∥ϕ(g)− ϕ(s)∥

〉
s.t. s′ = p(s, a), ∥ϕ(s)− ϕ(s′)∥ ≤ 1, (13)

ẑ′(s, g) := ϕ(p(s, π̂(s, g))). (14)

We denote the neighborhood states of s as N(s) := {p(s, a) : a ∈ A}. Intuitively, z′∗(s, g) is the optimal latent point that
is a unit distance away in the goal direction from the current latent state, and ẑ′(s, g) is the optimal next latent state that
maximizes the directional reward ⟨ϕ(s′)− ϕ(s), (ϕ(g)− ϕ(s))/∥ϕ(g)− ϕ(s)∥⟩,
The following theorem states a condition for the policy π̂(s, g) to be optimal at (s, g).

Theorem C.1. For a state-goal pair (s, g) ∈ S × S, s ̸= g, assume that the local embedding error is bounded as
sups′∈N(s)∪{s} |d∗(s′, g)−∥ϕ(s′)−ϕ(g)∥| ≤ εe and the directional movement error is bounded as ∥z′∗(s, g)− ẑ′(s, g)∥ ≤
εd. If 4εe + εd < 1, π̂(s, g) is guaranteed to be an optimal action at (s, g).

Proof. Define ŝ′ := p(s, π̂(s, g)). Since s ̸= g, we know d∗(s, g) ≥ 1. To show that π̂(s, g) is an optimal action, it suffices
to show that the temporal distance toward the goal is reduced by 1 when the agent moves from s to ŝ′. We bound the
difference between d∗(ŝ′, g) and d∗(s, g)− 1 as follows:

|d∗(ŝ′, g)− (d∗(s, g)− 1)| (15)
≤ |d∗(ŝ′, g)− ∥ϕ(ŝ′)− ϕ(g)∥|+ |∥ϕ(ŝ′)− ϕ(g)∥ − (∥ϕ(s)− ϕ(g)∥ − 1)|+ |(∥ϕ(s)− ϕ(g)∥ − 1)− (d∗(s, g)− 1)|

(16)

≤εe + |∥ϕ(ŝ′)− ϕ(g)∥ − (∥ϕ(s)− ϕ(g)∥ − 1)|+ εe (17)
=2εe + ∥ϕ(ŝ′)− ϕ(g)∥ − (∥ϕ(s)− ϕ(g)∥ − 1) (18)
≤2εe + ∥ϕ(ŝ′)− z′∗(s, g)∥+ ∥z′∗(s, g)− ϕ(g)∥ − (∥ϕ(s)− ϕ(g)∥ − 1), (19)

where we use

∥ϕ(ŝ′)− ϕ(g)∥+ 1 ≥ ∥ϕ(ŝ′)− ϕ(g)∥+ ∥ϕ(s)− ϕ(ŝ′)∥ (20)
≥ ∥ϕ(s)− ϕ(g)∥ (21)

for Equation (18). To bound Equation (19), we consider the following two cases.

Case #1: ∥ϕ(g)− ϕ(s)∥ ≥ 1. In this case, we have

∥z′∗(s, g)− ϕ(g)∥ =

∥∥∥∥ϕ(s) + ϕ(g)− ϕ(s)

∥ϕ(g)− ϕ(s)∥ − ϕ(g)

∥∥∥∥ (22)

= |∥ϕ(g)− ϕ(s)∥ − 1| (23)
= ∥ϕ(g)− ϕ(s)∥ − 1. (24)

Case #2: ∥ϕ(g)− ϕ(s)∥ < 1. Similarly, we have

∥z′∗(s, g)− ϕ(g)∥ = 1− ∥ϕ(g)− ϕ(s)∥, (25)
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and thus

∥z′∗(s, g)− ϕ(g)∥ − (∥ϕ(s)− ϕ(g)∥ − 1) (26)
=2(1− ∥ϕ(s)− ϕ(g)∥) (27)
≤2(d∗(s, g)− ∥ϕ(s)− ϕ(g)∥) (28)
≤2εe. (29)

As ∥z′∗(s, g)− ϕ(g)∥ − (∥ϕ(s)− ϕ(g)∥ − 1) is bounded by 2εe in both cases, we have

|d∗(ŝ′, g)− (d∗(s, g)− 1)| ≤ 2εe + ∥ϕ(ŝ′)− z′∗(s, g)∥+ ∥z′∗(s, g)− ϕ(g)∥ − (∥ϕ(s)− ϕ(g)∥ − 1) (30)
≤ 4εe + ∥ϕ(ŝ′)− z′∗(s, g)∥ (31)
≤ 4εe + εd. (32)

Since we have 4εe + εd < 1 and |d∗(ŝ′, g) − (d∗(s, g) − 1)| is an integer, |d∗(ŝ′, g) − (d∗(s, g) − 1)| must be zero and
thus π̂(s, g) is an optimal action.

A keen reader may notice that Theorem C.1 only depends on z′∗(s, g) and ẑ′(s, g), and is agnostic to the objective of the
policy (Equation (13)), ⟨ϕ(s′) − ϕ(s), (ϕ(g) − ϕ(s))/∥ϕ(g) − ϕ(s)∥⟩. The following theorem justifies this directional
objective: namely, the policy objective in Equation (13) finds the optimal next latent state z′∗(s, g) if it is a feasible point.

Theorem C.2. If z′∗(s, g) ∈ {ϕ(s′) : s′ ∈ N(s), ∥ϕ(s)− ϕ(s′)∥ ≤ 1}, then ẑ′(s, g) = z′∗(s, g).

Proof. Recall that π̂(s, g) is defined as

π̂(s, g) = argmax
a∈A

〈
ϕ(s′)− ϕ(s),

ϕ(g)− ϕ(s)

∥ϕ(g)− ϕ(s)∥

〉
s.t. s′ = p(s, a), ∥ϕ(s)− ϕ(s′)∥ ≤ 1. (33)

(34)

We have

max
s′∈N(s)

〈
ϕ(s′)− ϕ(s),

ϕ(g)− ϕ(s)

∥ϕ(g)− ϕ(s)∥

〉
s.t. ∥ϕ(s)− ϕ(s′)∥ ≤ 1 (35)

≤max
s′∈S

〈
ϕ(s′)− ϕ(s),

ϕ(g)− ϕ(s)

∥ϕ(g)− ϕ(s)∥

〉
s.t. ∥ϕ(s)− ϕ(s′)∥ ≤ 1 (36)

≤max
s′∈S

∥ϕ(s′)− ϕ(s)∥
∥∥∥∥ ϕ(g)− ϕ(s)

∥ϕ(g)− ϕ(s)∥

∥∥∥∥ s.t. ∥ϕ(s)− ϕ(s′)∥ ≤ 1 (37)

≤1, (38)

by the Cauchy-Schwarz inequality. By the assumption, z′∗(s, g) is a feasible point and〈
z′∗(s, g)− ϕ(s),

ϕ(g)− ϕ(s)

∥ϕ(g)− ϕ(s)∥

〉
(39)

=

〈
ϕ(s) +

ϕ(g)− ϕ(s)

∥ϕ(g)− ϕ(s)∥ − ϕ(s),
ϕ(g)− ϕ(s)

∥ϕ(g)− ϕ(s)∥

〉
(40)

=

〈
ϕ(g)− ϕ(s)

∥ϕ(g)− ϕ(s)∥ ,
ϕ(g)− ϕ(s)

∥ϕ(g)− ϕ(s)∥

〉
(41)

=1 (42)

holds. Hence, the maximum in Equation (35) is attainable by z′∗(s, g), and thus ẑ′(s, g) = z′∗(s, g) holds.

Finally, as a corollary to Theorem C.1, we have the following:

Corollary C.3. If embedding errors are bounded as sups,g∈S |d∗(s, g)−∥ϕ(s)−ϕ(g)∥| ≤ εe, directional movement errors
are bounded as sups,g∈S ∥z′∗(s, g)− ẑ′(s, g)∥ ≤ εd, and 4εe + εd < 1, then π̂(s, g) is an optimal goal-reaching policy.

Intuitively, Corollary C.3 tells us that if the embedding error is small enough, directional movements in the latent space are
optimal for solving goal-reaching tasks.
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Limitations. One natural question to ask is whether it is always possible to embed any MDP into a Hilbert space up to
arbitrary accuracy. Unfortunately, this is not always possible. First, temporal distances are asymmetric but the distance
metric of the Hilbert space Z is symmetric. Second, even when the environment is completely symmetric, there exists a
symmetric MDP that is not embeddable into a Hilbert space with an arbitrarily low approximation error (Indyk et al., 2017;
Pitis et al., 2020). This is mainly because Hilbert spaces are highly structured, especially compared to metric or quasimetric
spaces, which do not require a well-defined inner product. Nonetheless, the inner product structure of the Hilbert space
naturally enables useful prompting strategies for zero-shot RL and goal-conditioned RL, and we empirically found that even
MDPs that in principle do not have a lossless Hilbert representation can still be solved effectively via our method in our
experiments. We believe finding a way to relax the Hilbert condition while having similar prompting and planning strategies
is an exciting and important future research direction.

D. Experimental Details
We implement HILPs based on two different codebases: the official implementation of FB representations (Touati et al.,
2023) for zero-shot RL experiments and that of HIQL (Park et al., 2023) for offline goal-conditioned RL and hierarchical
RL experiments. Our implementations are publicly available at the following repository: https://github.com/
seohongpark/HILP. We run our experiments on an internal cluster consisting of A5000 GPUs. Each run in this work
takes no more than 28 hours.

D.1. Environments and Datasets

ExORL (Yarats et al., 2022). The ExORL benchmark consists of a set of datasets collected by unsupervised RL
agents (Laskin et al., 2021) on the DeepMind Control Suite (Tassa et al., 2018). We use four environments (Walker
(Figure 4a), Cheetah (Figure 4b), Quadruped (Figure 4c), and Jaco (Figure 4d)) and four datasets collected by APS (Liu &
Abbeel, 2021a), APT (Liu & Abbeel, 2021b), Proto (Yarats et al., 2021), and RND (Burda et al., 2019) in each environment.
Following Touati et al. (2023), we use the first 5M transitions from each dataset. Each environment has four test-time tasks:
Walker has Flip, Run, Stand, and Walk; Cheetah has Run, Run Backward, Walk, and Walk Backward; Quadruped has Jump,
Run, Stand, Walk; Jaco has Reach Bottom Left, Reach Bottom Right, Reach Top Left, and Reach Top Right. Among the
four environments, Walker, Cheetah, and Quadruped have a maximum return of 1000, and Jaco has a maximum return of
250. As such, we multiply Jaco returns by 4 to normalize them for aggregation. For pixel-based ExORL experiments, we
convert each state in the datasets into a 64× 64× 3-sized camera image by rendering it.

AntMaze (Fu et al., 2020). The AntMaze datasets from D4RL (Fu et al., 2020) consist of trajectories of a quadrupedal robot
navigating through a maze from random locations to other locations. We employ the two most challenging datasets with
the largest maze (“antmaze-large-{diverse, play}-v2”, Figure 4e) from the original D4RL benchmark, and two even larger
settings (“antmaze-ultra-{diverse, play}-v0”, Figure 4f) introduced by Jiang et al. (2023), where the “ultra” maze is twice the
size of the “large” maze. For goal-conditioned RL experiments in Section 6.2, we use the same goal-conditioned evaluation
setting as Park et al. (2023): we specify the test-time goal g by concatenating the x-y coordinates of the original target goal
to the proprioceptive state dimensions of the first observation in the dataset. The agent gets a reward of 1 when it reaches
the target goal. In Tables 1 and 2, we multiply the returns by 100 to normalize them. For hierarchical RL experiments in
Section 6.3, we use the original non-goal-conditioned tasks.

Kitchen (Gupta et al., 2019; Fu et al., 2020). The Kitchen datasets from D4RL (Fu et al., 2020) consist of trajectories
of a robotic arm manipulating different kitchen objects in various orders in the Kitchen environment (Gupta et al., 2019)
(Figure 4g). We employ two datasets (“kitchen-{partial, mixed}-v0”) from the original D4RL benchmark. For goal-
conditioned RL experiments in Section 6.2, we use the same goal-conditioned evaluation setting as Park et al. (2023): we
specify the test-time goal g by concatenating the proprioceptive state dimensions of the first observation in the dataset to
the object states of the target goal given by the environment. The agent gets a reward of 1 whenever it achieves a subtask,
where each task consists of a total of four subtasks. In Tables 1 and 2, we multiply the returns by 25 to normalize them.
For hierarchical RL experiments in Section 6.3, we use the original non-goal-conditioned tasks. For pixel-based Kitchen
experiments, we convert each state in the datasets into a 64× 64× 3-sized camera image by rendering it. We use the same
camera configuration as Mendonca et al. (2021); Park et al. (2024) (Figure 4g).

22

https://github.com/seohongpark/HILP
https://github.com/seohongpark/HILP


Foundation Policies with Hilbert Representations

D.2. Implementation Details

Hilbert representations. In Equation (6), we use the same goal relabeling strategy as Park et al. (2023) except that we do
not set g = s, since V (s, s) = 0 is always guaranteed in our parameterization. Namely, we sample g either from a geometric
distribution over the future states within the same trajectory (with probability 0.625), or uniformly from the dataset (with
probability 0.375). We note that the values 0.625 and 0.375 come from the original hyperparameters used by Park et al.
(2023) (which use g = s with probability 0.2, future states with probability 0.5, and random states with probability 0.3),
where we redistribute the unnecessary probability mass of g = s across the other two bins. To avoid numerical issues with
gradient descent, we add a small value (ε = 10−6) when computing ∥ϕ(s)− ϕ(g)∥.

Zero-shot RL (Section 6.1). We evaluate HILPs and all baselines on the same codebase built on the official implementation
of the work by Touati et al. (2023). For HILP, we use the centered reward function introduced in Section 4.2 and the zero-
shot prompting scheme introduced in Section 5.1. For HILP-G in Jaco, we use the reward function in Equation (7) and the
goal-conditioned prompting scheme introduced in Section 5.2, where the goal is specified as the state with the highest reward
value from the offline dataset. For the FB, SF, and GCRL baselines, we follow the implementations provided by Touati et al.
(2023). We use TD3 (Fujimoto et al., 2018) as the base (offline) RL algorithm to train these methods. Following Touati et al.
(2023), for the HILP, FB, and SF methods, we either sample a latent vector z uniformly from the prior distribution (with
probability 0.5) or set z to the latent vector that corresponds to a goal-reaching task (with probability 0.5). For successor
feature losses, we use either the vector loss or the Q loss (Ma et al., 2020), depending on the environment. For hyperparameter
tuning, we individually tune HILP, FB, Lap (the best SF method reported in the work by Touati et al. (2023)), and GC-TD3
in each environment with the RND dataset, and apply the found hyperparameters to the other datasets and to the other
methods in the same category. We report the full list of the hyperparameters used in our zero-shot RL experiments in Table 5.

Offline goal-conditioned RL (Section 6.2). We implement HILP on top of the official codebase of the work by Park et al.
(2023). For HILP, we use the reward function in Equation (7) and the goal-conditioned prompting scheme introduced in
Section 5.2. We use IQL (Kostrikov et al., 2022) with AWR (Peng et al., 2019) as an offline algorithm to train policies.
For HILP-Plan, at each evaluation epoch, we first randomly sample N = 50000 states w1, w2, . . . , wN from the dataset
D, and pre-compute their representations ϕ(w1), ϕ(w2), . . . , ϕ(wN ). Then, at every time step, we find the argmin of
Equation (10) over the N samples using the pre-computed representations. In practice, we use the average of the 50 argmin
representations, as we found this to lead to better performance. For GC-IQL and GC-BC, we use the implementations
provided by Park et al. (2023). They are implemented on the same codebase as HILP. For GC-CQL, we modify the JaxCQL
repository (Geng, 2022) to make it compatible with our goal-conditioned setting. We mostly follow the hyperparameters
used by Nakamoto et al. (2023). We use the same goal relabeling strategy as Park et al. (2023) for all three goal-conditioned
RL methods. For FB, we use the official implementation provided by Touati et al. (2023), where we additionally implement
D4RL environments. For SF methods (FDM, Lap, and Rand), we re-implement IQL versions of them on the same codebase
as HILP, as we found these versions to perform better than the original implementations by Touati et al. (2023). Among FB
and SF methods, we only re-implement SF methods based on IQL, as FB in its current form is not directly compatible with
IQL. We report the full list of the hyperparameters used in our offline goal-conditioned RL experiments in Table 6.

Hierarchical RL (Section 6.3). We implement hierarchical HILP and OPAL on top of the official codebase of the work by
Park et al. (2023). To train a high-level policy πh(z | s) on top of our latent-conditioned (low-level) policy π(a | s, z), we first
sample (st, st+k) tuples from the dataset, label them with z = (ϕ(st+k)− ϕ(st))/∥ϕ(st+k)− ϕ(st)∥, and use z as high-
level actions. k is a hyperparameter that determines the high-level action length. For OPAL, we use our own implementation
on top of the same codebase as HILP, as we were unable to find the official implementation. We sample trajectory chunks
(st:t+k, at:t+k−1) from the dataset and train a trajectory VAE consisting of three components: a trajectory encoder p(z |
st:t+k, at:t+k−1) modeled by a bi-directional GRU (Cho et al., 2014), a decoder parameterized as π(at | st, z), and a prior
p(z | st). For both HILP and OPAL, to ensure a fair comparison, we use the same offline RL algorithm (IQL) for high-level
policy learning. We report the full list of the hyperparameters used in our zero-shot hierarchical RL experiments in Table 7.

2Following Touati et al. (2023), for policies π(a | s, z) and TD3 values Q(s, a, z), we process s (or (s, a)) and (s, z) separately with
(1024, 512)-sized MLPs, concatenate them together, and then pass another (1024)-sized MLP.

3We found that (256, 256)-sized policy networks lead to better performance than (512, 512, 512)-sized ones for GC-BC and GC-IQL
on AntMaze-Large.

4We found that OPAL works better with 8-dimensional latent spaces (as in the original work), compared to 32-dimensional ones (as in
this work), especially in AntMaze tasks.
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Table 5. Hyperparameters for zero-shot RL.

Hyperparameter Value

# gradient steps 106 (state-based), 5× 105 (pixel-based)
Learning rate 0.0005 (ϕ), 0.0001 (others)
Optimizer Adam (Kingma & Ba, 2015)
Minibatch size 1024 (state-based), 512 (pixel-based)
MLP dimensions (512, 512) (ϕ), (1024, 1024, 1024) (others)2

TD3 target smoothing coefficient 0.01
TD3 discount factor γ 0.98
Latent dimension 50
# state samples for latent vector inference 10000
Successor feature loss Q loss ({HILP, SF} on {Quadruped, Jaco}), vector loss (others)
Hilbert representation discount factor 0.96 (Walker), 0.98 (others)
Hilbert representation expectile 0.5 (HILP), 0.9 (HILP-G)
Hilbert representation target smoothing coefficient 0.005

Table 6. Hyperparameters for offline goal-conditioned RL.

Hyperparameter Value

# gradient steps 106 (AntMaze), 5× 105 (Kitchen)
Learning rate 0.0003
Optimizer Adam (Kingma & Ba, 2015)
Minibatch size 1024 (state-based), 256 (pixel-based)
Value MLP dimensions (512, 512, 512)

Policy MLP dimensions
(256, 256) ({GC-BC, GC-IQL} on AntMaze-Large)3,

(512, 512, 512) (others)
Target smoothing coefficient 0.005
Discount factor γ 0.99
Latent dimension 32
Hilbert representation discount factor 0.99
Hilbert representation expectile 0.7 (Visual Kitchen), 0.95 (others)
Hilbert representation target smoothing coefficient 0.005
HILP IQL expectile 0.7 (Visual Kitchen), 0.9 (others)
HILP AWR temperature 10
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Table 7. Hyperparameters for hierarchical RL.

Hyperparameter Value

# gradient steps 5× 105

Learning rate 0.0003
Optimizer Adam (Kingma & Ba, 2015)
Minibatch size 1024 (HILP), 256 (OPAL, high-level IQL)
Value MLP dimensions (512, 512, 512)
Policy MLP dimensions (512, 512, 512) (HILP), (256, 256) (high-level IQL)
Target smoothing coefficient 0.005
Discount factor γ 0.99
Latent dimension 32 (HILP), 8 (OPAL)4

Hilbert representation discount factor 0.99
Hilbert representation expectile 0.95 (AntMaze), 0.7 (Kitchen)
Hilbert representation target smoothing coefficient 0.005
HILP IQL expectile 0.9
HILP AWR temperature 10
OPAL VAE MLP dimensions (256, 256)
OPAL VAE # GRU layers 2
OPAL VAE KL coefficient 0.1
High-level action length k 10
High-level IQL discount factor 0.99
High-level IQL expectile 0.9 (AntMaze), 0.7 (Kitchen)
High-level AWR temperature 1
High-level value normalization None (AntMaze), LayerNorm (Ba et al., 2016) (Kitchen)
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