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Abstract

Although large language models (LLMs)001
demonstrate impressive performance for many002
language tasks, most of them can only han-003
dle texts a few thousand tokens long, limit-004
ing their applications on longer sequence in-005
puts, such as books, reports, and codebases.006
Recent works have proposed methods to im-007
prove LLMs’ long context capabilities by ex-008
tending context windows and more sophisti-009
cated memory mechanisms. However, com-010
prehensive benchmarks tailored for evaluating011
long context understanding are lacking. In this012
paper, we introduce LongBench, the first bilin-013
gual, multi-task benchmark for long context014
understanding, enabling a more rigorous eval-015
uation of long context understanding. Long-016
Bench comprises 21 datasets across 6 task cat-017
egories in both English and Chinese, with an018
average length of 6,711 words (English) and019
13,386 characters (Chinese). These tasks cover020
key long-text application areas including single-021
doc QA, multi-doc QA, summarization, few-022
shot learning, synthetic tasks, and code com-023
pletion. All datasets in LongBench are stan-024
dardized into a unified format, allowing for025
effortless automatic evaluation of LLMs. Upon026
comprehensive evaluation of 8 LLMs on Long-027
Bench, we find that: (1) Commercial model028
(GPT-3.5-Turbo-16k) outperforms other open-029
sourced models, but still struggles on longer030
contexts. (2) Scaled position embedding and031
fine-tuning on longer sequences lead to substan-032
tial improvement on long context understand-033
ing. (3) Context compression technique such034
as retrieval brings improvement for model with035
weak ability on long contexts, but the perfor-036
mance still lags behind models that have strong037
long context understanding capability.038

1 Introduction039

The field of NLP has long sought to endow ma-040

chines with the ability to understand and reason041

over a long context. Tasks such as summarization042

and question answering based on books, reports,043

and documents, and code generation at the repos- 044

itory level demand the ability to model long con- 045

text sequences that span thousands or even tens of 046

thousands of tokens in length. However, many of 047

today’s large language models can only compre- 048

hend and generate texts a few thousand tokens long, 049

leaving room for potential improvements in pro- 050

cessing longer contexts. More recently, there has 051

been an increasing effort to improve large language 052

models’ capabilities on long context understanding. 053

These methods include extending the context win- 054

dow (Press et al., 2022; Chen et al., 2023), utilizing 055

recurrent memory (Dai et al., 2019; Bulatov et al., 056

2023), using sparsed attention (Ding et al., 2023; 057

Mohtashami and Jaggi, 2023), and augmenting 058

with an external memory (Liang et al., 2023; Zhou 059

et al., 2023). However, unlike in short context, 060

where a multitude of multi-task benchmarks are 061

available for a multi-aspect evaluation (Hendrycks 062

et al., 2021; Srivastava et al., 2023), there is no 063

such benchmark on longer context. 064

To facilitate further research in this direction, 065

we propose LongBench, the first bilingual, multi- 066

task benchmark tailored for long context under- 067

standing. LongBench is composed of 6 major 068

task categories and 21 different tasks, covering 069

key long-text application scenarios including multi- 070

document QA, single-document QA, summariza- 071

tion, few-shot learning, code completion, and syn- 072

thetic tasks. In addition, LongBench includes dif- 073

ferent languages (Chinese and English) to pro- 074

vide a more comprehensive evaluation of the large 075

models’ bilingual capabilities on long contexts. 076

With overview statistics shown in Figure 1, Long- 077

Bench contains 4,750 test instances, with an aver- 078

age length of 6,711 words and 13,386 characters 079

for English and Chinese instances, respectively. 080

All 21 datasets in LongBench are standardized 081

into a unified format, among which 6 are directly 082

extracted from the original datasets provided by 083

previous studies, 10 are built based on the origi- 084
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Figure 1: Left: Number of data in each type of task within LongBench. Right: Length distribution for English and
Chinese data in LongBench, measured by the number of words and characters.

nal datasets and processed to be suitable for long085

context evaluation, and 5 are created and annotated086

by us. We are fully aware of the potentially high087

costs involved in the model evaluation process, es-088

pecially in the context of long context scenarios089

(such as manual annotation costs or API call costs).090

Therefore, we adopt a fully automated evaluation091

method, where we utilize automatic metrics such092

as ROUGE-L and F1 to measure the similarity of093

the outputs to the groundtruth answers.094

We conduct a comprehensive evaluation of 8095

models on LongBench. The empirical results pro-096

vide insightful conclusions about the multi-task097

capability of current models in terms of long con-098

text comprehension. Additionally, to better disen-099

tangle the models’ long context ability from their100

task ability, we construct LongBench-E that fea-101

tures a more even length distribution, thus suited102

for gauging each model’s capability across various103

context lengths. Results on LongBench-E reveal104

that although some models are trained or fine-tuned105

on longer contexts, they still experience a signifi-106

cant decline in performance as the context length107

increases. We also investigate the effect of retrieval-108

based and summarization-based context compres-109

sion techniques. Our results demonstrate that these110

approaches are beneficial only to models that ex-111

hibit weaker capability on long contexts.112

2 Related Work113

Long Context Modeling Techniques. We first114

discuss some popular lines of methods that aim to115

tackle long context understanding. These studies116

are mainly aimed at solving two key challenges117

in long text modeling, including the high runtime118

overhead on longer context, and the catastrophic119

forgetting phenomenon when processing long se- 120

quence. A series of studies focus on how to make 121

Transformers more efficient and unforgetful (Tay 122

et al., 2022), with designs such as sparse and effi- 123

cient computation (Child et al., 2019; Kitaev et al., 124

2020; Beltagy et al., 2020; Zaheer et al., 2020; 125

Wang et al., 2020; Fedus et al., 2022; Ding et al., 126

2023), recurrent and memory modules (Dai et al., 127

2019; Rae et al., 2020; Wu et al., 2022; Martins 128

et al., 2022; Bulatov et al., 2022; Orvieto et al., 129

2023; Liang et al., 2023; Zhou et al., 2023). More 130

recently, several methods (Press et al., 2022; Sun 131

et al., 2022; Chen et al., 2023) have been proposed 132

to enable length extrapolation of Transformers, and 133

have been adopted in the training process of long 134

context LLMs such as ChatGLM2-32k (Zeng et al., 135

2023) and LongChat-32k (Li et al., 2023). 136

Evaluation for Long Context Understanding. 137

Many previous works on long text modeling rely 138

on the perplexity metric for evaluation (Beltagy 139

et al., 2020; Roy et al., 2021; Press et al., 2022). 140

However, as suggested in (Sun et al., 2021), the 141

perplexity metric may not necessarily reflect the 142

model’s performance on sequence-level tasks in 143

real applications Meanwhile, some works assess 144

long text modeling through artificial tasks such as 145

retrieval (Tay et al., 2021; Chen et al., 2023; Li 146

et al., 2023), which may also fall short in mirroring 147

real-world scenarios. 148

Concurrently, ZeroSCROLLS (Shaham et al., 149

2022, 2023) and L-Eval (An et al., 2023) are pro- 150

posed as evaluation benchmarks for long text mod- 151

eling. Nonetheless, they encompass a restricted 152

range of task types, thereby limiting the diversity of 153

long text modeling patterns required in the bench- 154

marks, and consequently, the comprehensiveness of 155

the evaluation results. Recently, AgentBench (Liu 156
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et al., 2023c) also mentions the challenge of LLM-157

as-Agent’s handling long interaction trajectories,158

but fails to incorporate it as a dedicated evaluation159

dimension. In contrast, LongBench includes six160

major task categories, with each category featur-161

ing sequences of varying lengths, languages, and162

domains. We believe it provides a more holistic163

evaluation of long text modeling ability of large164

language models across a spectrum of lengths, dis-165

tributions, as well as long dependency patterns.166

3 LongBench: Tasks and Construction167

3.1 Problem Definition168

We formalize the problem of long context under-169

standing as follows: Given the input and context170

sequences (I, C), the model is expected to output171

the answer A. For instance, in a QA task, the input172

I would be the question, context C refers to the173

document, and A denotes the answer to the ques-174

tion. Generally, in LongBench, I and A tend to175

be short, while C represents a long sequence up to176

thousands of tokens in length. The instantiation of177

(I, C,A) for each task is listed in Table 6.178

3.2 Dataset Construction179

In this section, we will provide a detailed intro-180

duction to the data collection, annotation, and or-181

ganization process for each dataset in LongBench182

(LongBench-E), according to the specific tasks. For183

the overall data statistics of LongBench, we refer184

to Table 1.185

3.2.1 Data Collection and Annotation186

Single-Doc QA. For single-document QA, we fo-187

cus on instances with longer documents. We extract188

NarrativeQA from the original dataset in (Kočiskỳ189

et al., 2018), which consists of long stories along190

with questions posed to test reading comprehen-191

sion. We also sample from Qasper (Dasigi et al.,192

2021), which features QA over NLP papers and is193

annotated by NLP practitioners.194

To better test the model’s long context under-195

standing ability across diverse fields, we manually196

curate the MultiFieldQA datasets in both English197

and Chinese. We first collect documents and ar-198

ticles from multiple sources, including legal doc-199

uments, government reports, encyclopedias, aca-200

demic papers, etc. We invite three Ph.D. students201

to annotate the question and answer for each arti-202

cle, with definitive answers as much as possible203

for ease of automated evaluation. During the anno-204

tation, we ensure that the answers can be inferred 205

from the documents, and the placement of evidence 206

is fairly random to avoid biases that might occur 207

if, for instance, the answer-related statements are 208

frequently found at the beginning or the end, as 209

mentioned in (Liu et al., 2023a). 210

Multi-Doc QA. Multi-document QA requires mod- 211

els to extract and combine information from several 212

documents to obtain the answer, which is usually 213

more challenging than single-doc QA. The English 214

test samples are built from three Wikipedia-based 215

multi-hop QA datasets: HotpotQA (Yang et al., 216

2018), 2WikiMultihopQA (Ho et al., 2020), and 217

MuSiQue (Trivedi et al., 2022). HotpotQA involves 218

a number of 2-hop questions directly written by na- 219

tive speakers given two related paragraphs. 2Wiki- 220

MultihopQA consists of up to 5-hop questions that 221

are synthesized through manually designed tem- 222

plates to ensure that they cannot be solved through 223

shortcuts. The questions in MuSiQue are carefully 224

composed from simple questions involving up to 225

4-hop reasoning, and are then paraphrased by anno- 226

tators to both avoid shortcuts and ensure linguistic 227

naturalness. Each question in the original datasets 228

is supplemented by 2-4 supporting paragraphs that 229

provide one-step reasoning evidence and several 230

distracting paragraphs. 231

To tailor the data for long-context evaluation, we 232

utilize complete Wikipedia passages encompass- 233

ing the supporting or distracting paragraphs as the 234

context. Initially, supporting passages are included 235

within the context, and then as many distracting 236

passages are added until the total length reaches a 237

maximum length. Finally, these passages are ran- 238

domly ordered to form the multi-document context. 239

Beyond these three English datasets, we also con- 240

struct a Chinese dataset based on DuReader (He 241

et al., 2018), which is developed based on Baidu 242

Search and Baidu Zhidao, comprising 200K ques- 243

tions and 1M related documents. To adapt it for 244

assessing long context ability, for each question, 245

we not only provide several documents related to 246

the question but also arbitrarily select several from 247

the total set of documents as distractors, until each 248

question is associated with 20 documents. 249

Summarization. Compared to QA tasks, which 250

can often be solved using local information within 251

the context, summarization demands a more global 252

understanding of the whole context. We extract 253

GovReport from the original dataset (Huang et al., 254

2021). The original GovReport dataset is a large- 255

3



Dataset ID Source Avg len Metric Language #data

Single-Document QA
NarrativeQA 1-1 Literature, Film 18,409 F1 English 200
Qasper 1-2 Science 3,619 F1 English 200
MultiFieldQA-en 1-3 Multi-field 4,559 F1 English 150
MultiFieldQA-zh 1-4 Multi-field 6,701 F1 Chinese 200

Multi-Document QA
HotpotQA 2-1 Wikipedia 9,151 F1 English 200
2WikiMultihopQA 2-2 Wikipedia 4,887 F1 English 200
MuSiQue 2-3 Wikipedia 11,214 F1 English 200
DuReader 2-4 Baidu Search 15,768 Rouge-L Chinese 200

Summarization
GovReport 3-1 Government report 8,734 Rouge-L English 200
QMSum 3-2 Meeting 10,614 Rouge-L English 200
MultiNews 3-3 News 2,113 Rouge-L English 200
VCSUM 3-4 Meeting 15,380 Rouge-L Chinese 200

Few-shot Learning
TREC 4-1 Web question 5,177 Accuracy (CLS) English 200
TriviaQA 4-2 Wikipedia, Web 8,209 F1 English 200
SAMSum 4-3 Dialogue 6,258 Rouge-L English 200
LSHT 4-4 News 22,337 Accuracy (CLS) Chinese 200

Synthetic Task
PassageCount 5-1 Wikipedia 11,141 Accuracy (EM) English 200
PassageRetrieval-en 5-2 Wikipedia 9,289 Accuracy (EM) English 200
PassageRetrieval-zh 5-3 C4 Dataset 6,745 Accuracy (EM) Chinese 200

Code Completion
LCC 6-1 Github 1,235 Edit Sim Python/C#/Java 500
RepoBench-P 6-2 Github repository 4,206 Edit Sim Python/Java 500

Table 1: An overview of the dataset statistics in LongBench. Chinese datasets are highlighted. ‘Source’ denotes
the origin of the context. ‘Avg len’ (average length) is computed using the number of words for the English (code)
datasets and the number of characters for the Chinese datasets. ‘Accuracy (CLS)’ refers to classification accuracy,
while ‘Accuracy (EM)’ refers to exact match accuracy.

scale collection of detailed reports from the U.S.256

Government Accountability Office and Congres-257

sional Research Service, each accompanied by a258

human-written summary, spanning a wide variety259

of national policy issues. We also sampled from260

QMSum (Zhong et al., 2021), which consists of261

query-summary pairs annotated over 232 meetings262

across multiple domains, including product, aca-263

demic, and committee meetings. We treat the query264

as input I , the meeting content as context C, and265

the summary as answer A. MultiNews is derived266

from the original multi-document summarization267

dataset in (Fabbri et al., 2019). The MultiNews268

dataset features clusters of 2-10 news articles dis-269

cussing the same event or topic, each paired with a270

human-written summary that summarizes the key271

information from the multiple source articles. In272

LongBench, we include “Document i” before the273

ith news article, and concatenate them into the con-274

text C. VCSUM (Wu et al., 2023) is a large-scale275

Chinese meeting summarization dataset consist- 276

ing of 239 real-life meetings with over 230 hours 277

of duration, with versatile annotations to support 278

multiple summarization tasks. In LongBench, we 279

select the long segments from VCSUM to compose 280

our evaluation samples. 281

Few-shot Learning. We identify few-shot in- 282

context learning as a practical setting that requires 283

long context understanding, especially when the 284

number of examples increases (Ainslie et al., 2023). 285

To ensure the diversity of the tasks, we incor- 286

porate classification, summarization, and reading 287

comprehension tasks within the few-shot learn- 288

ing scenario. We include 2 classification datasets 289

with fine-grained class labels, including TREC (Li 290

and Roth, 2002), a question classification task 291

involving 50 fine classes, and LSHT (NLPCC, 292

2014), a Chinese news classification task with 293

24 classes. For summarization task, we use the 294

SAMSum dataset (Gliwa et al., 2019), which con- 295
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tains messenger-like conversations with human-296

annotated summaries. TriviaQA (Joshi et al., 2017)297

contains question-answer pairs labeled with evi-298

dence passages, and we use it as a reading compre-299

hension task. We filter the passages in TriviaQA300

with less than 1,000 words to be examples.301

In each of the above datasets adapted for Long-302

Bench, for each test data, we first randomly se-303

lect an integer within a range as the number of ex-304

amples, then randomly sample the corresponding305

number of samples from the training set, and con-306

catenate them to form the context C. For TREC,307

LSHT, SAMSum, and TriviaQA, the ranges are308

[100, 600], [10, 40], [10, 100], [2, 24], respectively.309

Synthetic Task. Unlike standard tasks that are310

more alike on the required long dependency pattern,311

synthetic tasks can be meticulously designed to312

test the model’s ability on specific scenarios and313

patterns. In LongBench, we design three synthetic314

tasks. PassageRetrieval-en and PassageRetrieval-315

zh are constructed based on English Wikipedia and316

the Chinese sections of the C4 dataset (Raffel et al.,317

2020). For each data entry, we randomly sample 30318

passages and select one of them for summarization319

using GPT-3.5-Turbo. The task asks the model to320

identify the original paragraph to which the crafted321

summary corresponds.322

PassageCount seeks to create a more demanding323

situation where the model is required to utilize the324

full context to resolve the task. For each piece of325

data, we randomly select several passages from En-326

glish Wikipedia, repeat each paragraph at random327

several times, and finally shuffle the paragraphs.328

The task asks the model to determine the number of329

unique passages among the given set. Specifically,330

we randomly select M from [17, 50] as the upper331

limit for the number of passages. Subsequently, the332

number N of unique passages is randomly selected333

from the range [2,M ]. We conduct random sam-334

pling with replacement from the set of N unique335

passages to get the final M passages.336

Code Completion. Code completion is a critical337

task employed by auto-completion systems to assist338

users by completing code based on previous code339

input and context (Chen et al., 2021; Zheng et al.,340

2023b). This task can pose a significant challenge341

for models, especially when dealing with lengthy342

code inputs or even repository-level data. This is343

mainly because the models need to establish atten-344

tion across long-range sequences according to re-345

lationships within code elements, such as between346

class and function definitions. Hence we recognize 347

this as a suitable task for evaluating a model’s long 348

context modeling ability. 349

The LCC dataset is sampled from the original 350

Long Code Completion dataset (Guo et al., 2023). 351

The original dataset is constructed by filtering code 352

within one file from GitHub based on length. This 353

data includes a long piece of preceding lines of 354

code as context, and the next line of code as the 355

answer. We also consider the repository-level code 356

completion setting, which necessitates aggregating 357

information from code across files. For this task, 358

we adapt the RepoBench-P dataset from (Liu et al., 359

2023b). RepoBench-P is collected from Github 360

repositories, and is constructed by first retrieving 361

relevant code snippets from other files based on 362

module import statements. These snippets are 363

then concatenated with the preceding lines of code 364

within the current file as context, and are used to 365

predict the next line of code. We select the most 366

challenging XF-F (Cross-File-First) setting from 367

the original dataset, where the in-file context gives 368

no prior usage of the module to aid the prediction. 369

For each original piece of data, we shuffle the cross- 370

file code snippets that include the gold cross-file 371

code snippet (manually annotated as the optimal 372

context for prediction), and combine them into con- 373

text C. The preceding lines of code are taken as 374

input I , and the next line of code as the answer A. 375

3.2.2 Data Extraction 376

Since LLMs may have already been trained on 377

the training set of some of our collected public 378

datasets, to avoid test leakage, we extract data 379

from the test sets of these public datasets, with 380

the exception of VCSUM due to its insufficient 381

data in its test set. We employ two extraction 382

strategies: random sampling and uniform sampling. 383

Through random sampling, we maintain a natu- 384

ral length distribution to more accurately mimic 385

real scenarios, and obtain LongBench. Alterna- 386

tively, we perform uniform sampling based on the 387

length of the data with a focus on studying the 388

model’s capabilities across varying context lengths 389

within each task itself. This approach provides in- 390

sights into the model’s true ability to understand 391

long contexts independent of task capability. We 392

choose 13 of the English datasets, including Qasper, 393

MultiFieldQA-en, HotpotQA, 2WikiMultihopQA, 394

GovReport, Multi-news, TREC, TriviaQA, SAM- 395

Sum, PassageCount, PassageRetrieval-en, LCC, 396

and RepoBench-P, which offer broader coverage 397
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Model Single-Doc QA Multi-Doc QA Summarization

1-1 1-2 1-3 1-4 Avg 2-1 2-2 2-3 2-4 Avg 3-1 3-2 3-3 3-4 Avg

GPT-3.5-Turbo-16k 23.6 43.3 52.3 61.2 45.1 51.6 37.7 26.9 28.7 36.2 29.5 23.4 26.7 16.0 23.9
Llama2-7B-chat-4k 18.7 19.2 36.8 11.9 21.7 25.4 32.8 9.4 5.2 18.2 27.3 20.8 25.8 0.2 18.5
LongChat-v1.5-7B-32k 16.9 27.7 41.4 29.1 28.8 31.5 20.6 9.7 19.5 20.3 30.8 22.7 26.4 9.9 22.5
XGen-7B-8k 18.0 18.1 37.7 14.8 22.1 29.7 21.1 10.3 11.0 18.0 27.3 20.5 26.2 2.2 19.0
InternLM-7B-8k 12.1 16.7 23.4 33.6 21.4 28.7 22.8 9.0 11.1 17.9 9.7 15.9 22.8 12.4 15.2
ChatGLM2-6B 11.8 22.5 35.0 33.2 25.6 22.4 20.1 6.1 16.3 16.2 23.2 21.1 25.2 14.5 21.0
ChatGLM2-6B-32k 21.1 31.5 46.2 51.6 37.6 45.1 34.0 21.9 37.6 34.7 32.4 24.0 26.5 16.2 24.8
Vicuna-v1.5-7B-16k 19.4 26.1 38.5 43.0 31.8 25.3 20.8 9.8 19.3 18.8 27.9 22.8 27.2 15.1 23.2

Table 2: Results (%) on single-doc QA, multi-doc QA and summarization tasks.

Model Few-shot Learning Synthetic Code Overall

4-1 4-2 4-3 4-4 Avg 5-1 5-2 5-3 Avg 6-1 6-2 Avg EN ZH All

GPT-3.5-Turbo-16k 68.0 91.4 41.7 29.2 57.6 4.5 71.0 77.5 51.0 54.7 53.6 54.1 44.0 44.5 44.7
Llama2-7B-chat-4k 61.5 77.8 40.7 19.8 49.9 2.1 9.8 0.5 4.1 52.4 43.8 48.1 31.0 14.3 26.8
LongChat-v1.5-7B-32k 63.5 82.3 34.2 23.2 50.8 1.0 30.5 7.6 13.0 53.0 55.3 54.1 34.3 23.9 31.6
XGen-7B-8k 65.5 77.8 25.3 20.5 47.3 2.1 8.5 3.5 4.7 38.6 38.6 38.6 28.3 15.1 25.0
InternLM-7B-8k 52.0 77.8 21.2 15.2 41.6 3.0 6.0 0.9 3.3 44.1 28.8 36.4 24.2 18.3 22.6
ChatGLM2-6B 44.5 70.6 29.5 20.8 41.3 2.5 3.0 6.5 4.0 49.0 43.2 46.1 26.6 22.9 25.7
ChatGLM2-6B-32k 62.5 78.7 36.3 27.7 51.3 1.5 77.0 64.5 47.7 55.6 49.9 52.7 40.9 41.7 41.4
Vicuna-v1.5-7B-16k 71.5 86.2 40.8 28.8 56.8 6.5 4.5 5.0 5.3 51.0 43.5 47.3 31.9 26.4 30.5

Table 3: Results (%) on few-shot learning, synthetic, and code tasks. ‘Overall’ is computed by the macro-average
(the mean of ‘Avg’) over major task categories. This is computed on English (EN) tasks, Chinese (ZH) tasks, and all
(All) tasks, code tasks are included in both languages.

on data length. During the uniform sampling pro-398

cess, we use word count as the length and sample a399

comparable quantity of data from the length ranges400

of 0-4k, 4k-8k, and 8k+. The resulting data is com-401

piled into LongBench-E (statistics in Table 7).402

4 Experiments403

4.1 Benchmarking Results on LongBench and404

LongBench-E405

Experiment Setup. We evaluate 8 popular LLMs406

that feature long context capability, including GPT-407

3.5-Turbo-16k (OpenAI, 2022a), Llama2-7B-chat-408

4k (Touvron et al., 2023), LongChat-v1.5-7B-409

32k (Li et al., 2023), XGen-7B-8k (Nijkamp et al.,410

2023), InternLM-7B-8k (Team, 2023), ChatGLM2-411

6B, ChatGLM2-6B-32k (Du et al., 2022; Zeng412

et al., 2023), and Vicuna-v1.5-7B-16k (Zheng et al.,413

2023a). ChatGLM2-6B-32k is trained based on414

ChatGLM2-6B, with a 32k context length during415

alignment and position interpolation (Chen et al.,416

2023). LongChat-v1.5-7B-32k and Vicuna-v1.5-417

7B-16k are fine-tuned from Llama2-7B, with su-418

pervised fine-tuning and linear RoPE scaling.419

We conduct the assessment in a zero-shot set-420

ting, except for the few-shot learning tasks where421

the few-shot examples are provided as part of the422

long context. The input format prompt and the 423

maximum output length we used during evaluation 424

can be found in Appendix. When the input length 425

L surpasses the maximum context length M of a 426

model (indicated by the suffix of its name), we trun- 427

cate the input sequence S from the middle since 428

the front and end of the sequence may contain cru- 429

cial information such as the instruction or question: 430

S1:L → [S1:⌊M/2⌋;SL−⌊M/2⌋−1:L]. During gener- 431

ation, we use greedy decoding for reproducibility. 432

It’s worth noting that the chat models evaluated typ- 433

ically have specific prompts that induce the mod- 434

els to generate dialogue-like responses. During 435

evaluation, we avoid adding these prompts in few- 436

shot learning and code completion tasks, since the 437

answers to these tasks should be generated in a 438

completion style rather than a chat style. 439

The metric for each dataset is shown in Table 1. 440

For tasks built based on previous datasets, the met- 441

rics we used are consistent with those used in the 442

original work. F1 and ROUGE-L (Lin, 2004) are 443

two popular N-gram based metrics widely adopted 444

in QA and summarization tasks. Edit Sim (Leven- 445

shtein distance) is popularly used in code genera- 446

tion evaluation (Svyatkovskiy et al., 2020). For the 447

few-shot learning tasks, we extract the first line of 448
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Figure 2: Avg score (%) under different truncation size.

the response. For the two code completion tasks,449

we extract the first line of model generation that is450

not comment.451

Results on LongBench. Table 2, 3 report the452

performance (%) on all datasets in LongBench.453

Additionally, Figure 4 presents a radar plot de-454

picting the models’ abilities on the 6 major tasks.455

For better visualization, we scale the maximum456

score across all models on each task to 100 in457

the radar plot. We summarize our key findings458

from the experiment results: (1) There is still a459

performance gap on long context tasks between460

open-sourced models of smaller size and commer-461

cial model (GPT-3.5-Turbo-16k). (2) Models ben-462

efit from scaled positional embedding and contin-463

ued training on longer context, as ChatGLM2-6B-464

32k and LongChat-v1.5-7B-32k obtain relative im-465

provements of 62% and 19%, respectively. We fur-466

ther analyze the multi-task property of LongBench467

by the inter-task correlation among and across each468

category of tasks in Appendix D. We find higher469

correlations for performance on tasks of the same470

category or language.471

To study whether the models with a longer max-472

imum length truly benefit from utilizing longer473

context, we conduct experiments with GPT-Turbo-474

3.5-16k, ChatGLM2-6B-32k, and Vicuna-v1.5-7B-475

16k with truncation sizes of 4k and 8k on Long-476

Bench. The macro-average scores across all tasks477

with varying truncation sizes are depicted in Fig-478

ure 2. Here, ‘maximum length’ denotes truncation479

at the model’s maximum length configuration. We480

observe that GPT-Turbo-3.5-16k and ChatGLM2-481

6B-32k obtain higher scores under a larger trunca-482

tion size, suggesting they can better make use of483

a longer context. Furthermore, this confirms that484

our benchmark indeed necessitates long context485

modeling — using truncated information alone is486

Figure 3: Average score (%) under different context
length on LongBench-E.

insufficient for successfully completing the tasks in 487

LongBench. On the other hand, the performance of 488

LLMs on LongBench can be further improved by 489

enhancing their long context modeling capabilities. 490

Results on LongBench-E. While LongBench facil- 491

itates the measurement of an overall multi-task abil- 492

ity on tasks that require long context understanding, 493

LongBench-E focuses more on measuring how the 494

model’s performance changes under different con- 495

text lengths within the same task. As introduced 496

in Sec 3.2.2, LongBench-E contains a subset of 497

datasets included in LongBench, featuring more 498

evenly distributed context lengths. Figure 3 reports 499

the macro-average scores (%) on data in length 500

ranges of 0-4k, 4k-8k, and 8k+ (See the results on 501

all datasets in Table 8). One can derive a model’s 502

long context ability from the slope of the curve — 503

a significant drop in performance on data of greater 504

length, as indicated by a steeper curve, points to the 505

model’s limitations in effectively handling long text 506

modeling. From the results on LongBench-E, we 507

observe that ChatGLM2-6B-32k and LongChat- 508

v1.5-7B-32k are more robust to longer context 509

length, with a relative drop of 4% and 7% from 510

0-4k to 8k+ respectively. Moreover, despite GPT- 511

3.5-Turbo-16k demonstrating impressive overall 512

performance across all tasks, we find that it still 513

struggles on longer contexts (-17% from 0-4k to 514

8k+), leaving room for future development on long 515

context modeling. 516

4.2 Impact of Context Compression 517

Techniques 518

We further explore the impact of context compres- 519

sion techniques on LongBench, including retrieval- 520

based context compression and summarization- 521
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Retriever Single-Doc QA Multi-Doc QA Avg
1-1 1-2 1-3 1-4 2-1 2-2 2-3 2-4

GPT-3.5-Turbo-16k
w/o retrieval 23.6 43.3 52.3 61.2 51.6 37.7 26.9 28.7 40.7
E-200×7 21.8 38.1 52.8 53.6 46.6 44.9 30.4 30.7 39.9
E-500×3 21.8 39.6 50.3 55.9 49.3 38.6 23.3 30.4 38.6
C-200×7 18.3 35.6 54.3 52.4 47.0 39.5 25.2 30.5 37.8
C-500×3 20.3 35.7 48.7 51.2 47.7 39.1 21.9 30.7 36.9
B-200×7 14.1 28.6 30.1 55.0 38.3 29.0 18.1 29.6 30.3
B-500×3 14.5 30.4 31.3 55.1 37.2 35.1 11.7 29.9 30.6

Llama2-7B-chat-4k
w/o retrieval 18.7 19.2 36.8 11.9 25.4 32.8 9.4 5.2 19.9
E-200×7 20.0 25.7 40.3 13.9 34.7 34.4 17.3 5.5 24.0
E-500×3 17.7 25.2 38.9 12.0 34.9 32.8 15.5 5.0 22.7
C-200×7 18.3 23.8 41.8 10.8 33.6 34.5 17.2 5.0 23.1
C-500×3 17.1 22.5 39.5 9.9 34.6 35.0 14.1 4.7 22.2
B-200×7 12.3 19.6 25.9 13.1 29.2 25.9 9.1 5.1 17.5
B-500×3 14.7 20.4 26.2 13.5 23.1 29.7 7.9 5.0 17.6

ChatGLM2-6B-32k
w/o retrieval 21.1 31.5 46.2 51.7 45.1 34.0 21.9 37.6 36.1
E-200×7 19.4 33.3 40.9 48.3 41.2 32.9 22.8 36.7 34.4
E-500×3 14.6 31.2 40.5 46.3 39.4 31.5 20.2 38.1 32.7
C-200×7 15.1 32.9 43.1 45.8 38.3 32.3 16.9 35.5 32.5
C-500×3 12.9 29.6 41.1 49.2 38.1 33.2 17.5 37.8 32.4
B-200×7 12.5 20.1 23.8 50.2 28.7 24.3 10.9 35.0 25.7
B-500×3 11.2 20.5 25.4 51.9 27.7 27.6 12.2 35.6 26.5

Table 4: Retrieval-based context compression results
(%) on LongBench. E, C, B denote different retrieval
methods, namely text-embedding-ada-002, Contriever,
and BM25. M ×N indicates the retrieval of the top-N
segments when split into chunks by M words. For every
model and every dataset, the best performance over all
retrieval methods is in bold.

Model 3-1 3-2 3-3 3-4 Avg

GPT-3.5-Turbo-16k 29.5 23.4 26.7 16.0 23.9
GPT-3.5-Turbo-16k+Summ 17.9 16.6 17.9 19.7 18.0
Llama2-7B-chat-4k 27.3 20.8 25.8 0.2 18.5
Llama2-7B-chat-4k+Summ 12.8 16.6 4.6 0.6 8.6
ChatGLM2-6B-32k 32.4 24.0 26.5 16.2 24.8
ChatGLM2-6B-32k+Summ 17.6 15.9 14.9 17.2 16.4

Table 5: Summarization-based context compression re-
sults (%) on LongBench.

based context compression. Retrieval is widely522

used in augmenting language models with external523

memory (Khandelwal et al., 2020; Borgeaud et al.,524

2022; Izacard et al., 2022b). This application can525

be extended to consider longer contexts, such as526

documents or books, as forms of external memory,527

from which relevant information can be retrieved528

using a specific query. Given a long context, we529

first split it into chunks with a default size of M530

words (or characters on Chinese datasets), then use531

a specific retriever to compute the embedding of the532

text chunks and the query, and concatenate only the533

top-N chunks according to the cosine similarity of534

their embeddings to the query embedding. The top-535

N chunks as the compressed context, together with536

the query, are then fed into the model to produce537

an answer. A similar pipeline is also implemented538

in LangChain. We experiment with three retriev- 539

ers — OpenAI Embedding (text-embedding-ada- 540

002 (OpenAI, 2022b)), Contriever (Izacard et al., 541

2022a), and BM25 — alongside two chunk sizes 542

of 200 and 500. In order to conduct a fairer com- 543

parison under the same context length, we take 544

the top-7 and top-3 chunks respectively when the 545

chunk sizes are 200 and 500. Table 4 reports the 546

results on QA tasks in LongBench. We summa- 547

rize our findings: (1) text-embedding-ada-002 per- 548

forms the best among the three retrievers, while 549

the open-sourced Contriever results are closer to 550

text-embedding-ada-002 and superior to BM25. (2) 551

In general, splitting the long context into shorter 552

chunks and retrieving more chunks results in better 553

performance. (3) Under the best retrieval method, 554

the improvements for the three models are -2%, 555

21%, and -5%, respectively. Moreover, even after 556

retrieval, the performance of Llama2-7B-chat-4k 557

still lags behind the other two models. The results 558

suggest that the retrieval technique can only serve 559

as a performance compensation for models that can- 560

not well model long context, and is not a shortcut 561

to solving long context understanding tasks. 562

We also study the effect of using model- 563

generated summary as a context compression tech- 564

nique. Specifically, we first utilize the model to 565

generate a brief summary for each text chunk, and 566

concatenate the summaries together as the com- 567

pressed context. We experiment on the summa- 568

rization tasks in LongBench, and the results are as 569

shown in Table 5. We find that this compression 570

method improves the performance of the models 571

only on the VCSUM task (3-4), since the data in 572

VCSUM are longer than in the other three datasets. 573

5 Conclusion 574

In this paper, we introduce LongBench, a multi- 575

task bilingual benchmark tailored for gauging long 576

context understanding abilities of LLMs. Long- 577

Bench covers six key categories and a total of 21 578

tasks, with data lengths extending from thousands 579

of tokens up to tens of thousands of tokens. We 580

also develop LongBench-E which features a more 581

evenly data length distribution. We conduct exten- 582

sive experiments on LongBench and LongBench-E, 583

yielding insightful conclusions about the capabili- 584

ties of current LLMs on long context understanding. 585

Moreover, our analysis suggests that LongBench 586

and LongBench-E serve as ideal testbeds for future 587

research in long context modeling. 588
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A Dataset Details917

Table 6 lists the instantiation of (I, C,A) for each dataset in LongBench. Table 7 reports the number of918

data on each task that falls in the length range of 0-4k, 4k-8k, and 8k+ in LongBench-E.919

Dataset Input I Context C Answer A

Single-Document QA
NarrativeQA Question Document Answer
Qasper Question Document Answer
MultiFieldQA-en Question Document Answer
MultiFieldQA-zh Question Document Answer

Multi-Document QA
HotpotQA Question Multiple documents Answer
2WikiMultihopQA Question Multiple documents Answer
MuSiQue Question Multiple documents Answer
DuReader Question Multiple documents Answer

Summarization
GovReport - Document Summary
QMSum Query Document Summary
MultiNews - Document Summary
VCSUM - Document Summary

Few-shot Learning
TREC Question Few-shot examples Class label
TriviaQA Passage&Question Few-shot examples Answer
SAMSum Dialogue Few-shot examples Summary
LSHT News document Few-shot examples Class label

Synthetic Task
PassageCount - Multiple passages Count
PassageRetrieval-en Summary Multiple passages Title of the passage
PassageRetrieval-zh Summary Multiple passages Title of the passage

Code Completion
LCC - Preceding lines of code Next line of code
RepoBench-P Preceding lines of code Cross-file code snippets Next line of code

Table 6: Instantiation of (I, C,A) for each task in LongBench.

B Evaluation Setups920

Evaluation Prompts. In this section, we present a collection of customized prompt templates designed921

for each dataset within LongBench, utilized during our evaluation. Recall that each data instance is922

accompanied by an input I as well as a context C. We place the instruction both at the beginning and end923

of the prompt, ensuring the models fully grasp what to do.924

NarrativeQA: You are given a story, which can be either a novel or a movie script, and a question.
Answer the question as concisely as you can, using a single phrase if possible. Do not provide any
explanation.
Story: {context}
Now, answer the question based on the story as concisely as you can, using a single phrase if possible.
Do not provide any explanation.
Question: {input}
Answer:925

Qasper: You are given a scientific article and a question. Answer the question as concisely as you
can, using a single phrase or sentence if possible. If the question cannot be answered based on the
information in the article, write “unanswerable”. If the question is a yes/no question, answer “yes”,

926
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Dataset #data in 0-4k #data in 4-8k #data in 8k+

Single-Document QA
Qasper 100 100 24
MultiFieldQA-en 67 70 13

Multi-Document QA
HotpotQA 100 100 100
2WikiMultihopQA 100 100 100

Summarization
GovReport 100 100 100
MultiNews 100 100 94

Few-shot Learning
TREC 100 100 100
TriviaQA 100 100 100
SAMSum 100 100 100

Synthetic Task
PassageCount 100 100 100
PassageRetrieval-en 100 100 100

Code Completion
LCC 100 100 100
RepoBench-P 100 100 100

Table 7: Data length distributions in LongBench-E.

“no”, or “unanswerable”. Do not provide any explanation.
Article: {context}
Answer the question based on the above article as concisely as you can, using a single phrase or
sentence if possible. If the question cannot be answered based on the information in the article, write
“unanswerable”. If the question is a yes/no question, answer “yes”, “no”, or “unanswerable”. Do not
provide any explanation.
Question: {input}
Answer: 927

MultiField-en: Read the following text and answer briefly.
{context}
Now, answer the following question based on the above text, only give me the answer and do not
output any other words.
Question: {input}
Answer: 928

MultiField-zh: 阅读以下文字并用中文简短回答：
{context}
现在请基于上面的文章回答下面的问题，只告诉我答案，不要输出任何其他字词。
问题：{input}
回答：

929

HotpotQA: Answer the question based on the given passages. Only give me the answer and do not
output any other words.
The following are given passages.

930
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{context}
Answer the question based on the given passages. Only give me the answer and do not output any
other words.
Question: {input}
Answer:931

2WikiMultihopQA: Answer the question based on the given passages. Only give me the answer and
do not output any other words.
The following are given passages.
{context}
Answer the question based on the given passages. Only give me the answer and do not output any
other words.
Question: {input}
Answer:932

MuSiQue: Answer the question based on the given passages. Only give me the answer and do not
output any other words.
The following are given passages.
{context}
Answer the question based on the given passages. Only give me the answer and do not output any
other words.
Question: {input}
Answer:933

DuReader: 请基于给定的文章回答下述问题。
文章：{context}
请基于上述文章回答下面的问题。
问题：{input}
回答：

934

GovReport: You are given a report by a government agency. Write a one-page summary of the
report.
Report:
{context}
Now, write a one-page summary of the report.
Summary:

935

QMSum: You are given a meeting transcript and a query containing a question or instruction. Answer
the query in one or more sentences.
Transcript:
{context}
Now, answer the query based on the above meeting transcript in one or more sentences.
Query: {input}
Answer:936

MultiNews: You are given several news passages. Write a one-page summary of all news.
News:
{context}
Now, write a one-page summary of all the news.
Summary:

937
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VCSUM: 下面有一段会议记录，请你阅读后，写一段总结，总结会议的内容。
会议记录：
{context}
会议总结：

938

TREC: Please determine the type of the question below. Here are some examples of questions.
{context}
{input}

939

TriviaQA: Answer the question based on the given passage. Only give me the answer and do not
output any other words. The following are some examples.
{context}
{input}

940

SAMSum: Summarize the dialogue into a few short sentences. The following are some examples.
{context}
{input}

941

LSHT: 请判断给定新闻的类别，下面是一些例子。
{context}
{input}

942

PassageCount: There are some paragraphs below sourced from Wikipedia. Some of them may be
duplicates. Please carefully read these paragraphs and determine how many unique paragraphs there
are after removing duplicates. In other words, how many non-repeating paragraphs are there in total?
{context}
Please enter the final count of unique paragraphs after removing duplicates. The output format should
only contain the number, such as 1, 2, 3, and so on.
The final answer is: 943

PassageRetrieval-en: Here are 30 paragraphs from Wikipedia, along with an abstract. Please
determine which paragraph the abstract is from.
{context}
The following is an abstract.
{input}
Please enter the number of the paragraph that the abstract is from. The answer format must be like
“Paragraph 1”, “Paragraph 2”, etc.
The answer is: 944

PassageRetrieval-zh: 以下是若干段落文字，以及其中一个段落的摘要。请确定给定的摘要
出自哪一段。
{context}
下面是一个摘要
{input}
请输入摘要所属段落的编号。答案格式必须是“段落1”，“段落2”等格式
答案是：

945

LCC: Please complete the code given below.
{context}Next line of code:

946

RepoBench-P: Please complete the code given below.
{context}{input}Next line of code:

947
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Maximum Output Length. We set a maximum output length on each dataset during evaluation to prevent948

the models from non-stop generation.

1-1 1-2 1-3 1-4 2-1 2-2 2-3 2-4 3-1 3-2 3-3 3-4 4-1 4-2 4-3 4-4 5-1 5-2 5-3 6-1 6-2

128 128 64 64 32 32 32 128 512 512 512 512 64 32 128 64 32 32 32 64 64

949

C Radar Plot and Analysis950

English Chinese
Single-Doc QA

Code Completion

Synthetic TaskSummarization

Multi-Doc QA

Few-shot Learning

Single-Doc QA

Code Completion

Synthetic Task

Few-shot Learning

Summarization

Multi-Doc QA

Figure 4: Average scores on 6 major tasks, on English and Chinese datasets, respectively.

Among the 6 major tasks, summarization and code completion tend not to be sufficiently discerning.951

This may be due to the fact that the similarity-based metrics (ROUGE-L, Edit Sim) on these tasks are952

not sensitive enough to well distinguish between the strong and weak models. Meanwhile, we find that953

synthetic tasks tend to offer a higher level of discernment, where models either achieve a high score954

or display a near-zero performance. These findings lead us to believe that it may not be a good idea955

to simply obtain an average over all tasks as the sign of models’ long context capability, as used in956

previous benchmark (Shaham et al., 2023) — since the performance on the more discerning tasks, such957

as the synthetic tasks in our benchmark, may dominate the final rank. This necessitates an evaluation958

strategy like we use in LongBench that separately assesses each task category, potentially leading to more959

meaningful benchmarking results.960

D Analysis on the Inter-task Correlation on LongBench961

We analyze the multi-task property of LongBench by the inter-task correlation among and across each962

category of tasks, as shown in Figure 5. We observe that most tasks within the same task category have963

a high correlation, except for PassageCount (5-1), which exhibits low correlation with almost all tasks964

since models perform poorly (almost random) on this challenging task. Meanwhile, we notice that the965

correlations between Qasper (1-2), RepoBench-P (6-2) and the other tasks are also lower, which implies966

that these tasks potentially require a different attention pattern than the other tasks. Notably, tasks in the967

same language have a higher correlation with each other, e.g., a high correlation between Chinese tasks968

(1-4, 2-4, 3-4, 4-4, 5-3). These observations suggest that LongBench provides a more comprehensive969

evaluation result by integrating various types of tasks and languages.970

E Full results on LongBench-E971

We show the full results on LongBench-E in Table 8.972

F Limitations973

Despite LongBench offers a more comprehensive testbed for long context understanding, it still has974

its shortcomings, as we summarized below. (1) Potentially unreliable automatic metrics: As previous975
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Figure 5: Spearman correlation between each pair of task in LongBench.

Model Length Avg S-Doc QA M-Doc QA Summ Few-shot Synthetic Code

1-2 1-3 2-1 2-2 3-1 3-3 4-1 4-2 4-3 5-1 5-2 6-1 6-2

GPT-3.5-Turbo-16k
0-4k 51.5 45.8 57.4 64.6 49.8 31.3 26.9 57.7 88.1 38.1 9.8 99.0 58.8 52.0
4-8k 47.4 41.1 43.0 53.0 45.1 29.6 23.4 71.7 91.6 37.1 9.5 90.7 52.2 46.9
8k+ 42.4 27.9 61.8 50.9 23.6 28.4 22.6 75.3 87.4 40.6 1.1 66.7 47.8 42.4

Llama2-7B-chat-4k
0-4k 35.9 20.9 43.5 36.8 33.3 31.7 27.1 52.0 81.9 40.6 8.3 17.0 57.5 38.8
4-8k 30.5 18.0 31.5 29.2 22.5 27.8 22.9 58.0 80.4 37.0 1.9 4.0 49.2 41.8
8k+ 29.6 21.1 31.1 24.4 21.5 25.6 22.0 58.0 83.4 42.1 2.8 9.0 35.6 40.4

LongChat-v1.5-7B-32k
0-4k 36.9 28.4 44.1 30.8 26.0 34.0 27.1 50.0 81.0 38.6 0.0 35.0 50.8 54.0
4-8k 35.3 27.5 37.5 34.6 18.8 30.7 23.1 65.0 81.5 31.7 0.1 22.0 60.7 50.3
8k+ 34.5 14.0 48.6 25.2 19.1 28.4 22.3 61.0 86.6 32.2 0.0 25.0 60.8 50.4

XGen-7B-8k
0-4k 32.6 19.4 49.9 34.0 21.9 31.0 27.7 59.0 83.7 25.0 8.0 7.8 37.1 42.4
4-8k 27.5 17.9 27.5 23.5 19.4 28.0 21.9 70.0 67.9 25.1 4.1 8.0 36.3 35.1
8k+ 27.4 16.7 29.6 26.2 13.6 26.5 21.0 68.0 81.0 25.6 1.0 8.0 30.4 38.8

InternLM-7B-8k
0-4k 30.4 19.7 32.0 43.3 24.4 18.0 21.3 50.0 80.0 21.2 8.0 18.0 47.4 32.3
4-8k 23.0 13.7 16.5 17.5 28.6 9.4 17.4 46.0 77.5 21.4 7.7 7.0 36.0 25.4
8k+ 23.2 26.2 16.0 24.9 15.0 6.6 15.9 36.0 80.5 20.0 4.5 10.0 39.1 28.8

ChatGLM2-6B
0-4k 33.1 19.6 45.5 27.8 31.3 29.6 25.6 36.0 76.9 32.8 6.5 22.2 51.3 41.2
4-8k 28.5 21.1 28.0 19.2 24.6 23.4 21.9 47.0 72.5 29.0 6.0 8.0 49.5 40.9
8k+ 25.5 16.0 19.4 21.7 15.8 20.1 20.4 46.0 69.9 28.2 2.3 5.0 49.0 40.5

ChatGLM2-6B-32k
0-4k 44.2 33.9 45.0 47.5 39.9 34.9 27.1 56.0 77.0 33.2 3.0 85.0 55.1 48.3
4-8k 43.4 33.4 44.8 45.2 38.0 33.2 22.0 68.0 74.7 32.1 4.0 79.0 58.7 45.4
8k+ 43.1 23.4 57.4 42.2 26.4 31.5 21.3 71.0 81.8 33.6 5.0 81.0 55.4 49.3

Vicuna-v1.5-7B-16k
0-4k 37.3 29.2 46.4 38.2 30.8 34.1 28.0 56.0 84.2 39.7 7.0 18.0 56.1 40.2
4-8k 32.3 20.1 32.9 23.9 17.4 30.4 23.7 73.0 85.1 37.3 3.0 7.0 59.5 39.5
8k+ 29.6 21.8 28.1 19.7 12.3 24.4 21.5 68.0 89.9 39.2 1.0 7.0 46.5 41.4

Table 8: Results (%) on LongBench-E.
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studies suggest (Bai et al., 2023), the automatic evaluation metrics (ROUGE-L, F1) may not accurately976

reflect the quality of the response. Particularly, the results on these metrics may be underestimated for977

models that are used to generating longer responses. Although using LLM as examiner may reduce this978

problem (Bai et al., 2023; An et al., 2023), the runtime overhead for evaluation may be high, and LLM979

also has bias when used as an evaluation metric (Zheng et al., 2023a). (2) Coupling with instruction-980

following capabilities: Our primary objective is to assess the models’ proficiency in long-context modeling981

regardless of their instruction-following capabilities. However, as the tasks in LongBench are closer982

to real-world applications, mastering them inevitably demands a certain level of instruction-following983

capability. Consequently, the performance on LongBench is coupled with the models’ instruction-984

following capabilities.985
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