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Abstract

Large Language Models (LLMs) are widely used for knowledge-seeking purposes
yet suffer from hallucinations. The knowledge boundary of an LLM limits its
factual understanding, beyond which it may begin to hallucinate. Investigating the
perception of LLMs’ knowledge boundary is crucial for detecting hallucinations and
LLMs’ reliable generation. Current studies perceive LLMs’ knowledge boundary
on questions with concrete answers (close-ended questions) while paying limited
attention to semi-open-ended questions that correspond to many potential answers.
Some researchers achieve it by judging whether the question is answerable or not.
However, this paradigm is not so suitable for semi-open-ended questions, which
are usually “partially answerable questions” containing both answerable answers
and ambiguous (unanswerable) answers. Ambiguous answers are essential for
knowledge-seeking, but they may go beyond the knowledge boundary of LLMs.
In this paper, we perceive the LLMs’ knowledge boundary with semi-open-ended
questions by discovering more ambiguous answers. First, we apply an LLM-based
approach to construct semi-open-ended questions and obtain answers from a target
LLM. Unfortunately, the output probabilities of mainstream black-box LLMs are
inaccessible to sample for low-probability ambiguous answers. Therefore, we
apply an open-sourced auxiliary model to explore ambiguous answers for the target
LLM. We calculate the nearest semantic representation for existing answers to
estimate their probabilities, with which we reduce the generation probability of
high-probability existing answers to achieve a more effective generation. Finally,
we compare the results from the RAG-based evaluation and LLM self-evaluation
to categorize four types of ambiguous answers that are beyond the knowledge
boundary of the target LLM. Following our method, we construct a dataset to
perceive the knowledge boundary for GPT-4. We find that GPT-4 performs poorly
on semi-open-ended questions and is often unaware of its knowledge boundary.
Besides, our auxiliary model, LLaMA-2-13B, is effective in discovering many
ambiguous answers, including correct answers neglected by GPT-4 and delusive
wrong answers GPT-4 struggles to identify.
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1 Introduction

Large language models (LLMs) have revolutionized our interactions with AI, enabling users to
acquire knowledge by posing questions in natural language [12, 6]. However, LLMs are prone to
hallucination and generate non-factual responses, hindering the development of trustworthy AI.

One main cause of LLM hallucination is its unfamiliarity with the long-tail knowledge that appears
less frequently than common-sense knowledge in the training data. To alleviate this issue, many
researchers collect more domain-specific training data [27] or incorporate external information [36,
29] via retrieval-augmented generation (RAG) during inference. Another line of work investigates
the perception of knowledge boundaries for LLMs, which indicates the extent of knowledge that
the LLM can grasp well, beyond which it may begin to hallucinate [18]. Studying the perception of
knowledge boundaries for LLMs helps alleviate hallucinations in many ways. For example, 1) It helps
detect the hallucinations of a target LLM and the extent and scope of its factual knowledge [16, 45].
2) It helps align LLMs for more honest generation [43, 42].

Existing studies on the perception of knowledge boundaries are primarily in the form of Question-
Answering (QA). Their methods mainly aim to judge whether a question is answerable or unan-
swerable and regard their border as the knowledge boundary. An answerable question refers to
when the LLM is capable of generating a response matching the ground truth, and conversely, an
unanswerable question means unable to answer correctly. These studies can be categorized into
two groups. Prompt-based perception employs prompt engineering [45, 14] to assess whether the
LLM can answer the question via LLM self-evaluation. They question whether the LLM knows
the answer [32, 8, 46] or needs external knowledge to answer the question [36]. As LLMs tend to
be overconfident [29, 32, 17, 49], more researchers explore representation-based perception. These
studies optimize different representations for answers with different answerability [14, 10, 36, 49] or
extract representations from a fixed encoder to train a classifier [23].

However, directly discriminating questions into answerable and unanswerable ones may not apply
to some partially answerable questions. In many scenarios, the questions are relatively open-ended
(i.e. having a list of correct answers) that may include (1) a subset of easy answerable answers,
and (2) a subset of hard and unpopular answers, which may be unanswerable. These questions
(referred to as "semi-open-ended questions") are particularly challenging and knowledge-extensive.
Investigating the ambiguous answers to these semi-open-ended questions in various fields benefits
knowledge-seeking. Ambiguous answers often go beyond the knowledge boundaries of LLMs and
could lead to misinformation (see App. G). Therefore, we argue that investigating these questions
with their ambiguous answers can augment the perception of the knowledge boundaries for LLMs.

In this paper, we propose to perceive the knowledge boundary for a target LLM with semi-open-ended
questions by discovering pieces of unfamiliar knowledge where the LLM learns badly. Particularly,
We first construct a dataset with semi-open-ended questions on the open domain and query the target
LLM for their corresponding answers. We define the low-probability correct answers and delusive
incorrect answers are the ambiguous answers corresponding to the LLM’s unfamiliar knowledge.

A challenge is that obtaining LLMs’ low-probability answers needs accessing LLMs’ output proba-
bilities (or violently sampling LLMs’ outputs many times to approximate the probabilities), which is
inaccessible (or expensive) for mainstream black-box LLMs, i.e. GPT-4. Therefore, we approximate
the generation probabilities of the target LLM with an open-sourced auxiliary model. We use the
Pseudo-inverse of model embedding to estimate the nearest semantic representation for the existing
answers. Consequently, we obtain the probability distribution of existing answers and repetitively
filter the existing answers (and their semantic-related counterparts) to obtain answers with low-
probabilities. Finally, we recognize answers beyond the knowledge boundary of the target LLM by
comparing its self-evaluation results against the ground truth answers obtained from RAG-based
evaluation.

Empirically, we use our method to construct a dataset of approximately 1k samples and evaluate
GPT-4’s performance. We find that GPT-4 makes mistakes in 82.90% of questions and 40.15% of its
ambiguous answers generated are unqualified. Besides, GPT-4 also makes inaccurate self-evaluation
28.77% of the time, indicating that these are beyond the knowledge boundary of GPT-4. Moreover,

For example, when asked to “Tell me about some exercise habits that are easy to overlook but are good for
your health.” there are many correct answers, yet the question remains constrained by the context of “exercise
habits”, “easy to overlook” and “good for your health”.
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we find nearly 50% of the candidate answers discovered by our auxiliary model, LLaMA-2-13B, are
also beyond the knowledge boundary of GPT-4, including both factual answers that GPT-4 fails to
produce and delusive wrong answers GPT-4 evaluates incorrectly.

Our contributions are as threefold: (1) We are the first to investigate the importance of semi-open-
ended questions to the perception of knowledge boundaries for LLMs. (2) We propose an ambiguous
answer discovery strategy that discovers many ambiguous answers with pieces of knowledge that
are beyond the LLM’s knowledge boundary. (3) Experimental results show the poor performance of
an advanced LLM, GPT-4, on semi-open-ended questions and the effectiveness of our ambiguous
answer discovery method in finding more pieces of knowledge which the LLMs are unfamiliar with.

2 Related Work

2.1 Perception of Knowledge Boundaries for LLMs

Existing studies on the perception of knowledge boundaries for LLMs can be categorized into
prompt-based perception and pattern-based perception. Prompt-based perception perceives the
knowledge boundary by querying the target LLM. Many researchers instruct the LLM before and
after response generation, asking whether it can correctly answer the questions [32, 36, 8, 46] and
if the generated answers are accurate [32, 43]. In addition, Yin et al. (2024) seek the optimal
prompt for benchmarking LLM knowledge boundaries. Amayuelas et al. (2023) study the LLMs’
ability to understand their knowledge and measure their uncertainty. Kadavath et al. (2022) also
instruct LLMs to generate their confidence score for their responses. As studies find that LLMs
tend to be overconfident [29, 32, 17, 49], many researchers explore representation-based perception.
Researchers identify unknown questions [14] or evaluate correct and incorrect answers [10] by
implicitly learning their different representations. Chen et al. (2023) train LLMs to identify incorrect
answers via parameter-efficient tuning. Besides, Wang et al. (2023) extract representations of
answerable and unanswerable questions to train a classifier to predict whether a question is answerable
and assume questions with similar representations share the same answerability. Si et al. (2023)
take token probability as the answer’s confidence score during generation. Zhao et al. (2023) detect
unanswerable questions by paraphrasing questions and checking the divergence of their answer
distribution. The above studies primarily perceive knowledge boundaries for LLMs by distinguishing
between answerable and unanswerable questions. This type of binary division does not apply to
questions with both common easy answers and unpopular hard answers. Our study is the first to
investigate the perception of knowledge boundaries on semi-open-ended questions.

2.2 Questions Answering for LLMs

Existing studies on Question Answering (QA) can be categorized into open-ended QA and close-
ended QA based on the type of questions. Close-ended questions correspond to a limited number of
correct answers, usually in the form of yes or no, true or false, or multiple-choice options, constraining
the answers to a predetermined answer set [31, 15, 40, 33]. In addition, Researchers also study open-
ended questions that allow the respondent to provide a more detailed and subjective response such as
personal opinions and explanations [21, 40, 4, 3].

Researchers study the performance of LLMs on QA tasks mainly through various prompting strategies.
Wei et al. (2023) explore "Chain-of-Thought" prompting (CoT), a simple and broadly applicable
method for enhancing question answering ability of LLMs. Yao et al. (2023) and Besta et al.
(2024) introduce similar frameworks for more complex QA tasks, namely, "Tree of Thought"
and "Graph of Thoughts" prompting. As studies show that relying solely on an LLM’s internal
knowledge may lead to hallucinations [28], many researchers have also improved model performance
in QA by incorporating external information (RAG systems [47] and knowledge graph [11, 1]).
More recently, researchers have studied adaptive retrieval to avoid misinformation in the retrieved
documents [41]. Ni et al. (2024) estimate the answerability of the given question and determines
whether to retrieve [10, 29]. Xu et al. (2024) learn to identify the knowledge boundaries of LLMs
and refuse to answer certain questions to avoid risks [14, 42].

Our code and data are available at https://github.com/araloak/LLM-knowledgeBoundary
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3 Perception of Knowledge Boundary for LLM via Semi-open-ended QA

3.1 Overview

Our framework consists of three parts (see Fig. 1). We first exploit the instruction-following ability of
a strong LLM to create a dataset consisting of semi-open-ended questions on various domains with
LLM’s answers. To discover more pieces of unfamiliar knowledge for the target LLM, we apply an
open-sourced auxiliary model to incur more ambiguous answers by encouraging more distinctive
generations. Finally, we evaluate whether the ambiguous answers to each question are beyond the
knowledge boundary of the target LLM by comparing the self-evaluation results against RAG-based
evaluation.

3.2 Semi-open-ended QA Dataset

3.2.1 Dataset Construction

To study the performance of semi-open-ended questions across various domains, we employ an
LLM-based 2-step approach to obtain semi-open-ended questions and collect answers.

• Domain selection. We first prompt the LLM to generate a list of domains, encompassing
world knowledge, which includes areas such as biology, geology, music, etc.

• Question generation. We prompt the LLM multiple times under each domain to generate
a set of semi-open-ended questions Q. To ensure the quality of the generation quality,
we provide human-written sample questions as demonstrations and specify the following
requirements for the generation of candidate questions: 1. The question should correspond
to multiple correct answers, making it challenging to answer. The question should also be
relatively easy for non-expert users to understand. 2. The judgment of question answers
should be based on objective standards in the real world instead of the subjective standards
of the evaluator. 3. The truthfulness of an answer to a question should not change constantly
over time. 4. The questions share the same template: Tell me a list of ....... We use the same
vanilla prompt to eliminate the influence of different question styles.

• Answer collection. For each question q in Q, we query the LLM I times and collect
all responses A = {a0, a1, ..., aI−1}. In the i-th interaction, we inform the LLM of all
previously generated responses A[: i] and obtain ai−1 by querying the LLM with question
q′, which repeats the same criteria specified in q and highlights the need for more answers..
Finally, we extract all answer entities in A and construct an answer list A.

3.2.2 Dataset Descriptions

We create a dataset to investigate the performance of mainstream LLM, GPT-4, on semi-open-ended
questions. In dataset construction, we set I to 3 to exploit the knowledge of GPT-4 through multi-
round conversations. Like humans, when faced with such questions (e.g., What are the animals
unique to Australia?), LLMs tend first to give answers in which they hold high confidence (like
the red angaroo). The latter answers are less certain and may have more mistakes (like echidna).
We define the initial 75% of answer entities from GPT-4 generations as common-sense answers,
while the remaining 25% as ambiguous answers. Our dataset comprises 953 questions covering 32
domains, with well-distributed data within each domain. On average, GPT-4 yields 52 answers for
each question, including an average of 13 ambiguous answers. See the data samples in App. A. See
the full prompts and demonstrations in App. C.

3.3 Ambiguous Knowledge Discovery

We apply an open-sourced auxiliary LLM to effectively discover more ambiguous answers that may
be beyond the knowledge boundaries for black-box LLMs. Our intuition is that low-probability
ambiguous answers reflect LLM’s unfamiliarity with certain pieces of knowledge. However, it is
challenging to collect low-probability ambiguous answers as 1) the generation probability of black-
box LLMs (e.g. GPT-4) are inaccessible and their hyper-parameters (e.g. temperature) cannot target

For example, if q is: Tell me a list of animals unique to Australia., then q′ is Tell me more animals unique to
Australia.
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Figure 1: The overview of our framework. For the question q in the constructed dataset, The open-
sourced auxiliary model prevent the high-probability answers based on existing answer entities A
from the black-box LLM (i.e. GPT-4) and generate 4 categories of ambiguous knowledge that are
unfamiliar knowledge for the target model.

ambiguous answer-related tokens (see Sec. 4.2). 2) violently prompting the LLM with question q
many times to approximate the generation probability is inefficient as it prioritizes high-probability
answers that may already be present in existing answers. Answers that are semantically similar to
high-probability answers also tend to have a high probability during generation. Hence, we propose
to prevent the generation of high-probability answers with their semantic-related counterparts on an
open-sourced auxiliary LLM to incur more low-probability ambiguous answers for the perception of
the knowledge boundary for the black-box LLM.

We denote that the open-sourced auxiliary model’s final layer is E ∈ R|V |×d, where d and V is the
dimension size and V is the output vocabulary. In each generation step, LLM encodes the semantic
representation of the input context as x ∈ Rd×1 and uses it to calculate the next token generation
probability as y1 = Ex. Specifically, we take the following 3 steps to estimate and decrease the
probability of high-probability answers.

1. Probability initialization for existing answers. We choose the first token in an answer entity
a ∈ A as “anchor token”, which is suppose to represent the primary information about a
since the first token is indispensable to its generation[9]. For a given question q, we define a
vector ∆y ∈ RV×1, indicating the existence of unique anchor tokens in all answer entities
to the question. In ∆y, we assign the value 1

n to the anchor tokens’ position and assign 0 to
other positions, where n is the number of all anchor tokens. As

∑
i ∆yi = 1, we deem ∆y

as the initialized probability distribution of all existing answers for the given question.

2. Semantic estimation of high-probability answers. We estimate the semantic representation
δx for high-probability answer entities from initialized existing answer probability ∆y. We
calculate δx = E+∆y, where E+E = I . Here, E+ is the left Moore-Penrose pseudo-
inverse, and I is the identity matrix. Because the pseudo-inverse of a non-square matrix is
often used to find the least squares solution of equations, In this way, we obtain δx as the
least squares semantic representation that is the nearest to approximate the real semantic
representation (which is unknown) of anchor tokens.

3. Probability Reduction. We calculate the probability of high-probability answers as δy =
Eδx and ultimately obtain an adjusted generation probability y2:

y2 = y1 − λδy = y1 − λEδx = y1 − λEE+
l ∆y,
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where λ is a scaler that controls the extension of the reduction. Since anchor tokens and
their semantic tokens almost share the same semantics, interpreting the estimated semantic
representation of anchor tokens propagates the semantic information to their semantic-
related ones. Thereby, we obtain an estimated probability distribution of high-probability
tokens δy and use it to prevent the generation of high-probability answers.

During generation, the auxiliary LLM samples words on the adjusted probability distribution y2
instead of the original distribution y1. In this way, we only reduce the probability of answers that are
semantically related to existing high-probability answers. while preserving the remaining probability
distribution almost intact. The black-box model has already exhausted almost all high-probability
common answers in A, forcing the auxiliary model to generate new ambiguous answers with low
probabilities. These ambiguous answers are either low-probability correct answers neglected by the
black-box model or delusive incorrect answers.

3.4 Ambiguous Knowledge Verification

We compare the results of LLM self-evaluation against the ground truth from RAG-based evaluation
to verify the truthfulness of ambiguous answers, thereby identifying answers beyond the knowledge
boundary for the target LLM. We conduct self-evaluation on the target LLM with well-designed
instructions. We craft a prompt template including 1) an incentive statement that encourages better
performance: I’ll pay you $100 for a factually correct answer [7]; 2) an instruction think step
by step which prompts the LLM to analyze before reaching to a conclusion [37, 24]. 3) multiple
human-crafted examples as in-context learning demonstrations.

We believe an answer a in each test case (q,A) to be factually correct to q if verified on public,
trustworthy sources. As questions in our dataset correspond to numerous low-probability hard
answers, it is cost-prohibitive to annotate the truthfulness of each answer with expert knowledge.
Inspired by Web-GPT [28], we adopt a cost-efficient approach to mimic human behavior when
faced with unfamiliar knowledge. We instruct an Internet-connected LLM with the same prompt for
self-evaluation and require it to search online for related information before making judgments.

For both evaluations, we evaluate each answer a to its corresponding question as 1) incorrect, which
contradicts reliable sources; 2) correct, which is supported by reliable sources, and 3) unverifiable,
which is for cases that cannot be verified based on available information. Finally, for each answer a,
we compare the differences between LLM self-evaluation and RAG-based evaluation to categorize
different types of ambiguous knowledge.

3.5 Ambiguous Knowledge Categorization

We classify the ambiguous answers into four categories based on the above two evaluation results and
posit that they are beyond the knowledge boundary of the target LLM. For a question, we categorize
the following types of answers to be the LLM’s ambiguous answers:

• Unqualified answers: answers from the target LLM’s response that are identified as incorrect
or unverifiable according to the ground truth.

• Inaccurate evaluations: answers from the target LLM’s response whose self-evaluation
results contradict their ground truth.

• Hidden correct answers: answers that are neglected by the target LLM, yet supplemented by
the auxiliary model, which are correct according to ground truth.

• Unexpected wrong evaluations: answers that are neglected by the target LLM but generated
by the auxiliary model whose self-evaluation results misalign with their ground truth.

The above categorization helps us understand different types of misunderstanding of the target LLM
regarding specific pieces of unfamiliar knowledge.

Near-duplicate tokens roughly share the same semantic meaning but are different under tokenization due to
typos, capitalization, or whitespace marking. For example, Pea and peas are two near-duplicate answers.
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4 Experiments

4.1 Settings

In our experiment, we investigate the knowledge boundary of GPT-4 on our constructed dataset.
We use two LLaMA-2-13b [35] models, as our auxiliary models in Sec. 3.3. Our method sets λ in
Sec. 3.3 to 80. See more implementation details in App. B.

We compare our method with several baselines. Following prompt-based approaches [36],Prompt
instructs the auxiliary model to generate more answers via prompt-engineering. Inspired by Zhang
et al. (2023), MASK belongs to the representation-based perception that uses an average initialization
for the probability of tokens from existing answers to represent the likelihood of high-probability
answers and reduce their generation probabilities in the auxiliary model.

For the evaluation metrics, we use widely adopted Exact Match [32] (EM) and F1 scores [32, 36] to
measure the performance of in discovering ambiguous answers. Different from previous research,
our semi-open-ended questions correspond to a large number of correct answers, making it hard to
build a comprehensive answer set for evaluation. Instead, we select ambiguous answers identified
by the RAG-evaluation and confirmed by our human annotators as their ground truth and compare
them with the full response to calculate the EM and F1. In this way, EM is an entity-level metric that
measures the percentage of ambiguous answers within the response. F1 is a word-level metric that
quantifies the word overlap between the ambiguous answers and the ground truth. We adopt Bleu [30]
to measure word-level overlap between responses from the GPT-4 response and the auxiliary model.
We also use answer overlap rate (AOR) to evaluate the efficiency of generating distinctive ambiguous
answers. AOR is an entity-level metric that calculates the proportion of words in a list of answer
entities that duplicate the reference response. See more evaluation details in App. B.

4.2 Overall Performance

Table 1: The performance of different auxiliary models with various strategies in discovering more
ambiguous answers.

Method Auxiliary Model EM ↑ F1 ↑ AOR ↓ Bleu1↓ Bleu2↓ Bleu3↓ Bleu4↓
Prompt LLaMA-2-13B 0.300 0.461 0.490 0.252 0.118 0.052 0.023

MASK LLaMA-2-7B 0.458 0.570 0.342 0.185 0.075 0.021 0.004

LLaMA-2-13B 0.470 0.587 0.344 0.189 0.075 0.021 0.004

Ours LLaMA-2-13B 0.481 0.587 0.326 0.181 0.071 0.018 0.004

We analyze the effectiveness of our auxiliary model in exploring the knowledge boundary of GPT-4
by comparing it with multiple baselines. We randomly sample 200 questions from our dataset and
discover ambiguous answers with an auxiliary model. Then, we verify the truthfulness of these
answers using RAG-based evaluation with human annotation following Sec 3.4 and measure their
performance with our evaluation metrics. Tab 1 shows the results of ambiguous answers on different
evaluation metrics when using different auxiliary models and strategies. Prompt directly prompts the
auxiliary model to generate answers, achieving the worst performance on all metrics. This suggests
that directly prompting the auxiliary model may generate many repetitive answers (results in high
AOR and Bleu scores) and, therefore inefficient in discovering new ambiguous answers (results in
low EM and F1). MASK reduces the generation probabilities of anchor tokens during generation.
When employing MASK on the same auxiliary model, its EM and F1 increase to 0.47 and 0.587
respectively while achieving a lower AOR (0.344). It indicates that reducing the probability of the
generation of anchor words effectively achieves a more diverse generation. Replacing the auxiliary
model with LLaMA-7B results in a slightly lower EM of 0.458. This marginal decrease implies
that while a larger model can offer a broader knowledge base, reducing anchor word probabilities is
more influential in generating distinctive answers. Our strategy estimates and reduces the generation
probability of near-duplicate answers. This approach achieves the best performance on all metrics. It

There are many low-frequency answers for these questions. For example, there are maybe hundreds of
accurate answers to the question:What animals are native to Australia?
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underscores the effectiveness of our strategy in generating a diverse set of ambiguous answers that
are less likely to duplicate existing ones, thus exploring the knowledge boundary for the target LLM.
See our case study in App.G.

4.3 Ablation Study

Table 2: Ablation study on the key components in our method. We use the same metrics as in Sec. 4.2,
apart from those that require manual annotation. AOR and Bleu measure the entity- and word-level
overlap respectively between answers from GPT-4 and different model variants. − Auxiliary Model
prompt GPT-4 with existing answers as examples for more ambiguous answers. − Inverse Matrix
keeps the near-duplicate tokens during generation. Besides, we adjust the probability influence scaler
(λ) to verify its impact on the generation results.

Variants AOR↓ Bleu1↓ Bleu2↓ Bleu3↓ Bleu4↓
− Auxiliary Model 0.535 0.267 0.106 0.037 0.010
− Inverse Matrix 0.344 0.189 0.075 0.021 0.004

Ours(λ=60) 0.419 0.224 0.098 0.038 0.013
Ours(λ=70) 0.352 0.192 0.076 0.021 0.005

Ours 0.326 0.181 0.071 0.018 0.004

We conduct an ablation study on our proposed method to verify the importance of each component
in eliciting more distinctive ambiguous answers (as shown in Tab 2). − Auxiliary Model abandons
the auxiliary model and use existing answers as in-context learning examples to prompt GPT-4 for
more answers. It achieves the highest on all metrics, indicating that prompting the black-box model
violently for more answers is inefficient as it results in many repetitive answers. We also try to
encourage a more diverse generation by increasing the generation temperature of GPT-4. However,
we find that GPT-4 starts generating scrambled texts after just a few words and the perplexity of these
texts exceeds 1000, while normally GPT-4 generates a low perplexity of around 10. This indicates that
increasing the sampling temperature results in the generation of scrambled texts. Although adjusting
the generation temperature can change the generation probabilities, it does not alter the original
probability relationships, nor can it specifically target tokens related to ambiguous answers. − Inverse
Matrix only reduces the probability of existing answers without considering their near-duplicate
answers. It performs better than − Auxiliary Model while underperforms Ours on all metrics. It
shows that estimating and reducing the probability of near-duplicate tokens augment the auxiliary
model for higher generation diversity. We increase the intervention on the generation probability by
lowering λ, the probability influence scaler. From row 3 to row 5 in Tab. 2, λ increases from 60 to
80, resulting in a decrease on all metrics. This suggests that the extent to which we intervene in the
generation probability is positively correlated with the diversity of ambiguous answers produced by
the auxiliary model.

4.4 Results of Perceiving the Knowledge Boundary for GPT-4

Table 3: Percentages of different categories of answers comparing the LLM self-evaluation and
ground truth labels. Following the categorization in Sec. 3.5, we calculate that the percentage of
unqualified answers is 40.15% by adding up the underlined results that are incorrect or unverifiable
according to the ground truth. We also obtain the percentage of inaccurate evaluations as 28.47%, by
adding up the results highlighted in red where self-evaluation is inconsistent with the ground truth.

Ground Truth\
Self-evaluation Incorrect Correct Unverifiable

Incorrect 20.98 8.37 2.25

Correct 9.30 47.77 2.78

Unverifiable 3.30 3.73 1.52

By analyzing the ambiguous answers in our dataset, we arrive at the following findings: (1) GPT-4
performs poorly on the semi-open-ended questions and generates many unqualified answers.
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We calculate the percentage of questions where at least one of the GPT-4’s answers is unverifiable
or incorrect according to the ground truth. We find that GPT-4 generates incorrect or unverifiable
answers in 82.90% of questions. By adding up the proportion of incorrect answers (row 1 in Tab.3)
and unverifiable answers (row 3 in Tab.3), we identify that 40.15% of ambiguous answers belong to
unqualified answers. (2) GPT-4 makes many inaccurate evaluations regarding the truthfulness
of ambiguous answers, indicating that the LLM lacks understanding of the relevant knowledge.
We identify answers whose ground truth misaligns with self-evaluations in Tab.3 and find that 28.47%
( by adding up the results in red color from Tab.3) of ambiguous answers belong to inaccurate
evaluations for GPT-4. It indicates that GPT-4 is unfamiliar with these pieces of knowledge, and
retrieval is helpful for LLM to draw the correct conclusion. (3) GPT-4 has limited ability to
recognize its knowledge boundary, while in most cases it continues to produce unqualified
answers. We search for keywords in all responses that reflect GPT-4’s admission of its knowledge
boundary (e.g. I apologize and I’m afraid) and calculate the proportion of corresponding questions in
the dataset. We find that in about 7% of questions, GPT-4 admits that it has listed all the answers and
refuses to provide more answers (it generates a response like I apologize for any confusion, but to
the best of my knowledge, the list I provided includes all the correct answers.). However, it fails to
recognize its knowledge boundary in the rest questions and continues to generate unqualified answers.
Our findings indicate that advanced LLM (i.e. GPT-4) is easy to hallucinate on semi-open-ended
questions, indicating the importance of detecting the LLM knowledge boundary via these questions.

4.5 Results of the Auxiliary Model on Perceiving the Knowledge Boundary for GPT4

Table 4: Percentages of different categories of ambiguous answers comparing the GPT-4 self-
evaluation results and their ground truth. Following the categorization in Sec.3.5, we calculate that
the percentage of hidden correct answers is 75.12% by adding up the starred (*) results that are
correct according to the ground truth. We also obtain the percentage of unexpected wrong evaluations
as 62.43%, by adding up the results highlighted in orange where GPT-4-evaluation is inconsistent
with the ground truth.

Ground Truth\
GPT-4-evaluation Incorrect Correct Unverifiable

Incorrect 0.04 9.53 11.31

Correct 23.97∗ 37.54∗ 13.61∗

Unverifiable 3.18 0.83 0.00

Tab.4 shows the fine-grained results of GPT-4 self-evaluation and the ground truth of ambiguous
answers discovered by our auxiliary model. By analyzing the results, we conclude some interesting
findings: (1) LLaMA-2-13B effectively supplements GPT-4 by identifying hidden correct an-
swers. We add up the starred results in Tab.4 and obtain the proportion of LLM neglected hidden
correct answers (75.12%). Notably, 23.97% and 13.61% of correct ambiguous answers are both
neglected by GPT-4 and deemed to be incorrect or unverifiable under GPT-4 self-evaluation, show-
casing the GPT-4’s unfamiliarity with the corresponding knowledge. (2) LLaMA-2-13B is easy
to incur unexpected wrong evaluations during GPT-4 self-evaluation. We add up the results
highlighted in orange from Tab.4 and find that 62.43% of the GPT-4 self-evaluations are inconsistent
with the ground truth. It implies that GPT-4’s self-evaluation mechanism may not be fully aligned
with the actual correctness of the ambiguous answers, especially when they are supplemented by the
auxiliary model. (3) LLaMA-2-13B is also able to discover situations where GPT-4 admits for its
knowledge boundary. We add up the results in column 3 where GPT-4 admits that it cannot make a
judgment (unanswerable) during self-evaluation and obtain 24.92% of aligned ambiguous answers.
It means that GPT-4 aligns well with these ambiguous answers because it neglected these answers
during generation and deems them as unknown knowledge during self-evaluation.

4.6 Practical Implications

Perceiving LLMs’ knowledge boundaries is important to understand and alleviate hallucination [18,
49]. Ambiguous answers for semi-open-ended questions are highly likely beyond the knowledge
boundaries of LLMs (see Sec 4.4). Discovering ambiguous answers benefits many applications,
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including: 1) It helps detect the knowledge scope of LLMs more faithfully. While many close-ended
hallucination evaluation benchmarks face the danger of data contamination [25, 13], semi-open-ended
questions are easy to design and correspond to a large number of undocumented answers; 2) Flagging
ambiguous answers with higher uncertainty enhances the LLM outputs [22, 19]; 3) Identifying
ambiguous answers helps achieve selective retrieval that augments LLM with indispensable external
information while reducing the distraction of irrelevant data [36, 26, 39]; 4) It helps align LLMs for a
more honest generation by teaching the LLM to admit its knowledge limit on the knowledge it is
unfamiliar with (ambiguous answers) [43, 8, 42].

5 Conclusion

We investigate the perception of knowledge boundary for LLMs with semi-open-ended questions, an
important yet underexplored type of question corresponding to a large number of accurate answers.
We introduce an LLM-based approach to construct semi-open-ended questions and collect LLM
answers from the target LLM. Then, we discover more pieces of unfamiliar knowledge for the target
LLM by eliciting ambiguous answers from an auxiliary model that the LLM neglects. To achieve
a more effective generation, we estimate and reduce the generation probability of existing answers
with their near-duplicate counterparts. With our methods, we construct a dataset to evaluate the
performance of GPT-4 and discover many ambiguous answers with our auxiliary model, LLaMA-2-
13B. Our findings reveal that GPT-4 produces many unqualified answers and suffers from inaccurate
evaluations. Besides, we verify that LLaMA-2-13B is effective in discovering more unpopular correct
answers and delusive wrong answers neglected by GPT-4. Our findings underscore the importance
of semi-ended questions and the effectiveness of our method in assisting in perceiving knowledge
boundaries for LLMs.
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A Dataset Information

Table 5: Example of data samples in our dataset. Each question corresponds to many ambiguous
answers. Different colors of the answers represent different ground truth truthfulness labels: yel-
lowgreen represents that the answer is verified as being factually correct, red is verified as being
incorrect, and salmon is for unverifiable answers.

Domain Percentage Question Ambiguous Answer

Biology 4.93% Tell me a list of trees that produce fruit with
hard shells and are native to tropical regions.

Malabar Chestnut, Miracle Fruit Tree,
Guapinol Tree, Peanut Tree,
Sapodilla Tree, Desert Date,

Castor Oil Plant, Chiclé Tree,
Oriental Persimmon, Dika Tree, Langsat Tree,

Pequi Tree, Karite Tree,
Imbu Tree, Caraipa Tree

Music 4.20%
Tell me a list of films whose plot is centered on a
historically significant event, but the narrative is
from the perspective of an imagined protagonist.

The Hurt Locker, Zulu, Letters from Iwo Jima,
Doctor Zhivago, Black Hawk Down, Les Miserables,

Lawrence of Arabia, The Wind that Shakes the Barley,
The Longest Day, Anthony Adverse,

The Guns of Navarone, Lion of the Desert

Geology 4.09% Tell me a list of current deserts across the world
that were previously covered by an ancient sea.

Qaidam Basin, Dasht-e Kavir, Dasht-e Lut,
The Registan Desert, The Franklin Basin,
The Makran Desert, The Sonoran Desert,

The Jornada Del Muerto, Great Karoo, Tanami Desert

Food and Diet 5.67% Tell me a list of fruits that are sources of
healthy fats, not including avocados and coconuts.

Sacha Inchi Nuts, Hemp Seeds, Chokeberries,
Elderberries, Pine Nuts, Passion Fruit Seeds,

Tibetan Goji Berries

Literature 1.68% Tell me a list of female writers from the
Victorian era whose work focuses on social reform.

Helen Taylor, Catherine Helen Spence, Octavia Hill,
Rhoda Broughton, Elizabeth Missing Sewell,

Emmeline Pankhurst, Alice Meynell, Elizabeth Robins,
Mary Augusta Ward, Constance Garnett

Our dataset covers the following topics: Environment and Climate, Technology and Industry, Politi-
cal Science, History and Archaeology, Sociology, Economy and Finance, Philosophy, Languages,
Art, Architecture, Music, Physics, Astronomy, Chemistry, Biology, Geology, Computer Science,
Anthropology and Cultures, Education, Psychology and Mental Health, Fitness and Physical Health,
Literature, Religion, Law and Criminology, Military and War Agriculture, Tourism, Film and Tele-
vision, Sports and Athletics, Food and Diet, Energy and renewable resources, Mathematics and
Statistics, Medicine and Health, Games, Clothing and Fashion.

B Implimentation Details

In our experiments, we query GPT-4-Turbo through API calls. For our RAG-based evaluation in
Sec. 3.4, we first employ Microsoft Copilot to search the Internet to find evidence and draw a
conclusion. For our evaluation to calculate EM and F1, we hire 11 human annotators with Master’s
degrees to manually review the responses of Copilot, ensure the credibility of the references, and
determine the truthfulness of each answer.

During the generation of our auxiliary model, We apply nucleus sampling (with p=0.9) during
generation, setting the generation temperature to 0.7, and the repetition penalty to 1.15.

For our metrics, EM and F1 are common in QA tasks and knowledge boundary detection tasks. The
Bleu metric is often used to measure the n-gram overlap between the model response and the ground
truth. A lower Bleu score means a more dissimilar response generated by the auxiliary model. Before
calculating the above metrics, we normalize answer entities with the NLTK library by lowercasing
the answers and turning them into the singular form.

C Important Instructions

Here we provide important instructions in building our dataset, guiding LLM for self-evaluation, and
show guidelines for human annotators in the supplementary materials.

• Domain Generation. I hope to test my students’ knowledge in different domains. Which
domains can I use to create questions?
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• Question Generation. I am a professor of [CATEGORY] and need to test students’ under-
standing of [CATEGORY] by asking a series of challenging questions. These questions
require respondents to list entities that they know meet a series of certain conditions. You
need to create more different and diverse challenging questions according to the require-
ments. Read the following requirements carefully. I’m going to tip $100 for a perfect list
of questions! \n The questions should meet the following criteria: \n 1. Each question
should start with "Tell me a list of"; \n 2. To make the question challenging enough, each
question should contain multiple limiting conditions. \n 3. The requirement of the question
should not involve specific numbers (which makes the question too hard to answer) or vague
descriptions (which makes it hard to evaluate the truthfulness of the answer), like "long
lifespan", "quick speed", "popular", and "important"; \n 4. The boundaries of the question
should be very clear, making it easy to evaluate its truthfulness; \n 5. The answers to the
questions should be consistent through a relatively long time and not change frequently, for
example, yearly. \n Refer to the style in the following two examples from an exemplary
subject, biology. \n Question 1: Tell me a list of land animals unique to Australia. \n
Question 2: Tell me a list of fruits that grow on trees in tropical regions.

• Self-evaluation. Does [AMBIGUOUS ANSWER] belong to [QUESTION REQUIREMT-
NTS]? I’ll tip $100 for the factually correct answer. Think step by step and then give your
answer.

• RAG-based evaluation. Search online for highly credible information related to the following
question, and answer the question based on the search results. \n Does [AMBIGUOUS
ANSWER] belong to [QUESTION REQUIREMTNTS]? I’ll tip $100 for the factually
correct answer. Think step by step and then give your answer.

D Future Work

Our approach of modifying the LLM representations to guide answer generation may provide insight
for different kinds of normal QA tasks: It may help alleviate the hallucinations in knowledge-extensive
QA tasks via representation engineering. Editing LLM representations considering existing answers
can reduce the probability of semantically related words, helping to generate more diverse answers
for open-ended QA tasks. In our future work, we plan to investigate representation engineering for
more diverse and honest responses for different QA tasks. Additionally, we plan to evaluate the
performance of more cutting-edge LLMs on semi-open-ended questions and integrate user feedback
mechanisms to guide LLMs in recognizing their limitations.

E Limitations

We only investigate the performance of one black-box LLM, GPT-4 on our dataset due to expensive
human annotation. As a result, we have not engaged in a comparative analysis with other black-box
models, such as Falcon-180B, which could have provided a broader perspective on the performance
metrics. Our dataset also does not contain all unpopular answers to semi-open-ended questions
because there may be hundreds and thousands of potential answers that require expert knowledge.
Given the complexities and the extensive scope involved, it was deemed unfeasible to incorporate
this aspect within the purview of our current study.

F Social Impact

We discuss the social impact of our research on the knowledge boundaries of LLMs as follows. On
one hand, our work could enhance the reliability of AI systems by identifying their knowledge limits,
thereby improving user trust and the accuracy of machine-generated information. It also contributes
to reliable AI development by emphasizing the importance of factual information in AI outputs,
which can be particularly beneficial in educational and professional settings. On the other hand, there
is a risk that the ambiguous answers generated by LLMs could lead to misinformation if not properly
resolved. Additionally, an overreliance on LLM for knowledge-seeking could undermine human
critical thinking.
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G Case Study

Table 6: Examples of two ambiguous answers with their related questions. The Raspberry is an
unqualified answer generated by GPT-4, which yields a different answer in another question. Plantain
is an answer that is neglected by GPT-4, yet supplemented by the auxiliary model, which is correct
according to ground truth. However, GPT-4 believes it to be wrong and generates wrong information
for another question. Texts in yellowgreen are truthful information, while texts in red are non-factual.

Semi-open-ended Question Tell me a list of foods that are rich in Vitamin A but low in fat.
GPT-4 Response

for Semi-open-ended Question 1. Carrots \n 2. Spinach ... 46. Raspberries \n 47. Red Leaf Lettuce ...

Auxiliary Model
Response 1. Bell peppers \n 2. Liver ... 14. Meat such as beef liver \n 15. Plantains ...

Ambiguous Answer Raspberries Plantains
Answer Type Unqualified Answer Hidden Correct Answer

Related Question What vitamins are rich in raspberries? Is it a good choice to eat Plantains for many Vitamin A?

GPT-4 Response Raspberries are rich in vitamins C, K, E, and B-complex.
They also contain small amounts of vitamin A.

Plantains do contain vitamin A,
but not in very high amounts. ...

We showcase the importance of ambiguous answers in perceiving the knowledge boundary for LLMs.
Tab. 10 shows an example with two ambiguous answers for the same question. First, we sample
a semi-open-ended question with its GPT-4 responses and ambiguous answers augmented by the
auxiliary model (row 2 and 3 in table Tab.10). Then, we manually construct two related questions,
each involving different types of ambiguous answers, and request new responses from GPT-4. For
the case displayed on the left side of Tab.10, GPT-4 falsely deems the raspberry as food that is rich in
vitamin A but low in fat, yet it answers correctly in another related question. It indicates that GPT-4
is inconsistent in answering different questions involving the same ambiguous answer. For the case
on the right side of Tab.10, given the same semi-open-ended question, the auxiliary model discovers
another ambiguous answer, Plantain, which is correct to the question. Interestingly, GPT-4 generates
misinformation regarding this answer entity. It shows that GPT-4 falsely believes plantain is incorrect.
It also indicates that the auxiliary model helps discover ambiguous answers that elicit misinformation
in the target LLM. It strengthens the importance of perceiving knowledge boundaries for LLMs by
discovering ambiguous answers to semi-open-ended questions. See App. H for more examples.

H Cases of Different Types of Ambiguous Answers with Misinformation on
the Related Questions

We show different types of ambiguous answers and GPT-4’s performance on their related questions
from Tab.7 to Tab.8. See full cases in Tab.9, Tab.10 and Tab.11.

Table 7: Examples of two ambiguous answers with their related questions. The Malabo, Equatorial
Guinea is an answer that is neglected by GPT-4, yet supplemented by the auxiliary model, which
is correct according to ground truth. However, GPT-4 believes it to be wrong and generates wrong
information for another question. Rome, Italy is an answer that is neglected by GPT-4 but generated
by the auxiliary model, whose self-evaluation results misalign with the ground truth. However, GPT-4
believes it to be wrong and generates wrong information for another question. Texts in yellowgreen
are truthful information, while texts in red are non-factual.

Semi-open-ended Question Tell me a list of world capitals where more than two languages are considered official.
GPT-4 Response

for Semi-open-ended Question
1. London, United Kingdom \n 2. Montreal, Canada ...
52. Zagreb, Croatia \n 53. Prague, Czech Republic ...

Auxiliary Model
Response

1. Brussels, Belgium \n 2. Ottawa, Canada ...
9. Rome, Italy \n 10. Malabo, Equatorial Guinea ...

Ambiguous Answer Malabo, Equatorial Guinea Rome, Italy
Answer Type Hidden Correct Answer Unexpected Wrong Evaluations

Related Question How many official languages are there in Malabo? Is Latin the official language of Rome?

GPT-4 Response There are two official languages
in Malabo: Spanish and Pidgin English. No, the official language of Rome is Italian. ...
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Table 8: Examples of two ambiguous answers with their related questions. The Sand Island Light
is an unqualified answer generated by GPT-4, which yields a different answer to another question.
The Portsmouth Harbor Light is an answer from GPT-4, whose self-evaluation results contradict the
ground truth. However, GPT-4 believes it to be true and generates wrong information for another
question. Texts in yellowgreen are truthful information, while texts in red are non-factual.

Semi-open-ended Question Tell me a list of famous lighthouses located on islands in the Atlantic Ocean.
GPT-4 Response

for Semi-open-ended Question
1. Pemaquid Point Light \n 2. Portland Head Light ...

46. Sand Island Light \n 47. Portsmouth Harbor Light \n ...
Auxiliary Model

Response
1. Maine Coast Guard Station and Pier Light \n 2. Minot’s Leading Light ...

10. Woodenboat School Light \n 11. Chappaquiddick Light ...
Ambiguous Answer Portsmouth Harbor Light Sand Island Light

Answer Type Inaccurate Evaluations Unqualified Answer
Related Question Is Portsmouth Harbor Light located on which island in the Atlantic Ocean? Where is Sand Island Light located?

GPT-4 Response Portsmouth Harbor Light is located on New Castle Island
in the Atlantic Ocean, in the state of New Hampshire, USA.

Sand Island Light is located in Alabama, USA,
specifically on Sand Island off
the coast of Dauphin Island. ...

Table 9: The full version of the cases in Tab.6
Semi-open-ended Question Tell me a list of foods that are rich in Vitamin A but low in fat.

GPT-4 Response
for Semi-open-ended Question

1. Carrots \n 2. Spinach \n 3. Sweet Potato \n 4. Kale \n 5. Butternut Squash \n
6. Red Bell Peppers \n 7. Apricots \n 8. Broccoli \n 9. Romaine Lettuce \n

10. Cantaloupe \n 11. Yellow Corn \n 12. Tangerines \n 13. Tomatoes \n 14. Papaya \n
15. Peaches \n 16. Mangoes \n 17. Watermelon \n 18. Green Peas \n 19. Kiwi \n
20. Honeydew Melon \n 21. Asparagus \n 22. Black-Eyed Peas \n 23. Plums \n

24. Pineapple \n 25. Blueberries \n 26. Grapefruit \n 27. Oranges \n 28. Green beans \n
29. Brussel sprouts. \n 30. Guava \n 31. Dandelion Greens \n 32. Swiss Chard \n

33. Mustard Greens \n 34. Arctic Char \n 35. Prunes \n 36. Nectarines \n 37. Rose Hips \n
38. Parsley \n 39. Watercress \n 40. Radish \n 41. Red Cabbage \n 42. Beet Greens \n

43. Endives \n 44. Arugula \n 45. Pomegranates \n 46. Raspberries \n 47. Red Leaf Lettuce \n
48. Pumpkin \n 49. Bok Choy \n 50. Turnip Greens \n 51. Red Grapes \n 52. Passionfruit \n

53. Collard Greens \n 54. Zucchini \n 55. Strawberries \n 56. Clementines \n 57. Lima Beans \n
58. Cucumbers \n 59. Yellow Bel Peppers \n 60. Pawpaw \n 61. Winter squash \n 62. Cantaloupes \n

63. Tuna \n 64. Persimmon \n 65. Pink Grapefruit \n 66. Honeydew melon \n 67. Guavas \n
68. Papayas \n 69. Passion fruit \n 70. Kiwi fruit \n 71. Blackberries \n 72. Cherries \n

73. Goji berries \n 74. Raspberry \n 75. Fenugreek leaves \n 76. Okra \n 77. Chayote \n 78. Eggplant

Auxiliary Model
Response

1. Bell peppers \n 2. Liver \n 3. Collards \n 4. Carrots \n 5. Spinach \n
6. Yogurt \n 7. Salmon \n 8. Whole grains \n 9. Fortified cereals \n 10. Clams \n

11. Milk \n 12. Shrimp \n 13. Whole eggs \n 14. Meat such as beef liver \n 15. Plantains \n
16. Fresh herbs like basil, parsley and dill \n 17. Cheese (low-fat varieties) \n

18. Vegetable oils such as soybean oil or corn oil

Table 10: The full version of the cases in Tab.7
Semi-open-ended Question Tell me a list of world capitals where more than two languages are considered official.

GPT-4 Response
for Semi-open-ended Question

1. London, United Kingdom \n 2. Montreal, Canada \n 3. Brussels, Belgium \n 4. Ottawa, Canada \n
5. Bern, Switzerland \n 6. Johannesburg, South Africa \n 7. Suva, Fiji \n 8. Biel/Bienne, Switzerland \n

9. Singapore, Singapore \n 10. Luxembourg City, Luxembourg \n 11. New Delhi, India \n
12. Addis Ababa, Ethiopia \n 13. Nairobi, Kenya \n 14. Helsinki, Finland \n 15. Vienna, Austria \n
16. Maputo, Mozambique \n 17. Oslo, Norway \n 18. Reykjavik, Iceland \n 19. Valletta, Malta \n
20. Nicosia, Cyprus \n 21. Dublin, Ireland \n 22. Vaduz, Liechtenstein \n 23. Tirana, Albania \n

24. Andorra la Vella, Andorra \n 25. Baku, Azerbaijan \n 26. Manama, Bahrain \n 27. Dhaka, Bangladesh \n
28. Saraevo, Bosnia and Herzegovina \n 29. Sofia, Bulgaria \n 30. Copenhagen, Denmark \n
31. Tallinn, Estonia \n 32. Tbilisi, Georgia \n 33. Baghdad, Iraq \n 34. Jerusalem, Israel \n

35. Astana, Kazakhstan \n 36. Beirut, Lebanon \n 37. Tripoli, Libya \n 38. Kuala Lumpur, Malaysia \n
39. Abuja, Nigeria \n 40. Islamabad, Pakistan \n 41. Doha, Qatar \n 42. Bucharest, Romania \n

43. Riyadh, Saudi Arabia \n 44. Madrid, Spain \n 45. Lome, Togo \n 46. Ankara, Turkey \n
47. Kiev, Ukraine \n 48. Dubai, United Arab Emirates \n 49. Canberra, Australia \n 50. Praia, Cape Verde \n

51. N’Djamena, Chad \n 52. Zagreb, Croatia \n 53. Prague, Czech Republic \n 54. Beijing, China \n
55. San Jose, Costa Rica \n 56. Santo Domingo, Dominican Republic \n 57. Quito, Ecuador \n

58. Cairo, Egypt \n 59. Port Vila, Vanuatu \n 60. Windhoek, Namibia \n 61. Kathmandu, Nepal \n
62. Wellington, New Zealand \n 63. Asuncion, Paraguay \n 64. Lisbon, Portugal \n

65. Moscow, Russia \n 66. Dakar, Senegal \n 67. Ljubljana, Slovenia

Auxiliary Model
Response

1. Brussels, Belgium \n 2. Ottawa, Canada \n 3. Panama City, Panama \n 4. Lima, Peru \n
5. Toronto, Canada \n 6. Paris, France \n 7. Hong Kong, China \n 8. Moskva, Russia \n

9. Rome, Italy \n 10. Malabo, Equatorial Guinea \n 11. Stockholm, Sweden \n 12. Athens, Greece \n
13. Tokyo, Japan \n 14. Jakarta, Indonesia \n 15. Mexico City, Mexico \n 16. Bangkok, Thailand \n

17. São Paulo, Brazil \n 18. Buenos Aires, Argentina \n 19. Caracas, Venezuela \n 20. Bogota, Colombia
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Table 11: The full version of the cases in Tab.8
Semi-open-ended Question Tell me a list of famous lighthouses located on islands in the Atlantic Ocean.

GPT-4 Response
for Semi-open-ended Question

1. Pemaquid Point Light \n 2. Portland Head Light \n 3. Cape Hatteras Lighthouse \n 4. Tybee Island Light \n
5. Boston Light \n 6. St. George Reef Light \n 7. Lindau Lighthouse \n 8. Ouessant Lighthouse \n

9. St. Mary’s Lighthouse \n 10. Belle Tout Lighthouse \n 11. Lighthouse of Genoa \n 12. Tower of Hercules \n
13. Lighthouse of Alexandria \n 14. Capelinhos Lighthouse \n 15. Start Point Lighthouse \n

16. Cape Spear’s Lighthouse, Newfoundland \n 17. Sambro Island Lighthouse \n
18. Cape Borda Lighthouse \n 19. Amédée Lighthouse \n 20. Roches-Douvres Lighthouse \n
21. Bishop Rock Lighthouse \n 22. Skerryvore Lighthouse \n 23. Fastnet Rock Lighthouse \n

24. Thacher Island Twin Lights \n 25. Cape Lookout Lighthouse \n 26. Point Judith Lighthouse \n
27. Bass Harbor Head Lighthouse \n 28. Sandy Hook Lighthouse \n 29. Montauk Point Lighthouse \n

30. Cape May Lighthouse \n 31. Lundy Island Lighthouse \n 32. Lighthouse at Ile Vierge \n
33. Maughold Head Lighthouse \n 34. Ballycotton Island Lighthouse \n 35. Tory Island Lighthouse \n

36. Cape Wrath Lighthouse \n 37. Eilean Glas Lighthouse \n 38. Ardnamurchan Lighthouse \n
39. Longstone Lighthouse \n 40. Happisburgh Lighthouse \n 41. Kinnaird Head Lighthouse \n

42. The Needles Lighthouse \n 43. Corbiere Lighthouse \n 44. Casquets Lighthouse \n
45. The Round Island Lighthouse \n 46. Sand Island Light \n 47. Portsmouth Harbor Light \n

48. Neist Point Lighthouse \n 49. Flannan Isles Lighthouse \n 50. Cromarty Lighthouse \n
51. Fair Isle South Lighthouse \n 52. Copinsay Lighthouse \n 53. North Ronaldsay Lighthouse \n

54. Noup Head Lighthouse \n 55. Sule Skerry Lighthouse \n 56. Skokholm Lighthouse \n
57. Muckle Flugga Lighthouse \n 58. Brier Island Lighthouse \n 59. Articled Rock Lighthouse \n

60. Nubble Lighthouse \n 61. Cape Recife Lighthouse \n 62. Terrible Tilly \n
63. Butt of Lewis Lighthouse \n 64. Seaham Lighthouse \n 65. Girdle Ness Lighthouse \n
66. Walney Lighthouse \n 67. Europa Point Lighthouse \n 68. Lighthouse of the Whales \n

69. Hirtshals Lighthouse \n 70. Cordouan Lighthouse \n 71. Sankaty Head Light \n 72. Gay Head Light \n
73. Cape Romain Lighthouses \n 74. Ram Island Ledge Light \n 75. Boca Grande Lighthouse \n

76. Petit Manan Light \n 77. Cape Elizabeth Light \n 78. Cape Ann Light Station \n
79. Rose Island Lighthouse \n 80. Saint Augustine Light \n 81. Egmont Key Lighthouse \n

82. Dry Tortugas Light \n 83. Nobska Point Light \n 84. Sullivan’s Island Lighthouse \n
85. Hatteras Island Lighthouse \n 86. Hunting Island Lighthouse \n 87. Långe Erik \n 88. Långe Jan \n

89. Ushant Island Lighthouse \n 90. Blackhead Lighthouse \n 91. Hook Lighthouse \n
92. Cape Clear Island Lighthouse \n 93. Rathlin West Lighthouse \n 94. Copeland Lighthouse \n

95. Fisgard Lighthouse \n 96. West Quoddy Head Light \n 97. Cape Jourimain Lighthouse

Auxiliary Model
Response

1. Maine Coast Guard Station and Pier Light \n 2. Minot’s Leading Light \n 3. Monhegan Island Light \n
4. Eastern Breakwater Light \n 5. Little River Light \n 6. Baldhead Island Light \n

7. Oak Bluffs Harbor Light \n 8. Brenton Reef Light\n 9. Block Island Southwest Light \n
10. Woodenboat School Light \n 11. Chappaquiddick Light \n 12. Race Rock Light \n

13. Plum Gut Light \n 14. Great Round Shoal Light \n 15. New London Island Lighthouse \n
16. Smith’s Island Light \n 17. Highfield Hall Beach Light \n 18. Scituate Light House
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The last paragraph of our Introduction accurately reflects the paper’s contribu-
tions and scope. See Sec. 1.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations of our work in the appendix. See App. E
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: We provide the full set of assumptions and a complete (and correct) proof in
Perception of Knowledge Boundary for LLM. See Sec. 3.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We fully disclose the implementation details, Dataset Information, Important
Instructions and the results of experiment in Experiments and appendix. See Sec. 4 and
App. B, A, H, C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We release our data and code with instructions for other researchers to
reproduce our results. We share these resources in https://github.com/araloak/LLM-
knowledgeBoundary.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We fully disclose the implementation details, Important Instructions in Experi-
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• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
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material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
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Answer: [No]
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should
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of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the information on the computer resources (type of compute
workers, memory, time of execution) in the appendix. See App. B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
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9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
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Answer: [Yes]

Justification: When we generated the dataset, we added a number of requirements to make
the dataset comply with the NeurIPS Code of Ethics. See App C.
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
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societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss the social impact of our work from both positive and negative
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Guidelines:
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• The answer NA means that there is no societal impact of the work performed.
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11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: Yes, we describe guidelines for the safe use of our data in the readme file in
our GitHub repository.
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• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with
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12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Yes, we have cited the creator and releaser of our used LLMs in the reference.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: Yes, we provide a detailed description of our dataset in App.A. Besides, we
also introduce our dataset in the repository where we release the data.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
Justification: We introduce the settings for our human evaluation in the paper and include
the full instructions in the supplementary materials.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [Yes]
Justification: Yes, the paper thoroughly addresses potential risks to study participants,
ensuring that all ethical considerations are met. We confirms that all necessary Institutional
Review Board (IRB) approvals, or equivalent reviews as required by the country or institution,
were obtained prior to conducting the study. This demonstrates a strong commitment to
ethical research practices and the protection of participants’ rights and well-being.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Depending on the country in which research is conducted, IRB approval (or equivalent)

may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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