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ABSTRACT

There is an emerging line of research on multimodal instruction tuning, and vari-
ous benchmarks have been proposed for evaluating these models correspondingly.
Instead of evaluating the models directly, in this paper we try to evaluate the
Vision-Language Instruction-Tuning (VLIT) datasets themselves and even seek
the way of building a dataset for developing an all-powerful VLIT model, which
we believe could be fundamental for establishing a grounded protocol for bench-
marking VLIT models. To achieve effective analysis of VLIT datasets, which
remains an open question, we propose a tune-cross-evaluation paradigm: tuning
on one dataset and evaluating on others in turn. For each tune-evaluation set, we
define the Meta Quality (MQ) as the mean score measured by BLEU, METEOR,
and ROUGE-L to quantify the quality of a dataset or a sample. On this basis, to
evaluate the comprehensiveness of a dataset, we develop the Dataset Quality (DQ)
covering all tune-evaluation sets. To lay the foundation for building a comprehen-
sive dataset and developing an all-powerful model, we further create the Sample
Quality (SQ) quantifying the all-sided quality of each sample. Extensive experi-
ments validate the rationality of the proposed evaluation paradigm. According to
the holistic evaluation, we build a new dataset, REVO-LION (REfining VisiOn-
Language InstructiOn tuNing), by collecting samples with higher SQ from each
dataset. With only half of the full data, the model trained on REVO-LION can
achieve performance comparable to simply adding all VLIT datasets up. In ad-
dition to developing an all-powerful model, REVO-LION also includes an eval-
uation set, which is expected to serve as a convenient evaluation benchmark for
future research.

1 INTRODUCTION

The large-scale multimodal model GPT-4 (OpenAI, 2023) has recently exhibited strong power in
generating desired answers from given images and instructions. Inspired by its remarkable suc-
cess, various multimodal instruction tuning models (Chen et al., 2023; Dai et al., 2023; Li et al.,
2023a; Luo et al., 2023) have been proposed towards different aspects of Vision-Language (VL)
understanding, such as MiniGPT4 (Zhu et al., 2023) for detailed description and LLaVAR (Zhang
et al., 2023) for text-rich image understanding. With the rapid development of Vision-Language
Instruction-Tuning (VLIT), evaluating these models becomes an urgent requirement, for which sev-
eral benchmarks (Liu et al., 2023c; Xu et al., 2023; Yin et al., 2023) are correspondingly proposed.

Different from existing benchmarks that concentrate on evaluating VLIT models directly, our first
goal is evaluating VLIT datasets. The motivation comes from the insights into current VLIT mod-
els, including two similarities and one difference. The first similarity is the model architecture. As
shown in Fig. 1, the image feature is firstly extracted by a frozen vision encoder (Fang et al., 2023).
Then, a learnable projection module, which can be simply designed as the linear layer in LLaVA (Liu
et al., 2023b) or the more sophisticated Q-Former in InstructBLIP (Dai et al., 2023), transfers the
image feature to the language space. Finally, by feeding the transformed image feature and in-
struction text into the frozen Large Language Models (LLMs) (Chiang et al., 2023; Chung et al.,
2022; Touvron et al., 2023), the instruction-following answer is generated. The second similarity
is the two-stage learning strategy. During training, common large-scale image-text pairs (Ordonez
et al., 2011; Schuhmann et al., 2021; Sharma et al., 2018) are leveraged for the cross-modal feature
alignment in the first stage. Then, the customized high-quality instruction data is used to train the
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Figure 1: The common architecture in current vision-language instruction tuning methods. Extract-
ing the visual feature by a frozen image encoder, transferring the visual feature into the language
space using an optimizable projection module, generating text output via a frozen language model.

VLIT model to generate coherent and desired output in the second stage. The difference is exact
the high-quality instruction data targeting at different aspects of VL understanding, as concluded in
Table 1. To be more consistent with LLMs, the annotations in these datasets are almost generated or
augmented by GPT. It follows that curating proper instruction datasets is essential in VLIT, and we
thus hold that the essence of model evaluation is evaluating high-quality VLIT datasets.

For this, we pioneer a tune-cross-evaluation paradigm based on the common architecture in Fig. 1
to make a comprehensive analysis of VLIT datasets. Its core design is that each dataset can not
only be employed for developing a model, but also can be set as a benchmark on the aspect that the
dataset is constructed towards. In existing benchmarks (Liu et al., 2023c; Xu et al., 2023), the style
of annotations is quite different from the style of the open-ended texts generated by LLMs, causing
inappropriate assessment. Besides, human voting (Xu et al., 2023) and ChatGPT/GPT-4 (OpenAI,
2023) are proposed for performance evaluation, the former is labor-intensive and liable to cause
unobjective evaluation, and the latter is inconvenient and unstable for common use because of the
requirement of available API and the changeable output. Benefiting from the proposed evaluation
paradigm, in which annotations consistent with LLMs are available, we define the Meta Quality
(MQ) as the mean score measured by caption metrics, including BLEU, METEOR and ROUGE-L.
Using MQ to measure the performance in each tune-evaluation set is more convenient and stable
than GPT-involved scoring, and also more objective than human voting. Based on the proposed
MQ, we devise Dataset Quality (DQ) and Sample Quality (SQ) to measure the overall capability of
each dataset and sample combining all tune-evaluation sets.

Taking a step further, the other goal in this paper is refining VLIT datasets according to the holistic
evaluation on VLIT datasets. For one thing, existing VLIT models are only equipped with one or
several abilities in VL understanding, which leads to unsatisfying performance in comprehensive
evaluation. For another thing, existing benchmarks build evaluation datasets by collecting datasets
from different tasks (Krizhevsky et al., 2009; Lu et al., 2022) with annotations inconsistent with the
open-ended generated texts (Xu et al., 2023; Yin et al., 2023), which causes inaccurate evaluation.
Consequently, a dataset that integrates multiple VLIT capabilities is critical for developing an all-
powerful model and building an accurate yet convenient benchmark.

To this end, we create REVO-LION by REfining VisiOn-Language InstructiOn tuNing datasets, in
which samples with higher SQ from each dataset are collected. Owning fewer samples, REVO-
LION is shown to be more effective than simply merging the public datasets together, which vali-
dates the effectiveness of the proposed SQ and the refinement strategy. Sufficient experiments prove
that in addition to expanding the data scale, collecting high-quality data based on rational and effec-
tive evaluation is crucial for VLIT models. We make the following main contributions:

• We propose a tune-cross-evaluation paradigm on VLIT datasets. To our best knowledge, this is
the first holistic analysis on VLIT datasets.

• We define the Meta Quality (MQ) as the mean score measured by BLEU, METEOR and ROUGE-
L. Based on MQ, Dataset Quality (DQ) and Sample Quality (SQ) are devised to quantify the
comprehensive quality of each dataset and sample in VLIT, respectively.

• We release a comprehensive dataset, namely REVO-LION, by refining public VLIT datasets. The
REVO-LION includes a training and an evaluation set, the former can develop an all-powerful
VLIT model, and the latter can serve as a convenient yet stable benchmark.
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Table 1: The detailed comparisons of current vision-language instruction tuning datasets, including
the data volume and the targets that the datasets are constructed towards.

Datasets Volume Targets

DetGPT (Pi et al., 2023) 5000 images and around 30000 query-answer pairs. Reasoning-based object detection.

LAMM (Yin et al., 2023) 186,098 image-language instruction-response pairs.

Daily conversation,
factual knowledge reasoning,

detailed description,
visual task dialogue.

LLaVAR (Zhang et al., 2023) 16K high-quality instruction following data. Text-rich image understanding.

LLaVA (Liu et al., 2023b)
58K in conversations,

23K in detailed description,
77K in complex reasoning.

Conversations,
detailed description,
complex reasoning.

Macaw (Lyu et al., 2023) 69K image instances. Human-written style text generation.

MiniGPT4 (Zhu et al., 2023) Around 3500 image-text pairs. Comprehensive image description.

LRV (Liu et al., 2023a) Around 120K instances. Robust visual instruction with
mitigated hallucination issue.

2 RELATED WORK

2.1 VISION-LANGUAGE INSTRUCTION TUNING

In the last two years, ChatGPT and InstructGPT (Ouyang et al., 2022) make great achievements
in solving tasks aligned with human instructions. Inspired by this, many similar Large Language
Models (LLMs) (Ding et al., 2023; Du et al., 2022; Peng et al., 2023; Zhou et al., 2023) have been
proposed by fine-tuning open-source LLMs such as LLaMA (Touvron et al., 2023) and GLM (Zeng
et al., 2022) using instruction data. For example, Vicuna-13B (Chiang et al., 2023) is supervised
fine-tuned from LLaMA-13B (Touvron et al., 2023) using 70K shared conversations with ChatGPT
from ShareGPT.com; Alpaca-7B (Taori et al., 2023) is fine-tuned from LLaMA-7B (Touvron et al.,
2023) on 52K instruction-following demonstrations generated by Self-Instruct (Wang et al., 2022).

Standing on the shoulder of LLMs, many Vision-Language Instruction Tuning (VLIT) models (Li
et al., 2023a; Luo et al., 2023; Su et al., 2023; Ye et al., 2023) have been proposed within a year.
These models are similarly constructed by using a projection module to connect the pre-trained
vision model for visual perception and the language model for text generation. The projection
module is firstly trained on common image-text pairs for VL alignment, then on high quality data
for instruction tuning. One of the most impactful methods is InstructBLIP (Dai et al., 2023), which is
built upon the VL alignment achieved by the Q-Former in BLIP2 (Li et al., 2023b). After collecting
and transforming 28 datasets from 11 tasks into instruction format, InstructBLIP (Dai et al., 2023)
takes the instruction as a guidance of Q-Former to extract instruction-aware visual feature for further
tuning. Similar to InstructBLIP, MiniGPT4 (Zhu et al., 2023) is firstly pre-trained on large-scale
datasets (Ordonez et al., 2011; Schuhmann et al., 2021) for VL alignment, then curates around
3500 high-quality instruction data, with the assistance of ChatGPT and Vicuna (Chiang et al., 2023)
targeting at comprehensive image description, for instruction tuning in the second stage. LRV (Liu
et al., 2023a) constructs a dataset including both positive and negative instructions for robust tuning
with mitigated hallucination issues based on MiniGPT4. Simpler than MiniGPT4, LLaVA (Liu
et al., 2023b) adopts a linear layer to bridge the gap between visual and language space in the first
stage using 595K image-text pairs filtered from CC3M, then, by using ChatGPT and GPT-4, 158K
instruction samples including conversations, detailed description and complex reasoning have been
collected in LLaVA for instruction tuning in the second stage. Similar to LLaVA (Liu et al., 2023b),
DetGPT (Pi et al., 2023) collects around 30000 query-answer pairs towards reasoning-based object
detection for instruction tuning in the second stage, LLaVAR (Zhang et al., 2023) enhances the text-
rich image understanding ability by collecting 16K text-rich image data, Macaw (Lyu et al., 2023)
builds a dataset consisting of 69K instances for human-style text generation.

To make a brief summary, existing VLIT models almost share the same model architecture and the
two-stage learning strategy. The significant difference is the high-quality instruction data used in
the second stage. Compared with current VLIT models targeting at certain aspects, collecting a
comprehensive dataset becomes the core of developing an all-powerful VLIT model.
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2.2 VLIT BENCHMARKS

With the rapid development of VLIT models, how to comprehensively and effectively evaluate these
models becomes a concurrent significant problem. To this end, several benchmarks (Bitton et al.,
2023; Yu et al., 2023; Zeng et al., 2023) have been proposed in the last few months. The pioneering
benchmark is the LVLM-eHub (Xu et al., 2023), which evaluates VLIT models by quantifying the
performance and human voting in the online arena platform. In performance quantification, they
utilize 47 standard benchmarks covering 6 capabilities for evaluation, and find that image caption
metrics are ineffective because the style of open-ended generated texts differs from that of annota-
tions in the benchmarks. It is reasonable because the annotations in these benchmarks are rough,
simple and outdated in the context of LLMs. Immediately after LVLM-eHub, LAMM (Yin et al.,
2023) is proposed for evaluation on 9 common image tasks by collecting 11 datasets. Except for
task-specific metrics, LAMM adopts GPT as a judgement for performance evaluation. However,
MME (Fu et al., 2023) argues that human voting and GPT scoring bring problems of subjectivity
and inaccuracy. For this, MME exams perception and cognition abilities covering 14 subtasks by
manually constructing instruction-answer pairs and leads the tested models to answer “yes” or “no”,
which is designed for objective and accurate quantitative statistics. Nevertheless, manually collected
data cannot avoid human subjectivity. Besides, such performance evaluation that heavily relies on
generating “yes” or “no” is not quite reasonable, because existing VLIT models usually target at
detailed tasks instead of making decisions from “yes” or “no” strictly. For fine-grained ability as-
sessment, MMBench (Liu et al., 2023c) curates a dataset covering 20 fine-grained skills, and all
instances are transformed into multi-choice problems. For robust evaluation, it employs ChatGPT
for answer extraction and judgement in the proposed circular evaluation strategy, which is unable to
evaluate the models directly on the generated texts, and thus causes inaccurate assessment.

In short, there are three core problems in existing benchmarks: collecting datasets with annotations
consistent with open-ended generated texts for evaluation, avoiding human subjectivity in data se-
lection and evaluation, and designing stable and convenient quantification metrics. For this, we hold
that we can fully use existing VLIT datasets for both model development and evaluation, because
the meticulously curated datasets are supposed to convey ideal information and ability to the models.
In this way, not only the evaluation datasets with proper ground truths are collected with mitigated
subjectivity, but also the caption metrics can still be employed for stable and convenient evaluation.
Most importantly, based on the deep investigation in Sec. 2.1, we propose shifting the focus of model
evaluation, which existing benchmarks are paying great efforts on, to dataset evaluation.

3 METHOD

3.1 TUNE-CROSS-EVALUATION PARADIGM

We propose the tune-cross-evaluation paradigm to evaluate VLIT datasets given in Table 1 with
English as the primary language, and without the impact of the language differences, as shown in
Fig. 2. On one side, each dataset is employed to develop a model by instruction tuning. On the other
side, because these VLIT datasets are almost constructed by leveraging GPT-4 (OpenAI, 2023) or
ChatGPT for text generation or augmentation, each dataset also represents a standard on the aspect
that the dataset is constructed towards, by which the proper annotations consistent with open-ended
generated texts are accessible. Based on the VL alignment learned in the first stage by the model with
the architecture in Fig. 1, at each time, we select one from these datasets for instruction tuning, and
the remaining datasets are used for inference at this time. For example, when we use DetGPT (Pi
et al., 2023) for instruction tuning, the tuned model equipped with great reasoning-based object
detection ability will be further tested on other datasets, and they are equipped with the abilities
such as daily conversation, factual knowledge reasoning, detailed description, etc. By taking turns
to cycle in this way, we finally get the comprehensive quality evaluation of each dataset and each
sample. To quantify the comprehensiveness, we define the Meta Quality (MQ), Dataset Quality
(DQ) and Sample Quality (SQ), and detail them in the following sections.

3.2 META QUALITY (MQ)

In LVLM-eHub (Xu et al., 2023), the authors hold that metrics in caption tasks are ineffective for
VLIT evaluation due to the style differences between the diverse open-ended generated texts and
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Figure 2: The overall framework of the proposed tune-cross-evaluation paradigm. Left: The diagram
of Dataset Quality (DQ) evaluation. Each dataset adopted for testing measures the quality of the
tuning dataset DT on the aspect that the testing datasets are constructed towards. Right: The diagram
of Sample Quality (SQ) evaluation. Each dataset used for tuning measures how well the samples in
the testing set DE match with the ability that the tuning dataset is constructed towards.

the ground-truths, which are outdated compared to LLMs. Benefiting from the proposed tune-
cross-evaluation paradigm, when making full use of VLIT datasets as evaluation sets, the proper
annotations consistent with LLMs are available. Therefore, we define the Meta Quality (MQ) as the
average of scores measured by caption metrics to quantify the comprehensiveness of each dataset
or sample within a single tune-evaluation experiment. Considering the time-consuming process in
calculating sample-wise MQ if using SPICE, we use BLEU@1 (B@1), BLEU@2 (B@2), BLEU@3
(B@3), BLEU@4 (B@4), METEOR (M), and ROUGE-L (R) as the components for MQ definition.
CIDEr is set as a hold-out metric in data refinement in Sec. 4.6. The MQ is formulated as:

MQ = mean(B@1 +B@2 +B@3 +B@4 +M +R). (1)

The ablation of the combinations is studied in Sec. 4.4. It should be noted that the MQ can be
commonly used to measure on a set of samples. When the number of samples is 1, it actually
measures the sample-wise quality. For distinction, we denote the MQ measured on a dataset and a
sample as MQD and MQS , respectively.

3.3 DATASET QUALITY (DQ)

In the proposed tune-cross-evaluation paradigm, each time we select a dataset denoted as DT from
the set of datasets S for instruction tuning, the remaining datasets denoted as Di(i ∈ S, i ̸= T ) are
then leveraged as evaluation ones for inference, thus measuring the quality of the tuning dataset on
the aspect that the evaluation datasets are constructed towards one by one, as shown on the left side
of Fig. 2. In a single tune-evaluation set, the one-side dataset quality is denoted as MQD

T→i, in which
the right arrow indicates the direction from the tuning dataset to the evaluation dataset. Specifically,
we set the quality MQD

T→T that each tuning dataset exhibits on its aspect as 1, the maximum value
of MQ. Therefore, when a dataset is set as the tuning one, its comprehensive quality measured by
all capabilities in S is formulated as the sum of one-side qualities:

DQT = MQD
T→T +

∑
i∈S,i ̸=T

MQD
T→i = 1 +

∑
i∈S,i ̸=T

MQD
T→i, T ∈ S. (2)

By setting each dataset as the tuning one and the remaining as evaluation ones in turn, the compre-
hensive DQ for all datasets can be calculated.

3.4 SAMPLE QUALITY (SQ)

Because the MQ can only be calculated on the inference datasets, it is hard to measure the quality
of each sample in the tuning dataset when keeping the same evaluation direction in DQ, i.e., the
inference datasets are regarded as standards. In contrast, when a dataset DE is set as the inference
one, we hold that the model equipped with the ability of dataset Di(i ∈ S, i ̸= E), after tuned on
which, is supposed to be a standard. By this way, the MQS

i→E for each sample in DE measures
how close the sample matches with the ability of the tuning dataset Di, as shown on the right side
of Fig. 2. To calculate the comprehensive quality that each sample exhibits on other aspects, other
than DQ having the ability corresponding to itself, we define the SQ as a weighted sum:

SQE =
∑

i∈S,i ̸=E

DQi ·MQS
i→E . (3)
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We use the DQi as the weights for objective evaluation, the higher DQi represents a more confident
evaluation when using dataset Di to tune the model, which is regarded as a standard. By setting
each dataset as the inference one and the remaining as tuning ones in turn, the comprehensive SQ
for each sample exhibits on other datasets can be calculated.

3.5 REVO-LION

To build a comprehensive dataset integrating all capabilities of the evaluated datasets, a simple yet
direct way is to merge these datasets into one without more operations. As suggested in the analy-
sis (Zeng et al., 2023), data quality is more significant than data quantity. Therefore, we propose to
REfine VisiOn-Language InstructiOn tuNing (REVO-LION) datasets according to the proposed SQ,
which measures the comprehensive quality of each sample exhibits on other datasets. To preserve
all capabilities, we collect samples with higher SQ from each dataset to compose REVO-LION.
Formally, we denote the portion that the number of selected samples to the number of all samples in
each dataset as P . The lower bound of SQ in dataset Di(i ∈ S) corresponding to the portion P is
τPi . For each sample xk

i ∈ Di, if the SQ of it SQk
i is no lower than τPi , the sample is collected in

REVO-LION, which is formulated as:

S1 =
⋃
i∈S

xk
i , (xk

i ∈ Di, SQ
k
i >= τPi ). (4)

We denote this refinement strategy as S1, which is validated to be more effective than “Random
Refinement” (S2) and “Gaussian Refinement” (S3) in Sec. 4.6. After creating REVO-LION from
the datasets in Table 1, we split it into a training set and an evaluation set. The former can serve as a
common dataset for developing an all-powerful VLIT model, and the latter can serve as a convenient
benchmark covering all capabilities of these datasets and equipping with ideal annotations, based on
which the caption metrics can be conveniently employed for stable evaluation.

4 EXPERIMENTS

4.1 IMPLEMENTATION DETAILS

Data Preparation. The evaluated VLIT datasets are clarified in Table 1. Specifically, to ensure
that each dataset is independent of each other and has no overlapping samples, in DetGPT (Pi et al.,
2023), we remove samples generated from MiniGPT4 (Zhu et al., 2023); in LLaVAR (Zhang et al.,
2023), we remove samples generated from LLaVA (Liu et al., 2023b). Concentrating on the vision-
language field, in LAMM (Yin et al., 2023) and Macaw (Lyu et al., 2023), we only use the re-
leased image-text data. In addition, the data in LLaVA (Liu et al., 2023b) is divided into three
independent ones: LLaVA-Conversation (LLaVACo), LLaVA-Detailed description (LLaVADe) and
LLaVA-Reasoning (LLaVARe) for their clear difference. To validate the effectiveness of the pro-
posed data refinement strategy, we need to design an evaluation set covering all capabilities of these
datasets. For this, we randomly collect 80% samples from each dataset to build independent training
sets, on which the tune-cross-evaluation paradigm and refinement are performed, and randomly col-
lect 600 samples from the remaining 20% samples to build a balanced and comprehensive evaluation
set, namely “Eval600”. The detailed data split process is introduced in Appendix A.1. To verify the
effectiveness of the proposed evaluation paradigm and data refinement on different data partitions,
we perform such data split twice and get two sets, denoted as “SPLIT1” and “SPLIT2”.

Instruction Tuning. Due to the inferior projection ability of the linear layer adopted in LLaVA (Liu
et al., 2023b) compared with the Q-Former in InstructBLIP (Dai et al., 2023) analyzed in Ap-
pendix A.3, in main experiments, we perform data evaluation and refinement using the architecture
of InstructBLIP (Dai et al., 2023). The vision encoder is ViT-G/14 from EVA-CLIP (Fang et al.,
2023), and the language model is Vicuna-7B (Chiang et al., 2023). More implementation details
are augmented in Appendix A.2. The data evaluation and refinement experiments using the linear
projection-based architecture, i.e., LLaVA (Liu et al., 2023b), are in Appendix A.3.

4.2 DQ EVALUATION

By setting each dataset as the tuning one DT , its one-side qualities measured by other datasets
MQD

T→i(i ̸= T ) are visualized in Fig. 3. The areas enclosed by brown and yellow lines are the
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Figure 3: Visualizations of MQD
T→i(i ̸= T ) in dataset quality evaluation. Lines with different

colors represent different datasets DT used for instruction tuning.

No, there is no presence of a laptop or computer in the image.

Is there any presence of laptop or computer in the image?

No, there is no presence of laptop or computer in the image therefore the 
answer is [].

No, there is no presence of a laptop or computer in the image.

No, there is no presence of a laptop or computer in the image.

No, there is no presence of a laptop or computer in the image.

No, there is no presence of a laptop or computer in the image the image shows a 
brown and white boxer dog sleeping on a bed.
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No, there is no presence of a laptop or computer in the image.

Instruction (DetGPT)

Annotation (DetGPT)

Figure 4: A sample in DetGPT with high SQ measured by other datasets.

Table 2: DQ evaluated on SPLIT1 and SPLIT2 by using the Q-Former based architecture.
DT DetGPT LAMM LLaVAR LLaVACo LLaVADe LLaVARe Macaw MiniGPT4 LRV

Q-Former+SPLIT1 2.55 2.63 2.49 2.68 2.40 2.85 2.31 2.38 1.99
Q-Former+SPLIT2 2.56 2.64 2.50 2.67 2.41 2.83 2.32 2.37 1.99

largest and smallest, indicating that LLaVA-Reasoning and LRV hold the greatest and poorest com-
prehensive capability. It follows that LLaVA-Reasoning exhibits the highest DQ and LRV shows
the lowest DQ among these datasets, as shown in Table 2 computed by Eq. 2. Besides, the results
achieved on SPLIT1 and SPLIT2 demonstrate a high degree of consistency, indicating that the DQ
evaluation can provide common and objective data analysis.

4.3 SQ EVALUATION

We show a case of SQ evaluation in Fig. 4. By calculating MQS
i→E(i ̸= E) between the generated

answers and the annotation, the comprehensive quality of this sample can be obtained. Due to the
high similarity among the generated answers, the calculated SQ of this sample is quite high. More
evaluation cases of SQ are delivered in Appendix A.5.

4.4 ABLATION STUDY ON MQ AND DQ

To validate the rationality of the definition of MQ, based on which DQ is devised, we perform
ablation studies on 3 combinations of MQ, in which C1 refers Eq. 1, C2 and C3 are defined as:

C2 : MQ = mean(B@4 +M +R); C3 : MQ = mean(M +R). (5)
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Table 3: Ablation study on the definition of MQ. The blue numbers after the results represent their
relative rankings. The bold blue numbers indicate the inconsistent ranking relations.

DT (Q-Former+SPLIT1) DetGPT LAMM LLaVAR LLaVACo LLaVADe LLaVARe Macaw MiniGPT4 LRV

C1 DQ 2.55 (4) 2.63 (3) 2.49 (5) 2.68 (2) 2.40 (6) 2.85 (1) 2.31 (8) 2.38 (7) 1.99 (9)
MQD

T→Eval600 1.37 (3) 1.35 (4) 1.27 (5) 1.42 (2) 1.16 (6) 1.54 (1) 1.11 (8) 1.13 (7) 0.78 (9)

C2 DQ 2.48 (5) 2.61 (3) 2.57 (4) 2.66 (2) 2.38 (8) 2.73 (1) 2.46 (6) 2.40 (7) 2.20 (9)
MQD

T→Eval600 0.64 (5) 0.70 (3) 0.69 (4) 0.73 (1) 0.57 (8) 0.71 (2) 0.63 (6) 0.59 (7) 0.49 (9)

C3 DQ 2.79 (6) 2.95 (3) 2.94 (4) 3.00 (2) 2.72 (8) 3.05 (1) 2.83 (5) 2.72 (7) 2.59 (9)
MQD

T→Eval600 0.50 (6) 0.56 (3) 0.57 (2) 0.59 (1) 0.47 (8) 0.54 (4) 0.53 (5) 0.48 (7) 0.44 (9)

Table 4: MQD
T→Eval600 achieved on SPLIT1 and SPLIT2 by using the Q-Former based architecture.

DT DetGPT LAMM LLaVAR LLaVACo LLaVADe LLaVARe Macaw MiniGPT4 LRV Merge

Q-Former+SPLIT1 1.37 1.35 1.27 1.42 1.16 1.54 1.11 1.13 0.78 1.64
Q-Former+SPLIT2 1.38 1.36 1.29 1.43 1.18 1.55 1.12 1.12 0.79 1.64

Given a dataset, its DQ quantified by a reasonable evaluation criteria should be consistent with its
performance in the comprehensive evaluation. By setting “Eval600” as the comprehensive evalu-
ation set and MQD

T→Eval600 as the performance quantification, according to the three definitions,
the results and relative orders of DQ and MQD

T→Eval600 achieved on SPLIT1 are shown in Ta-
ble 3. Compared with C3, C1 and C2 make more consistent results between DQ evaluation and
MQD

T→Eval600. Because a dataset owning higher DQ should exhibit better all-sided ability, and
perform better in the comprehensive evaluation, C1 and C2 are more rational than C3. To preserve
a more general evaluation covering as more metrics as possible, we choose C1 as the final definition
of MQ, based on which DQ and SQ are devised.

4.5 SINGLE DATASET VS. MERGED DATASET

To build a comprehensive dataset integrating all capabilities, a simple yet direct way is to add all
these single datasets together into one, denoted as “Merge”. By setting “Eval600” as the evalua-
tion dataset, the MQD

T→Eval600 achieved by setting each single dataset and the merged dataset as
tuning one DT is compared in Table 4. The simply merged dataset achieves the greatest result,
showing adding all datasets together can contribute to an all-powerful model that exhibits the best
performance on the comprehensive evaluation set covering all capabilities.

4.6 REVO-LION EVALUATION AND ABLATION STUDY ON REFINEMENT STRATEGY

It has been validated that combining all datasets together can develop an all-powerful model in a
comprehensive evaluation compared with single datasets in Sec. 4.5. Considering that data quality
is more significant than data quantity (Zeng et al., 2023), we further perform data refinement based
on the above holistic evaluation. Specifically, we collect part of the samples from each dataset to
build a comprehensive dataset. In addition to the refinement strategy defined in Eq. 4, denoted as
S1, we design another two strategies for comparisons. The second strategy, namely S2, collects the
samples from each dataset randomly with the same number as in S1. The third strategy S3 adopts the
Gaussian distribution for sample selection. Specifically, for each dataset Di(i ∈ S), we calculate
the mean value µi and the standard deviation σi of SQ of the samples in Di. The sample whose
SQ exists within an interval of λ times the standard deviation σi around the mean value µi will be
selected. S3 is formulated as:

S3 =
⋃
i∈S

xk
i , (xk

i ∈ Di, SQ
k
i ∈ [µi − λ · σi, µi + λ · σi]). (6)

We adopt CIDEr, the hold-out metric in defining MQ, to measure the comprehensive performance of
the model tuned on the refined dataset, thus making an objective evaluation for the data refinement.
By setting “Eval600” as the comprehensive evaluation set, and selecting a portion P of samples
in each dataset, the result comparisons between S1 and S2 are given in Table 5. The case when
P = 100% refers to simply adding all datasets together. For the refinement strategy S1, the re-
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Table 5: Result comparisons between refinement strategies S1 and S2 with the portion P ranging
from 10% to 100%. “Nums” refers to the number of image-instruction-answer triplets in the refined
dataset. The performance on “Eval600” is measured by CIDEr.

Portion (P ) 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Q-Former+SPLIT1
Nums 92828 185650 278473 371293 464115 556940 649760 742584 835406 928225

S1-CIDEr 163.43 168.56 171.64 174.54 175.13 177.21 194.70 177.16 176.64 175.49
S2-CIDEr 165.21 168.63 170.18 171.91 172.82 174.37 174.22 175.62 176.03 175.49

Q-Former+SPLIT2
Nums 92807 185608 278410 371211 464012 556815 649616 742418 835219 928017

S1-CIDEr 165.03 170.87 173.56 174.89 175.99 178.33 178.87 178.23 178.80 175.49
S2-CIDEr 165.81 169.49 172.40 173.89 175.78 176.23 177.16 178.23 179.17 175.49

sults when P ∈ [50%, 90%] are all competitive and even better than those when using the simply
merged dataset. It shows that S1 successfully collects high-quality samples in the refined dataset.
Specifically, the CIDEr rises with the increase of P from 10% to 70%. When we select the top 50%
samples with higher SQ from each dataset, we can already achieve competitive performance com-
parable to those using the entire data. Then, the CIDEr achieves the highest when P = 70%. When
P increases from 70% to 100%, the CIDEr results decrease, which is caused by the involvement of
samples with lower SQ. Besides, comparing S1 with S2, when keeping the number of collected sam-
ples from each dataset the same, results achieved by selecting samples with higher SQ are almost
better than those achieved by random selection, which validates that S1 is more effective than S2.
Moreover, for the refinement strategy S2, the CIDEr rises with the increase of P from 10% to 90%.
It demonstrates that with the lack of effective data evaluation and refinement strategies, a direct
way for improving the performance is just expanding the scale of datasets for instruction tuning.

Table 6: Results of data refinement using
Gaussian guided strategy S3 by setting λ ∈
[1.0, 1.5, 2.0]. “Nums” refers to the number of
image-instruction-answer triplets. The perfor-
mance on “Eval600” is measured by CIDEr.

Times (λ) 1.0 1.5 2.0

Q-Former+SPLIT1 Nums 697374 838771 880426
CIDEr 173.94 175.07 176.52

Q-Former+SPLIT2 Nums 697346 838650 880206
CIDEr 175.88 178.45 179.32

In addition, results from the refinement strategy
S3 when setting the times λ within [1.0, 1.5,
2.0] are given in Table 6. Comparing the re-
sults achieved by setting λ = 1.0 in S3 with
those achieved by setting P = 70% in S1
in Table 5, though more samples are collected
in S3, the performance achieved by S1 with
fewer samples is better. The same phenomenon
also happens in the comparison between setting
λ ∈ [1.5, 2.0] in S3 and setting P = 90% in S1
in Table 5. The comparisons prove that S1 is
more effective than S3. According to the abla-
tion studies, the effectiveness of the proposed
tune-cross-evaluation paradigm and the refine-
ment strategy is systematically validated. As above experiments are performed on specific data
preparation for effectiveness validation, to release the REVO-LION, the evaluation and refinement
are performed on the original datasets without partitions, details are given in Appendix A.4.

5 CONCLUSIONS AND OUTLOOK

In this paper, we are the first to perform systematic analysis of VLIT datasets and propose the tune-
cross-evaluation paradigm. The key idea is to fully use the datasets as both tuning and evaluation
sets, by which the ideal annotations consistent with open-ended generated texts are available. Then,
we define the Meta Quality (MQ) as the mean score measured by caption metrics, including BLEU,
METEOR and ROUGE-L. We extend MQ to Dataset Quality (DQ) and Sample Quality (SQ) for
quantitative evaluation. Based on the holistic evaluation, we build a refined dataset REVO-LION
by collecting samples with higher SQ from each dataset. With only half of the full data, the model
trained on the refined dataset can achieve competitive performance compared to that trained on
all data. In the released version, REVO-LION includes a train set, which can be commonly used
for developing an all-powerful model, and an evaluation set, which can serve as a convenient yet
stable benchmark. Furthermore, the evaluation paradigm is not limited to the datasets analyzed
in this paper. The more datasets with various capabilities are involved in the evaluation, the more
comprehensive analysis is achieved. As a result, the refined dataset can be used to develop a VLIT
model performing well in more aspects, and also as a more comprehensive evaluation benchmark.
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Ethics Statement. The proposed tune-cross-evaluation paradigm and the data refinement strategy
can be generally applied on various Vision-Language Instruction Tuning (VLIT) datasets. However,
a potential negative social impact is that our method is not effective in detecting non-compliant
samples, such as politically sensitive and violent samples. Therefore, the refined dataset may not be
able to avoid such samples, resulting in the VLIT model with the potential risk of generating non-
compliant texts. Nevertheless, we build the refined dataset from the publicly released VLIT datasets
without creating new samples, thus we do not introduce risks beyond these datasets.

Reproducibility Statement. Our work can be verified to be reproducible from the following as-
pects: (1) Data preparation. In Sec. 4.1, we have clarified the detailed data preparation process,
including removing duplicate samples among datasets, using datasets limited to the VL fields. (2)
Model selection. In Appendix A.2, we deliver the detailed setting of the models, including the ar-
chitecture, the selected projection module and its pre-training data, and the hyperparameters during
instruction tuning. (3) Evaluation metrics. To develop a convenient, objective and accurate bench-
mark, we define the Meta Quality (MQ), Dataset Quality (DQ) and Sample Quality (SQ) using
caption metrics, including BLEU, METEOR and ROUGE-L. These metrics are defined by fixed
rules, and the corresponding evaluation results are accurate and stable. In addition, we include
the main code, the annotation file of REVO-LION-Tune and REVO-LION-Eval corresponding to
Appendix A.4 in the supplementary material, which can also verify the reproducibility of our work.
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Figure 5: The diagram of the data split process. It is designed to validate the effectiveness of
the proposed tune-cross-evaluation paradigm and the data refinement strategy in main experiments.
Each original dataset is randomly divided into two parts: 80% samples are collected as a tuning set
for data evaluation and refinement, and 600 samples from the remaining 20% are collected into a
balanced and comprehensive evaluation set. For robust validation, we perform such partitions twice,
thus creating “SPLIT1” and “SPLIT2” that are used in the main experiments.

A APPENDIX

A.1 DATA SPLIT

The split for the dataset described in Sec. 4.1 (80% for training and 600 samples within the remaining
20% for testing) is used for validating the effectiveness of the proposed evaluation paradigm and
the refinement strategy, as shown in Fig. 5. We choose 600 samples from each dataset for testing
because the smallest dataset MiniGPT4 (Zhu et al., 2023) includes about 3,500 samples, and the
20% includes no more than 700 samples. To build a balanced and comprehensive evaluation set, we
finally set the number of selected samples from each dataset for evaluation as 600.

A.2 IMPLEMENTATION DETAILS OF INSTRUCTION TUNING

In our main experiments, we adopt the architecture of InstructBLIP (Dai et al., 2023) for data evalu-
ation and refinement. The learnable projection module is the Q-Former in BLIP2 (Li et al., 2023b),
the vision encoder is the pre-trained ViT-G/14 from EVA-CLIP (Fang et al., 2023), and the lan-
guage model is Vicuna-7B (Chiang et al., 2023). Specifically, based on the selected vision encoder
and language model, the Q-Former used for instruction tuning has been pre-trained on 129M im-
ages (Li et al., 2023b), including COCO (Lin et al., 2014), Visual Genome (Krishna et al., 2017),
CC3M (Sharma et al., 2018), CC12M (Changpinyo et al., 2021), SBU (Ordonez et al., 2011) and
LAION400M (Schuhmann et al., 2021). Based on the official code of InstructBLIP (Dai et al.,
2023), the learning hyperparameters during instruction tuning are listed in Table 7. Each dataset has
been adopted for tuning on 8 Nvidia A100 (80G) GPUs with the vision encoder and language model
kept frozen, only parameters in the Q-Former are optimized.

In addition, we perform data evaluation and refinement in Appendix A.3 using the architecture of
LLaVA (Liu et al., 2023b), which adopts the linear layer as the projection module for VL alignment.
The vision encoder is the pre-trained ViT-L/14 in CLIP (Radford et al., 2021), and the language
model is Vicuna-7B (Chiang et al., 2023). The linear layer used for instruction tuning has been
pre-trained on 558K image-text pairs from LAION (Schuhmann et al., 2021), CC (Sharma et al.,
2018) and SBU (Ordonez et al., 2011). We adopt the official code of LLaVA (Liu et al., 2023b)
for instruction tuning with their default learning hyperparameters, which are given in Table 8. Each
dataset has been adopted for tuning on 8 Nvidia A100 (80G) GPUs with the vision encoder and
language model kept frozen, and only parameters in the linear layer are optimized.

A.3 DATA EVALUATION AND REFINEMENT USING THE LINEAR PROJECTION MODULE

For a supplementary, we perform the data evaluation and refinement using SPLIT1 based on the ar-
chitecture adopting the linear layer as the projection module for VL alignment. Specifically, we take
the architecture of LLaVA (Liu et al., 2023b), and its setting has been illustrated in Appendix A.2.
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Table 7: The hyperparameters for instruction tuning using the architecture of InstructBLIP (Dai
et al., 2023), which adopts the Q-Former as the projection module.

Hyperparameters
Epochs 5
Warmup Epochs 1
Warmup initial learning rate 1e-8
Warmup end learning rate 1e-5
Warmup Schedule Linear
Learning rate decay Cosine
End (Minimum) learning rate 0
Batch size 128
Optimizer AdamW
AdamW β (0.9, 0.999)
Weight decay 0.05

Table 8: The hyperparameters for instruction tuning using the architecture of LLaVA (Liu et al.,
2023b), which adopts the linear layer as the projection module.

Hyperparameters
Epochs 3
Learning rate 2e-5
Learning rate decay Cosine
Batch size 128
Optimizer AdamW
Weight decay 0.0

When setting each dataset as the tuning one DT , its one-side qualities MQD
T→i(i ̸= T ) measured by

other datasets are given in Fig. 6 (a). It shows that each dataset exhibits extremely high similarity in
the dataset-wise evaluation, leading to almost equal DQ for each dataset, compared with the results
in Fig. 2. Consequently, using the linear projection-based VLIT model cannot effectively distinguish
differences among datasets, resulting in invalid data evaluation. In addition, based on the evaluation,
we perform the data refinement using strategies S1 and S2. The refinement results achieved by using
the Q-Former and the linear layer for projection are shown in Fig. 6 (b). Obviously, when keeping
both the vision encoder and the language model frozen, using the linear projection module results in
a much more unsatisfying performance than using the Q-Former. Then, taking a deep comparison
between the results achieved by using S1 and S2, achieved by the linear layer-based architecture,
the CIDEr results vary within a small range when the portion P of selected samples in each dataset
changes. The highest result in S1 refinement, which is higher than using all the data, is achieved
when only collecting 10% of samples with higher SQ from each dataset. It shows that as a much
simpler projection module, the linear layer does need as much high-quality instruction data as the
Q-Former. The simplicity of the projection module limits the greatest performance that can be im-
proved by expanding the data scale. Besides, compared with S2, the strategy S1 is almost better
with different portions.

Except for the effectiveness of S1, which has been validated compared with S2, other results are
inconsistent with ones using the architecture of InstructBLIP, and the linear projection module is not
as good as the Q-Former. We make the deep analysis as follows. (1) From the perspective of the
architecture, linear projection is quite simple in transferring the visual feature to the language space.
While Q-Former adopts the pre-trained BERT (Kenton & Toutanova, 2019) as initialization, and ex-
tracts the desired visual feature using a more sophisticated cross-attention mechanism. (2) From the
perspective of the pre-trained dataset, both the linear layer and the Q-Former have been pre-trained
on large-scale image-text pairs for VL alignment before instruction tuning. As demonstrated in Ap-
pendix A.2, Q-Former in BLIP2 (Li et al., 2023b) has been pre-trained on 129M images (Li et al.,
2023b) from COCO (Lin et al., 2014), Visual Genome (Krishna et al., 2017), CC3M (Sharma et al.,
2018), CC12M (Changpinyo et al., 2021), SBU (Ordonez et al., 2011) and LAION400M (Schuh-
mann et al., 2021). While the linear layer in LLaVA (Liu et al., 2023b) has been pre-trained only
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Figure 6: Results of data evaluation and refinement using the linear projection-based architecture.

Table 9: The results, measured by caption metrics, achieved by instruction tuning on REVO-LION-
Tune and evaluation on REVO-LION-Eval using the Q-Former based architecture.

Metrics BLEU@1 BLEU@2 BLEU@3 BLEU@4 METEOR ROUGE-L CIDEr

Results 0.54 0.43 0.36 0.31 0.27 0.53 2.417

on 558K image-text pairs from LAION (Schuhmann et al., 2021), CC (Sharma et al., 2018) and
SBU (Ordonez et al., 2011). The significant difference between the amount of pre-training dataset
results in a much poorer VL alignment of the linear projection than the Q-Former.

A.4 REVO-LION RELEASE

As analyzed in Appendix. A.3, using the linear layer as the projection module for VL alignment is
inferior to using the Q-Former. Therefore, we adopt the architecture of InstructBLIP, the detailed
setting of which is delivered in Appendix A.2, for data evaluation and refinement. In the released
dataset REVO-LION, the tune-cross-evaluation paradigm is directly performed on each original
dataset without partition, as shown in Fig 7. According to the results in Table 5, setting the por-
tion P = 70% can achieve the best performance. Therefore, we release the dataset with setting
P = 70%. After refining each dataset, we divide it into a train set for instruction tuning and an
evaluation set as a convenient yet stable benchmark. To keep a balanced dataset for evaluation, we
select 600 samples from each refined dataset to build the evaluation set, namely REVO-LION-Eval.
The remaining samples in each refined dataset are combined into the instruction tuning dataset,
namely REVO-LION-Tune. Moreover, as the annotations in REVO-LION share the same style of
open-ended texts generated by LLMs, the caption metrics can be directly adopted for performance
evaluation when using the REVO-LION-Eval as the benchmark.

In addition, by leveraging the architecture of InstructBLIP (Dai et al., 2023) with the settings in
Appendix A.2, we perform instruction tuning using the REVO-LION-Tune, and evaluation on the
REVO-LION-Eval adopting the caption metrics. The results are given in Table 9. We do not perform
evaluation on REVO-LION-Eval using existing VLIT models because REVO-LION-Eval is part of
the tuning datasets in developing these models. REVO-LION-Eval can be adopted as a benchmark
for future research, such as architecture design.

A.5 SQ EVALUATION CASES

Based on the proposed tune-cross-evaluation paradigm, for each dataset, we show several samples
with high SQ and low SQ from Fig. 8 to Fig. 24.
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Figure 7: The refining process of buiding REVO-LION from existing VLIT datasets. The proposed
tune-cross-evaluation paradigm is directly performed on each original dataset without partition. Af-
ter the holistic evaluation, the top 70% samples with higher SQ in each dataset are collected, in
which 600 samples are collected into the balanced and comprehensive evaluation benchmark namely
REVO-LION-Eval, and the remaining are collected into the refined tuning dataset, namely REVO-
LION-Tune, for developing an all-powerful model.

You need a fishing rod to go fishing.

I want to go fishing what object do i need?

In the image, there are boats present in the water, which you can use for fishing therefore 
the answer is [boat].

You need a fishing rod to go fishing.

To go fishing, you will need a fishing rod, fishing line, hooks, bait, and possibly a 
fishing license.
I need a fishing rod to go fishing what object do i need? i need a fishing rod to go 
fishing.
To go fishing, you will need a fishing rod, fishing line, hooks, bait, and appropriate 
fishing gear.

You need a fishing rod and some bait to go fishing.

A fishing rod and reel.

A fishing rod and bait.

Instruction (DetGPT)

Annotation (DetGPT)

Figure 8: A sample in DetGPT with low SQ measured by other datasets.

In the image, the tennis player is wearing a black t-shirt and shorts therefore the 
answer is [black t-shirt].

Describe the outfit of the tennis player.

The tennis player is wearing a black t-shirt, shorts, a wristband, and tennis shoes.

The tennis player is wearing a black t-shirt and black shorts.

The tennis player is wearing a black outfit, which likely includes a shirt, shorts, and 
shoes.
The tennis player is wearing a black t-shirt and shorts he is holding a tennis racket 
in his right hand.
In the image the tennis player in the image is wearing a black t-shirt and shorts he is 
also holding a tennis racket.

In the image the tennis player in the image is wearing a black t-shirt and shorts.

The tennis player is wearing a black t-shirt and black shorts.

The tennis player is wearing a black shirt, black shorts, white socks, and black 
shoes.

Instruction (LAMM)

Annotation (LAMM)

Figure 9: A sample in LAMM with high SQ measured by other datasets.
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In the image, there are people and a soccer ball therefore the answer is [soccer ball].

The team's name is htwn.

The team's name is thw.

2010 fifa world cup winners.

The three letters name the team in the image, which is a group of young soccer 
players wearing blue shirts on a soccer.

The three letters name the team in the image.

What three letters name the team? what three letters name the team? what three 
letters name the team? what three letters name the team?

Houston dynamo, miami fc, new york red bulls.

What three letters name the team?

A careful examination of the picture indicates that the correct answer is hwt.

Instruction (LAMM)

Annotation (LAMM)

Figure 10: A sample in LAMM with low SQ measured by other datasets.

The answer to this question can be determined by a meticulous examination of the 
image, and it is ebony roberts.

What is the author's name?

The author's name is ebony roberts.

In the book, the author's name is ebony roberts therefore the answer is [ebony 
roberts].

The author's name is ebony roberts.

The love prison made and unauthorized life of ebony roberts.

The author's name is ebony roberts.

The author's name is ebony roberts.

The author's name is person.

The author's name is ebony roberts.

Instruction (LLaVAR)

Annotation (LLaVAR)

Figure 11: A sample in LLaVAR with high SQ measured by other datasets.

Cinesamples cineperc is a company that specializes in the production of percussion 
samples for use in film, television, and video.

What is cinesamples cineperc?

Cinesamples cineperc is an orchestral music production package designed for composers and music producers it 
offers a wide range of sounds, including percussion instruments, to create realistic and high-quality orchestral 
music for various projects, such as film scoring, video game soundtracks, and other multimedia productions

In the image, there is a book with the title cinesamples cineperc therefore the 
answer is [cinesamples cineper].
Cineperc is a company that specializes in providing high-quality audio and video 
samples for filmmakers, composers.

What is cinesamples cineperc?

Cinesamples cineperc is a company that specializes in providing high-quality audio 
and video samples for use in various industries.
Cinesamples cineperc is a software program that allows users to create and edit 
cinematic sound effects.

What is cineperc?

Cinesamples cineperc is a dvd that teaches you how to use the cineperc software.

Instruction (LLaVAR)

Annotation (LLaVAR)

Figure 12: A sample in LLaVAR with low SQ measured by other datasets.
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The main object in the image is a pair of scissors.

What is the main object in the image?

The main object in the image is a broken pair of scissors lying on the ground.

In the image, the main object is the scissors therefore the answer is [scissors].

The main object in the image is a pair of scissors.

The main object in the image is a pair of orange and white scissors placed on top of 
a piece of cement.
The main object in the image is a pair of scissors, specifically an orange-handled 
pair, which is lying on the sidewalk.

The main object in the image is a pair of scissors.

The main object in the image is a pair of scissors.

A pair of scissors.

Instruction (LLaVACo)

Annotation (LLaVACo)

The handle of the broken scissors is orange.

What color is the handle of the broken scissors?

The handle of the broken scissors is orange.

In the image, the handle of the broken scissors is orange therefore the answer is 
[orange].

The handle of the broken scissors is orange.

The color of the handle of the broken scissors is orange.

The handle of the broken scissors is orange in color.

The handle of the broken scissors is orange.

The handle of the broken scissors is orange.

The handle of the broken scissors is orange.

Instruction (LLaVACo)

Annotation (LLaVACo)

The broken scissors are lying on a concrete surface.

What type of surface are the broken scissors lying on?

The broken scissors are lying on a concrete surface, which has a weather-beaten yellow line 
painted on it.

In the image, the broken scissors are lying on a concrete surface therefore the 
answer is [concrete].

The broken scissors are lying on a concrete surface.

The broken scissors are lying on a concrete surface.

The broken scissors are lying on a concrete surface in the image, which suggests 
that they have fallen or been discarded.

The broken scissors are lying on a concrete surface.

The broken scissors are lying on a concrete surface.

The broken scissors are lying on a concrete surface.

Instruction (LLaVACo)

Annotation (LLaVACo)

Figure 13: A conversation sample in LLaVA-Conversation with high SQ measured by other datasets.
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The skateboarder is performing a trick where he is riding his skateboard down a 
ramp.

What type of trick is the skateboarder performing?

Based on the image, a specific trick name cannot be confidently provided however, one can see that the 
skateboarder is skillfully maneuvering his board in the air, which demonstrates his expertise and talent in the sport.

In the image, the skateboarder is performing a trick called a kickflip therefore the 
answer is [kickflip].

The skateboarder is performing a trick on a ramp.

The skateboarder is performing a trick on a ramp.

In the image, the skateboarder is performing a trick where he is riding his 
skateboard on top of a wooden ramp.

The skateboarder is performing a trick on a ramp.

The skateboarder is performing a trick on a ramp.

The skateboarder is performing a trick.

Instruction (LLaVACo)

Annotation (LLaVACo)

Skateboarders should always prioritize safety while skateboarding, they should 
wear protective gear such as helmets, knees.

What should skateboarders consider for their safety during skateboarding?

For their safety, skateboarders should take several precautions while skating, especially when performing tricks or 
riding in skate parks or urban environments some important safety measures include 1 wearing appropriate 
protective gear it is essential to wear a well-fitted helmet to protect the head from injuries during falls or collisions.

There are skateboard and person in the image, skateboarders should consider 
wearing protective gear such as helmets, knees.
Skateboarders should always wear protective gear such as helmets, knee pads, 
elbow pads.
Skateboarding is a popular recreational activity, but it can be dangerous if proper 
safety measures are not taken into consideration skateboarders.
Skateboarders should consider several factors to ensure their safety during 
skateboarding first, they should always wear protective gear.
Skateboarders should consider wearing protective gear such as helmets, knee pads, 
and elbow pads.
Skateboarding can be a fun and exciting activity, but it can also be dangerous if 
proper safety precautions are not taken.
Skateboarders should wear protective gear such as helmets, knee pads, elbow 
pads, and wrist.

Instruction (LLaVACo)

Annotation (LLaVACo)

Figure 14: A conversation sample in LLaVA-Conversation with low SQ measured by other datasets.

The image captures a heartwarming scene of a young boy engrossed in his meal he 
is seated at a wooden table.

Write a detailed description of the given image.

In the image, a young boy is sitting on a chair at a dining table with a plate of food in front of him he appears to be 
cutting a dessert, such as a donut or bagel, using a knife and fork the boy seems to be smiling and looking.

In the image, there is a boy sitting at a dining table with a plate of food in front of 
him he is using a knife.
The image shows a young boy sitting at a table with a plate of food in front of him 
he appears to be enjoying his meal.
In the image, a young boy is sitting at a wooden table with a plate of food in front of 
him he is holding a knife.
In the image, a young boy is sitting at a dining table with a plate of food in front of 
him he is using a fork.

The image shows a young boy sitting at a table with a plate of food in front of him.

This image shows a young boy sitting at a table with a plate of food in front of him 
he is using a knife and fork to cut.
A young boy wearing glasses is sitting at a wooden table with a green plate in front 
of him, holding a spoon and fork.

Instruction (LLaVADe)

Annotation (LLaVADe)

Figure 15: A sample in LLaVA-Detailed description with high SQ measured by other datasets.
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The image captures an exciting moment at a skateboarding event, where a man is 
skillfully navigating through a series of orange.

What's happening in the scene?

The image showcases a skateboard race competition where young people are competing, two skateboarders are 
racing around cones on the course, skillfully maneuvering their skateboards a crowd of spectators, including children 
and adults, are lined up on both sides of the course, watching the competition intently, numerous umbrellas are set.

In the image, there is a skateboarder riding a skateboard on an obstacle course 
therefore the answer is [skate].

In the scene, a man is riding a skateboard through an obstacle course.

In the scene, there is a man riding a skateboard through an obstacle course, which 
consists of orange cones.
In the scene, there is a group of people participating in a skateboarding competition 
they are riding skateboards down a long.

A man is riding a skateboard through an obstacle course.

A group of people are participating in a skateboarding competition.

People are participating in a skateboarding competition.

Instruction (LLaVADe)

Annotation (LLaVADe)

Figure 16: A sample in LLaVA-Detailed description with low SQ measured by other datasets.

The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the sun.

What is the most likely reason for the young girl to be holding an umbrella while sitting in a lawn chair?

The most likely reason for the young girl to be holding an umbrella while sitting in a lawn chair is that she is trying to 
protect herself from either the sun or rain, the umbrella serves as a shield, providing shade and a cool space for the girl.

The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the rain.
The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the rain.
The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the sun.
The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the rain.
The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the rain.
The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the rain.

To protect herself from the rain.

Instruction (LLaVARe)

Annotation (LLaVARe)

Figure 17: A sample in LLaVA-Reasoning with high SQ measured by other datasets.

Apart from the pizzas, there are plates, silverware, and glasses on the table.

What can be observed on the table apart from pizzas?

Apart from pizzas on the table, there are cups and bowls present, there are three cups spread across the table, probably 
holding beverages for the people enjoying their meal additionally, there are three bowls on the table, which might 
contain other food items, sauces, or side dishes these items contribute.

In the image, there are pizzas on the table, and people are eating them therefore the 
answer is [pizza].
On the table, there are plates, forks, knives, and glasses, suggesting that the group 
is enjoying a meal.
Apart from pizzas, there are plates of food on the table, suggesting that the group is 
enjoying a meal together.
The image depicts a group of people sitting around a dining table, enjoying a meal 
together they are eating pizzas.

There are plates, forks, knives, and napkins on the table.

A group of people are sitting around a table eating pizza and drinking beer. They are 
all wearing casual clothing.

Plates, forks, knives, and napkins.

Instruction (LLaVARe)

Annotation (LLaVARe)

Figure 18: A sample in LLaVA-Reasoning with low SQ measured by other datasets.
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The technique used to fold paper in the creation of the collared shirt and tie is called 
origami.

What is the name of the technique used to fold paper in the creation of the collared shirt and tie in the image?

The technique used to fold paper in the creation of the collared shirt and tie in the image is likely 
origami.

The technique used to fold paper in the creation of the collared shirt and tie is called 
origami therefore the answer is [origami].
The technique used to fold paper in the creation of the collared shirt and tie is called 
origami.
The technique used to fold paper in the creation of the collared shirt and tie is called 
origami.
The technique used to fold paper in the creation of the collared shirt and tie is called 
origami.
The technique used to fold paper in the creation of the collared shirt and tie is called 
origami this traditional japanese art.
The name of the technique used to fold paper in the creation of the collared shirt 
and tie in the image is origami.

The technique is called origami.

Instruction (Macaw)

Annotation (Macaw)

Figure 19: A sample in Macaw with high SQ measured by other datasets.

While skateboarding can be a fun and exciting activity, there are several dangers 
involved in performing tricks like the one depicted.

What kinds of dangers might be involved in performing this kind of activity?

Some dangers might include falling, getting injured, or hitting objects in the surrounding 
environment.

There are skateboard, person, and backpack in the image performing tricks on a 
skateboard can be dangerous.
There are several dangers involved in performing skateboarding tricks, such as the 
risk of falling, colliding with obstacles.
Performing tricks on a skateboard, such as jumping over a rail or ramp, can pose 
several dangers to the skate.
The image depicts a skateboarder performing a trick on a ramp, jumping high into 
the air with his skateboard.
Performing tricks on a skateboard, such as the one depicted in the image, can 
involve several dangers firstly.
The skateboarder is performing a trick on a ramp in a skate park. He is wearing a 
white t-shirt.

The skateboarder could fall off the skateboard and get injured.

Instruction (Macaw)

Annotation (Macaw)

Figure 20: A sample in Macaw with low SQ measured by other datasets.

This image showcases a large military helicopter, the sikorsky uh-60 black hawk, in 
mid-air.

Could you describe the contents of this image for me?

This image shows a helicopter flying over the ocean with a large ship in the background the 
helicopter appears to be a military.

In the image, there is a helicopter flying over the ocean with a boat in the background 
therefore, the image contains a helicopter.

The image depicts a helicopter flying over the ocean with a ship in the background.

The image depicts a military helicopter, specifically a us navy seahawk helicopter, 
flying over the ocean.
The image depicts a large military helicopter flying over the ocean, with a ship in the 
background the helicopter appears to be.
The image depicts a large military helicopter flying over the ocean, with a ship in the 
background the helicopter appears to be.

The image depicts a military helicopter flying over the ocean.

A helicopter flying over the ocean with a ship in the background.

Instruction (MiniGPT4)

Annotation (MiniGPT4)

Figure 21: A sample in MiniGPT4 with high SQ measured by other datasets.
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The first image depicts a tidy home office desk setting in the center of the desk, 
there is a laptop placed.

Please provide a detailed description of the picture.

The image shows a row of clocks with different times on them. The clock on the left reads 12:00, the one in the middle reads 3:00, 
and the one on the right reads 6:00. The clocks have white faces and black hands. They are arranged in a straight line, slightly 
overlapping each other. They are mounted on a white wall, and there is nothing else in the image.

In the image there are six clocks arranged in a line on a white background, with each 
clock showing a different time in different cities.
The picture shows a white wall with five clocks on it, each representing different 
cities around the world.
The picture features four clocks arranged in a row on a white background the 
clocks are lined up side by side and show different time zones.
The image depicts a white wall with five clocks displayed on it, each representing a 
different time zone the clocks are arranged.
The image depicts a white wall with four clocks displayed on it, each representing a 
different time zone the clocks are lined up.

The image depicts a group of clocks arranged in a line on a white background.

There is a white wall with four clocks on it, each showing the time in different cities 
new york, london, tokyo.

Instruction (MiniGPT4)

Annotation (MiniGPT4)

Figure 22: A sample in MiniGPT4 with low SQ measured by other datasets.

There are two bears in the water and one bear on rocks.

How many bears appear in the water and how many are on rocks?

There are two bears on rocks and one bear in the water.

In the image, there are two bears visible, one on the rocks and the other in the water 
therefore the answer is [2].

There are two bears in the water and one bear on rocks.

There are two bears in the water and two bears on rocks.

There are two bears in the water and two bears on rocks.

There are two bears in the water and one bear on rocks in the image the two bears 
in the water are swimming or wading.

There are two bears in the water and two bears on rocks.

There are two bears in the water and two bears on rocks.

Instruction (LRV)

Annotation (LRV)

No, there are no animals visible in this image.

Are there any animals in this image?

No, there are no animals in the image.

In the image, there are no animals present therefore the answer is [].

No, there are no animals in this image.

No, there are no animals in this image.

No, there are no animals in this image the scene depicts a large group of people 
gathered in a grassy field, flying kites.
No, there are no animals in this image it appears to be a group of people gathered 
in a grassy field, engaging in various activities.

No, there are no animals in this image.

No, there are no animals in this image.

Instruction (LRV)

Annotation (LRV)

Figure 23: Two samples in LRV with high SQ measured by other datasets.
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1 is the poorest quality and 10 is the best quality.

Rate the image quality from 1 to 10 in terms of clarity and details

7.

The image quality in terms of clarity and details is high therefore the answer is [10].

The image quality is 10, meaning it is very clear and detailed.

The image quality is a 10, as it provides a clear and detailed view of the young man 
catching the baseball.
The image depicts a young man in an orange shirt catching a baseball with a glove 
he is standing on a grassy field.
The image quality is rated 8 out of 10 in terms of clarity and details the image shows 
a young man.

The image quality is around 8 or 9 in terms of clarity and details.

The man is wearing an orange t-shirt and a baseball cap, and he is reaching out to 
catch the ball with his glove.

Instruction (LRV)

Annotation (LRV)

Figure 24: A sample in LRV with low SQ measured by other datasets.
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