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Abstract

Learning representations that generalize under
distribution shifts is critical for building robust
machine learning models. However, despite sig-
nificant efforts in recent years, algorithmic ad-
vances in this direction have been limited. In this
work, we seek to understand the fundamental dif-
ficulty of out-of-distribution generalization with
deep neural networks. We first empirically show
that perhaps surprisingly, even allowing a neural
network to explicitly fit the representations ob-
tained from a teacher network that can generalize
out-of-distribution is insufficient for the general-
ization of the student network. Then, by a the-
oretical study of two-layer ReLLU networks opti-
mized by stochastic gradient descent (SGD) under
a structured feature model, we identify a funda-
mental yet unexplored feature learning proclivity
of neural networks, feature contamination: neural
networks can learn uncorrelated features together
with predictive features, resulting in generaliza-
tion failure under distribution shifts. Notably, this
mechanism essentially differs from the prevailing
narrative in the literature that attributes the gener-
alization failure to spurious correlations. Overall,
our results offer new insights into the non-linear
feature learning dynamics of neural networks and
highlight the necessity of considering inductive
biases in out-of-distribution generalization.!

1. Introduction

The capability of generalizing under distribution shifts is
crucial for machine learning systems to be deployed in the
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wild (Amodei et al., 2016; Beery et al., 2018; Koh et al.,
2021). In the last decade, it has proved that the conventional
principle of empirical risk minimization (ERM), when com-
bined with deep neural networks, can lead to remarkable
in-distribution (ID) generalization performance given suf-
ficient training data. Nevertheless, this powerful paradigm
can often fail in out-of-distribution (OOD) generalization,
where distribution shifts occur due to data variations that are
not well-covered in training (Torralba & Efros, 2011; Beery
et al., 2018; Geirhos et al., 2018; DeGrave et al., 2021).

In response, recent years have witnessed a surge of develop-
ing algorithms that promote OOD generalization. However,
the effectiveness of many proposed algorithms has been
called into question by recent work (Gulrajani & Lopez-Paz,
2021; Koh et al., 2021), in which no tested algorithm ex-
hibits a significant advantage over ERM under fair compar-
isons. On the other hand, it turns out that the most effective
means of improving OOD generalization to date is pre-
training on a more diverse dataset (Taori et al., 2020; Wiles
et al., 2022), with notable examples including CLIP (Rad-
ford et al., 2021) and GPT (Brown et al., 2020). Yet, using
additional pre-training data also blurs the notion of “O0OD”
itself since it essentially expands the training distribution.
Moreover, it has been observed that when the test distribu-
tion differs from the pre-training distribution, pre-trained
models can also suffer from performance degradation (Bom-
masani et al., 2022; Liu et al., 2023; Li & Flanigan, 2023).

The limited algorithmic success underlines the necessity
of identifying and understanding the fundamental factors
behind OOD generalization. In particular, a prevailing nar-
rative in the literature attributes the OOD generalization
failure to spurious correlations (Arjovsky et al., 2019; Na-
garajan et al., 2021; Scholkopf et al., 2021). This explana-
tion is inspired by the observation that the representations
learned by ERM can absorb features that have correlational
yet non-causal relationships with the output (Beery et al.,
2018; Geirhos et al., 2020), and it has motivated a main line
of algorithmic endeavor of designing better representation
learning objectives in recent years (Arjovsky et al., 2019;
Krueger et al., 2021; Mitrovic et al., 2021; Chen et al., 2022;
Shi et al., 2022). However, despite being intuitive, it remains
elusive how much this failure mode actually contributes to
the OOD generalization failure in practice—as we will elab-
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orate in the following sections, there exists a major OOD
generalization gap in many tasks that cannot be straightfor-
wardly explained by spurious correlations, implying that
there must exist some more dominant factors.

On the theoretical side, a series of work has been devoted to
analyzing the failure modes of OOD generalization. How-
ever, existing analysis has two major limitations: (i) con-
ceptually, most studies only consider the failure mode due
to spurious correlations; (ii) technically, most studies either
only consider linear models such as linear classification
over prescribed features or neural tangent kernels (Arjovsky
et al., 2019; Sagawa et al., 2020b; Nagarajan et al., 2021;
Xu et al., 2021; Ahuja et al., 2021b;a; Pezeshki et al., 2021;
Chen et al., 2022; Wang et al., 2022; Rosenfeld et al., 2022;
Abbe et al., 2023; Chen et al., 2023), or only consider arbi-
trary unstructured models without taking into the account
the role of optimization (Rosenfeld et al., 2021; Kamath
et al., 2021; Ye et al., 2021)—this makes them unable to
capture the inductive biases of today’s most widely used
model class, i.e., neural networks. As a result, it has been
observed that many OOD generalization algorithms that
enjoy provable guarantees in their theoretical models do not
excel in practice (Gulrajani & Lopez-Paz, 2021).

Overall, the above results imply that current explanations
and theoretical models on OOD generalization may not
faithfully reflect real-world distribution shifts. Motivated by
the gap between theory and practice, we argue that taking
into account the inductive biases of neural networks is not
only important but also necessary for understanding OOD
generalization in the era of deep learning.

1.1. Our Results and Implications

In this work, we set out to understand the fundamental
difficulty of OOD generalization with deep neural networks:

Empirically, inspired by the ongoing trend of designing
specific representation learning objectives for OOD gener-
alization (Arjovsky et al., 2019; Gulrajani & Lopez-Paz,
2021), we investigate what will happen in an “ideal” set-
ting where good representations are explicitly given during
training. Concretely, we show on a range of distribution
shift benchmarks that perhaps surprisingly, even if we al-
low a neural network to explicitly fit the representations
obtained from a teacher network that can generalize out-of-
distribution, the performance of the student network can still
significantly deteriorate under distribution shifts. Our results
thus imply that only considering the effect of the represen-
tation learning objective is insufficient for understanding
OOD generalization in practice without considering the in-
ductive biases in optimization. Moreover, we show that the
above generalization failure cannot be simply explained by
spurious correlations or other existing explanations in the
literature on OOD generalization.

Theoretically, we prove that in certain structured binary
classification tasks where the data is generated from general-
izable core features and other background features (formal
definitions in Section 3), a randomly initialized two-layer
ReLU neural network trained by SGD can achieve ID gen-
eralization given sufficient iterations, yet fails to generalize
OOD. In particular, we show that the above failure mode
differs fundamentally from prior work as it holds even when:

» Background features are uncorrelated with the label (this
excludes the failure mode due to spurious correlations).

* Ground-truth labels can be perfectly predicted by core
features (this excludes the failure mode due to lacking
informative features for prediction).

* Core features and background features are distributed in
orthogonal subspaces (this excludes the failure mode due
to non-linearly entangled features in the input that may
be hard to disentangle for the neural network in training).

Instead, we identify that the above failure stems from a fun-
damental yet unexplored feature learning proclivity, which
we name feature contamination, of neural networks. In
brief, feature contamination indicates that during the learn-
ing of core features, SGD-trained neural networks also learn
background features simultaneously, even when background
features are uncorrelated with the label and in the presence
of weight decay. The reason for this phenomenon is that the
neurons in the network tend to have asymmetric activation
for different classes, resulting in non-zero expected gradi-
ent projections onto both the core feature subspace and the
background feature subspace. This eventually leads to addi-
tional risks under distribution shifts due to the coupling of
core and background features in the neurons’ pre-activation.
Moreover, we formally show that ReLLU networks and lin-
ear networks are provably different in our setting with the
latter exhibiting no such behavior, suggesting a separation
between linear and non-linear models. Finally, we present
empirical evidence on deep neural networks that connects
feature contamination to the empirical OOD generalization
failure observed in our experiments.

At a high level, we expect that feature contamination as a
novel inductive bias of SGD-trained neural networks may
also be used in more general contexts. For example, it may
serve as a new perspective for understanding the feature
learning process of (deep) neural networks, complementing
other known inductive biases of neural networks such as the
simplicity bias (Arpit et al., 2017; Shah et al., 2020).

2. Good Representations Are Hard to Learn
Even when Explicitly Given in Training

We begin our analysis by an empirical study inspired by
recent algorithmic explorations in OOD generalization.
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Figure 1: OOD performance (y-axes) v.s. ID performance (x-axes) for three model families including (i) linear probes on

pre-trained representations (purple stars), (ii) linear probes on distilled representations (

), and (iii) standard

models trained on ID data (blue circles). The y-axis of the sixth panel stands for the average accuracy on ImageNet-based
OOD test sets, averaged from the first five panels. Please refer to Section E for more details on each model family.

Existing work has made various attempts to learn OOD-
generalizable models by designing auxiliary representation
learning objectives beyond minimizing the prediction risk
(see the baseline models in Section E.4 for some examples).
Typically, those objectives reflect the premise of the prop-
erties of “good” representations. For example, a major line
of work focuses on learning invariant representations across
multiple training domains (Arjovsky et al., 2019; Chen et al.,
2022; Shi et al., 2022), with the aim of removing domain-
specific spurious correlations. Given the limited success
of existing algorithms, here we would like to investigate
the fundamental limitations of such representation learning
methods. However, a main confounder in our study is that
it is often unclear whether optimizing certain objectives is
indeed effective for shaping the representation to satisfy the
ideal properties—for example, it has been shown that op-
timizing some invariant representation learning objectives
may lead to representations that are not truly invariant (Ka-
math et al., 2021; Rosenfeld et al., 2021).

To ablate the potential sub-optimality in the representation
learning objective, we focus on an “ideal” scenario where
the model has explicit access to good representations in
training. Concretely, we leverage large-scale pre-trained
models such as CLIP (Radford et al., 2021), which has
shown remarkable robustness against distribution shifts, to
extract good representations for each input: given a pre-
trained CLIP encoder as a teacher encoder, we randomly
initialize another student encoder with the same architec-
ture. We then train the student encoder by minimizing
the Euclidean distance between its output representations
and the representations extracted by the teacher encoder, a
process known as representation distillation (Hinton et al.,
2014; Tian et al., 2020). Finally, we evaluate the ID and
the OOD performance of both models. In total, our exper-
iments span six different pre-trained models and eight ex-
tensively benchmarked distribution shift datasets, including
five ImageNet-based natural distribution shift datasets (Taori
et al., 2020), two in-the-wild distribution shift datasets from
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WILDS (Koh et al., 2021), and a domain generalization
dataset DomainNet (Peng et al., 2019). Please see Section E
for more experimental details.

Evaluation protocol. We evaluate the ID and the OOD per-
formance of pre-trained and distilled encoders by training
linear probes on top of their output representations on the ID
training set and then evaluate those linear probes on both ID
and OOD test sets. Note that under our protocol, the linear
probes still face OOD generalization tasks on the OOD test
set, albeit with representations instead of raw images as
input. To compare the OOD generalization ability of differ-
ent models, we follow the evaluation protocol of effective
robustness (Taori et al., 2020), which quantifies a model’s
distribution shift robustness as its OOD performance advan-
tage over a baseline representing the OOD performance of
standard models trained on ID data. Following Taori et al.
(2020), we illustrate the effective robustness of our models
using scatter plots, with z-axes representing ID performance
and y-axes representing OOD performance.

Results. As shown in Figure 1, linear probes on distilled
representations exhibit consistent effective robustness gains
over standard models. This is not very surprising given that
the distilled models have additional supervision provided
by the representations obtained from the teacher models
in training, while standard models do not. However, the
upshot is that even with explicit access to good represen-
tations, the OOD generalization performance of distilled
models still lags far behind their pre-trained counterparts.
For example, distilled models only close about half of the av-
erage effective robustness gap between standard models and
pre-trained models in ImageNet-based datasets, with even
worse performance on iWildCam and DomainNet. Note
that this is not due to the failure in distillation, as distilled
models do achieve similar ID performance to that of the
pre-trained models. Our results thus suggest that the limited
algorithmic success in OOD generalization cannot be sim-
ply explained by not having a “good enough” representation
learning objective.

What is the cause of the above failure? First, one may
argue that spurious correlations can still play a role here,
as the representations extracted by pre-trained models may
also contain spurious correlations to the label even if they
achieve generally good OOD performance. While we do
acknowledge this possibility, we emphasize that spurious
correlations cannot explain the large OOD performance gap
between the distilled and the pre-trained models since we
would expect them to be similarly impacted by the spurious
correlations in their representations. Another plausible ex-
planation is data leakage, i.e., CLIP may have “seen” many
OOD examples in its pre-training stage and thus can ex-
tract richer predictive features for OOD examples (Zhang
& Bottou, 2023). However, this possibility is nullified by

a recent study (Mayilvahanan et al., 2024), which shows
that CLIP’s distribution shift robustness persists even when
OOD examples are pruned from its pre-training dataset.

In a nutshell, we argue that existing explanations are insuf-
ficient to account for the above OOD generalization gap.
This suggests that taking into the account the inductive
biases of SGD-trained neural networks are necessary for
understanding the OOD generalization failure in practice.
In the following sections, we will formally identify feature
contamination as a novel OOD generalization failure mode
and further connect it to the results in this section.

3. A Theoretical Model of OOD Generalization

Notation. We use [d] to denote the set {1,...,d} for posi-
tive integers d. For a set S, we denote its cardinality by |S]|.
For a vector u, we denote its #2-norm by ||ul|>. We denote
the inner product of two vectors u and v by (u,v). We
use the standard big-O notation: O(-), ©(-), ©(+), o(+), as
well as their soft-O variants such as (:)() to hide logarithmic
factors. For some parameter d, we use poly(d) to denote
O(d®) with some unspecified large constant C. We use 15

to denote the indicator function for an event E.

3.1. OOD Generalization Problem Setup

Task and data. We consider a binary classification task
with an input space X C RY, a label space Y = {—1,1},
a model class H : X — R, and a loss function ¢ :
Y x Y — R. For every distribution D over X x Y and
model h € H, the expected risk of h on D is given by
Rop(h) := Ex,y)~pl(h(x),y). In an OOD generalization
problem, there exist a set of distributions ID that consists of
all possible distributions to which we would like our model
to generalize. In training, we have access to a training dis-
tribution set Dy,,;, C D, where Dy,,i, may contain one or
multiple training distributions. Following prior work (Ar-
jovsky et al., 2019; Sagawa et al., 2020a; Nagarajan et al.,
2021; Rosenfeld et al., 2021), we aim to select a model
h € H to minimize the OOD risk, defined as the worst-case
expected risk on D:

Roop(h) = max Rp(h). ey
It is clear that without further assumptions on Dy.,;, and
D, OOD generalization is impossible since no model can
generalize to an arbitrary distribution. Fortunately, real-
world distribution shifts are often structured with some
structural similarities shared by different distributions. We
can thus hope that such structures can be captured by certain
algorithms to train models that can generalize OOD.

To formalize this, in this work we assume that both
ID and OOD data are generated by a dictionary M =
(my,...,mg,) € R consisting of dy features with
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each feature m; € R?. Throughout the paper, we work
with the case where dy is sufficiently large and d €
[Q(d3°Y), poly(dy)]. For simplicity, we assume that ev-
ery feature satisfies ||m;||o = 1 and different features are
orthogonal: Vi # j € [dp], (m;,m;) = 0.2

Among all features in M, we assume that there are d¢qye
features consistently correlating with the label in all dis-
tributions in D. We denote the index set of those features
by Score & [dp] and refer to them as core features since
they are consistently predictive of the label in all distribu-
tions. We refer to the remaining features as background fea-
tures and denote their index set by Spe = [do] \ Score With
dpg = |Sbg| = do — dcore. We assume that deore = O(dp)
and dp; = O( lod ), so that the number of both core fea-
tures and background features is non-negligible. With the
above definitions, we introduce our ID and OOD data gen-
eration model in Definition 3.1.

Definition 3.1 (ID and OOD data generation). Under the
feature model stated above, consider a training distribution
(ID data distribution) Dyain € Dyrain and a test distribution
(OOD data distribution) Dyest € D'\ Dirain.- Each example
(x,¥) ~ D € {Dtrain; Drest } 18 generated as follows:

1. Sample a label y from the uniform distribution over ).

2. Sample a weight vector z = (21, . . .,24,) € R% where
different coordinates of z are independent random vari-
ables generated as follows:

* ID data (D = Dyyajn): for every j € [dp], sample
z; from some distribution D; over [0, 1] such that its
moments satisfy 115, := Ep,;z; = (1) for p € [3]
and its variance satisfies 03 = O(1).

* OOD data (D = Dyeg): for every j € [do], if j €
Score, sample z; from D; over [0,1]; if j € Shg,
sample z; from some distribution D} over [—1, 0]
such that Ep/z; = —O(1).

3. Generatex =3 s yz;m; + Zjesbg Zjm;.

Remarks on data generation. Our data model formalizes
a structured OOD generalization setup reflecting several
facets of real-world OOD generalization problems:

 The explicit separation of core and background features
captures structural assumptions that make OOD gener-
alization tractable: under the distribution shifts on back-
ground features, there still exists a set of core features
that enable robust classification. Hence, a model that
discards background features and retains core features

2 Another advantage of assuming orthogonal features is that this
prevents the network from learning background features due to
their correlations with core features. We note that our results can
be extended to more general settings without orthogonality.

3Note that Dyrain and Diest can also be (weighted) mixtures of
multiple distributions in Drain and D \ Dtyain, respectively.

can generalize OOD. This rules out the ill-posed case
where the ID data is not informative enough to learn a
generalizable model (Tripuraneni et al., 2020; Xu et al.,
2021; Kumar et al., 2022), and is also the key intuition
of many OOD generalization algorithms aiming to learn
invariant representations (Gulrajani & Lopez-Paz, 2021).

* The weights of background features are assumed to be
independent of the label, rendering background features
and labels uncorrelated. This differs from prior OOD gen-
eralization analysis (Arjovsky et al., 2019; Sagawa et al.,
2020b; Nagarajan et al., 2021; Rosenfeld et al., 2021)
where background features are assumed to be spuriously
correlated with the label and hence useful for prediction.
We intentionally make this assumption to “ablate” the
effect of spurious correlations in feature learning.*

3.2. Model and Training

Model. We consider a model class H representing width-m
two-layer neural networks with ReLU activation. Formally,
given hidden-layer weights W = (wy, ..., w,,) € R¥>*™
and output-layer weights a = (ay,...,a,,)" € R™, the
output of a model h € ‘H given an input x € X is given by

h) =D oy @k ReLU((wi, X)), ©)

where ReLU(u) = max{u,0},u € R. Similar to practical
design choices, we consider an overparameterized setting
where m € [O(dy), ©(d)]. We initialize each weight vector
wy, k € [m] by sampling WEO) ~ N(0,081,) with o3 = 2.
We randomly initialize output-layer weights a by sampling
ar ~ Uniform{—-L L} independently for each k € [m)].
To simplify our analysis, we keep output-layer weights a
fixed during training, which is a common assumption in
analyzing two-layer neural networks (Allen-Zhu & Li, 2021;
Karp et al., 2021; Allen-Zhu & Li, 2023b).

Training. We train the network using SGD to minimize a
standard hinge loss £(y,y’) = max{1 — yy’, 0} with step
size n > 0 for T iterations. We also include a weight
decay with strength A\ = O(5° do ) for regularization. At

each iteration t € {0,. T} we i.i.d. sample a batch

of examples {(x\", y{" )}1 (v ~ Dl with batch size

N = poly(d) and consider the following empirical loss:

Bty = L 3 (100t 1) 5 b
ke[m]

lE [N]
3)
where we use k() to denote the model at iteration ¢, with
weights WO = (w! . w{!)). The SGD update for

each weight vector wy, k € [m] is then given by

wi = wil =V W L), @

4On the other hand, our results can be extended to the settings
where some background features have spurious correlations.
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Figure 2: A diagram of feature contamination in our binary classification setting. Left: for models with non-linear activation
functions such as ReLU, activation asymmetry leads to non-zero gradient projections onto background features. Right: for
linear models, background features are cancelled out in the gradients, exhibiting no feature contamination.

4. Main Theoretical Results

In this section, we present our main theoretical results, pro-
vide mathematical reasoning of why feature contamination
happens, and discuss its impact on generalization. We also
include numerical results and show that our findings can be
extended to more general data and neural network models.

Technical challenges. As we have discussed in Section 1,
most existing theoretical work on OOD generalization sepa-
rates generalization and optimization and directly studies
the global minimizers of their training objecives without
considering optimization dynamics. By contrast, without a
unique global minimizer, our setup requires an explicit anal-
ysis on the SGD optimization trajectory, which is known
to be challenging due to its non-convex and non-linear na-
ture. Prior work has studied fine-tuning pre-trained models
for OOD generalization in the context of two-layer linear
networks (Kumar et al., 2022; Lee et al., 2023). Analyzing
non-linear networks further requires a careful treatment on
the activation property of the neurons, which results in SGD
dynamics that essentially deviate from linear networks.

Our approach. At a high level, our analysis is based on
the construction of two neuron subsets Ny(t) (see Defini-
tion A4) fory € Y = {—1,1} atiteration ¢ € {0,...,T}
so that each subset has cardinality ©(m) and its neurons are
randomly initialized to have large enough expected correla-
tions with the examples from the class y (i.e., “winning the
lottery tickets” (Frankle & Carbin, 2019; Allen-Zhu & Li,
2021)). We then apply the Berry-Esseen theorem to bound
the class-conditional activation probabilities of ReL.U for
the neurons in those subsets. By a careful treatment of the
activation probabilities as the neurons evolve during train-
ing, we can bound the expected gradients for each neuron
in Nét) at every step ¢, hence iteratively tracking its weight
updates throughout training. This treatment allows us to
characterize the output of the network up to constant factors
while avoiding the nuisance of analyzing the activation prob-
ability of every neuron in the network, which turns out to
be very challenging. For ease of presentation, in the sequel

we separate our main results into four parts and introduce
them progressively, with an illustration of our key ideas
in Figure 2. Complete proofs of all theoretical results are
deferred to Appendix 1.

1. Neuron activation is asymmetric. Our key insight is that
during training, every neuron in Nét) has the incentive to
be positively correlated with the examples from at most one
class y,os = y (Whether y = 1 or y = —1 depends on the
random initialization of the neuron); we refer to those exam-
ples as positive examples (Xpos; Ypos) ~ Dirain|y = Ypos
for that neuron. Correspondingly, we refer to examples
from the other class y,., = —y as negative examples
(Xnegs Yneg) ~ Dirain|y = Yneg for the neuron. Due to ran-
domness at initialization, we can show that \J\/’;O)| = 0(m)
for both y € {—1, 1} and, after sufficient SGD iterations,
all neurons in ./\/'y(t) will accumulate (in expectation) positive
correlations with examples from y and negative correlations
with examples from —y, resulting in class-wise asymmetry
in their activation as shown by Theorem 4.1.

Theorem 4.1 (Activation asymmetry). For every n <
m and every y € ), there exists Ty = @(ﬁ) such
that w.h.p., for every t > Ty, there exist ©(m) neurons in
which the weight W](:) for each neuron satisfies:

_ 1
Prx|y:yNDcrain[<wl(ct)7x> 2 0] =1- O (dO 2) ) (5)
Pryye g Do [(Wh, %) = 0] = 0(1).

2. Activation asymmetry leads to feature contamination.
Note that for every k € [m], the weight vector of the k-th
neuron (we will also refer to it as the learned feature of the
neuron) after ¢ iterations can be written as

wi) = 3w my)m+ > (wi my)m; res,
JE€Score je’sbg
(6)

where the residual term satisfies (res, m;) = 0 for every
j € [do] and thus can be neglected. Intuitively, Eq. (6)
indicates that the learned feature can be decomposed into
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Figure 3: Numerical results. (a) ID and OOD risks: During training, ID loss quickly approaches zero, while OOD loss
stays high. (b) Activation asymmetry: the difference of average neuron activation rates for different classes largely increases
during training. (c) Feature contamination: the average correlations between neuron weights and both core features and
uncorrelated background features increase in training. (d) Feature contamination also occurs in more general settings with

different activation functions. Please refer to Section F.1 for more details and results.
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randomly initialized CLIP-RN50 (left) and a distilled CLIP-
RN50 (right). After training, more classes have smaller
average activation rates close to zero and only a small num-
ber of classes have large average activation rates.

its projections onto different feature vectors. Meanwhile,
as we will prove in Lemma A.3, at iteration ¢, the gradient
projection onto background features for every neuron k €

J\/'y(t) satisfies: for every j € Spy,

(~V 0 LWV, m;) o
* @)

E(x,y) (1y:}’pos - 1y:)’tleg)1<w,(:)’x>zozj'

By Theorem 4.1, we then have that for at least ©(m) neu-
rons in A", Esly=yoo: 1w x>0
than Eyy—y .1 (w® x)>0° resulting in a positive gradient
projection onto every background feature m; regardless
of its correlation with the label. We refer to this feature
learning proclivity of neural networks as feature contami-
nation. Formally, Theorem 4.2 shows that this will result in
the neurons’ learned features accumulating both correlated
core features and uncorrelated background features.

would be much larger

1

poly(do)
and every y € ), there exists Ty = @(n%o) such that w.h.p.,

after Ty iterations, there exist ©(m) neurons in which the
(T1)
k

Theorem 4.2 (Learned features). For every n <

weight w, '’ for each neuron satisfies the following:

T
> o i m) =y ),
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e
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e
o
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Figure 5: Average neuron selectivity of random and distilled
CLIP-RNS50 (left) and CLIP-ViT-B/16 (right) models. Dis-
tilled models have larger selectivity compared with random
models and exhibit a selectivity drop in OOD data. Please
refer to Section F.3 for more details.

3. Feature contamination induces large OOD risk. Intu-
itively, this result is a direct consequence of the coupling
of core features and background features in the neurons’
pre-activation as shown by Theorem 4.2. With this coupling,
negative shifts of background features can reduce the activa-
tion of the neuron, resulting in OOD risk. In extreme cases,
when the pre-activation of a neuron is reduced to negative,
the contribution of the core features extracted by the neuron
will also diminish. Formally, Theorem 4.3 quantifies such
impact of feature contamination on ID and OOD risks.

: 1
Theorem 4.3 (ID aild OOD risks). Foreveryn < oIy ()’

there exists T = @(n%) such that w.h.p., after T, itera-

tions, the trained model h(T2) satisfies the following:

Ry (H™)) < 0(1), Roop(h™) =0(1). (9)
4. Linear networks are provably free from feature con-
tamination. Finally, to further understand the role of non-
linearity, we prove that if we “remove” the non-linearity
in the network by replacing each ReLU with the identity
function, then feature contamination will no longer occur.

Theorem 4.4 (Linear networks). If we replace the ReLU
functions in the network with identity functions and keep
other conditions the same as in Theorem 4.2, then with high

() ~ (8)  probability, we have |<w,(€T1),mj>| < 5(%) Sor every
Zjesbg pjr{wy " mg) = O(1). k € [m] and every j € Sp,.
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Figure 6: Empirical evidence for feature contamination in deep neural networks. (a) Grad-CAM results for CLIP-RN50 and
a distilled CLIP-RN50 on DomainNet. (b) Grad-CAM results for CLIP-RN50 and a distilled CLIP-RN50 on controlled
distribution shifts. For the distilled model, while the weights of core objects are dominant for ID images, they are reduced
under distribution shifts. (¢) Example images of the raw CIFAR-10 dataset and our modified version with background color
features that are uncorrelated with the label, and the visualization of deep features learned by a ResNet on both datasets.

The main intuition of Theorem 4.4 is that without non-
linearity, the activation magnitude for the examples from dif-
ferent classes would be no longer asymmetric: for two-layer
linear networks, the gradient projection onto background
features is akin to Eq. (7) but without the activation deriva-
tive 1<w1(:)’x>20. We then have (—ng)ﬁ(h(t))7 m;) ~ 0
for every j € S, since positive gradients and negative gra-
dients on z; will now cancel out. As aresult, the background
features will not be accumulated during SGD.

Numerical results. As empirical evidence that corrobo-
rates our theory, we provide numerical results in Figure 3
that demonstrate the existence of activation asymmetry and
feature contamination under our setting.

Extensions to more general settings. To show that feature
contamination also occurs beyond our theoretical setting, we
also conduct numerical experiments with several relaxations
from our setting, including (i) non-linear relationships be-
tween core features and the label, (ii) more activation func-
tions other than ReLU, and (iii) optimizers with adaptive
step sizes other than vanilla SGD. As shown by Figure 3(d),
feature contamination consistently occurs in more general
settings. In Section F.1, we also provide numerical results
in regression (representation distillation) tasks to show that
feature contamination also occurs beyond classification.

5. Feature Contamination in Practice

In this section, we present empirical evidence that connects
our theoretical results to practical OOD generalization fail-
ure and discuss possible solutions.

Activation asymmetry in deep networks. In our theoreti-
cal model, feature contamination stems from the asymmetric
activation of the neurons. To examine whether deep net-
works trained on real-world data also exhibit this behavior,
we compute the class-averaged activation rate histograms
of the ResNet and ViT models trained in our experiments
in Section 2. As shown in Figure 4 and Section F.2, both
models exhibit activation asymmetry after training, with low
average activation rates that are close to zero for most classes
and high average activation rates for only a small number of
classes. Moreover, we also adopt a more quantitative met-
ric termed neuron selectivity that measures the difference
of neuron activation magnitudes of different classes. As
shown in Figure 5, distilled models have considerably larger
average neuron selectivity than random models, which cor-
roborates our theory. Please refer to Section F.3 for the
implementation details of computing neuron selectivity.

Prediction heatmap visualization. In Figure 6(a), we vi-
sualize the prediction heatmaps of CLIP-RN50 and a dis-
tilled CLIP-RN50 in the DomainNet dataset using Grad-
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CAM (Chattopadhay et al., 2018). An intriguing phe-
nomenon revealed by the heatmaps is that for the distilled
model, while the weights of core objects are dominant for
ID images, they are reduced under distribution shifts, result-
ing in OOD generalization failure. Quantitatively, a similar
observation is shown in Figure 5, where the selectivity of
neurons drops in OOD data. Here we argue that feature
contamination explains this phenomenon: the Grad-CAM
score of each feature map is calculated by differentiating
the classification score with respect to the feature map, thus
being proportional to the corresponding neurons’ activation.
Hence, when the core features and the background features
are coupled in the neurons’ pre-activation (Theorem 4.2),
the shift of background features can reduce the activation,
which in turn reduces the Grad-CAM score of the feature
map as visually observed. The reduction in neuron selectiv-
ity in OOD data can also be explained in a similar way.

Prediction heatmaps under controlled distribution shifts.
In Figure 6(b), we consider a synthetic OOD generalization
task based on image style transfer where we can manually
control the “degree” of distribution shifts by controlling the
amount of style change. This setting closely matches our
data model in Definition 3.1 by keeping core features intact
while only changing background features in the ID images.
As shown in the figure, the prediction heatmaps exhibit
visually similar patterns as the heatmaps of natural OOD
images. This implies that our data model indeed captures
some key characteristics of real-world distribution shifts and
backs the explanation of feature contamination.

Visualizing contaminated deep features. To qualitatively
show the impact of feature contamination on the learned
features of deep neural networks, we visualize the features
learned by a ResNet on a modified CIFAR-10 dataset in Fig-
ure 6(c), where the original images are padded with back-
ground red pixels uncorrelated with labels. Compared to
the original CIFAR-10 dataset, the learned features on the
modified CIFAR-10 dataset exhibits evident color differ-
ences, indicating that feature contamination also occurs in
deep features. See Section F.4 for more details and results.

Discussion on possible solutions. In our theoretical model,
although gradient descent accumulates both core and back-
ground features in the weight space due to feature contam-
ination, there still exists a subspace (corresponding to the
span of core features) where background features are not
accumulated. Hence, constraining the SGD updates to this
subspace would possibly lead to ideal generalization. This
is consistent with prior results (Idnani et al., 2023) showing
that projecting the network’s intermediate representations
onto certain subspaces may improve OOD generalization.
However, how to effectively find the correct subspace for
projection without the explicit access to the core and back-
ground feature subspaces remains an open problem.

6. Conclusion

In this section, we discuss potential implications of our
results and list important future directions.

Takeaway 1: OOD generalization algorithms need to
consider inductive biases. Many existing studies on OOD
generalization motivate and analyze their algorithms using
linear or unstructured models that do not capture the induc-
tive biases of neural networks. Our results imply that OOD
generalization may not be feasible without considering such
inductive biases, calling for explicitly incorporating them
into principled algorithm design.

Takeaway 2: Non-linearity in neural networks elicits
new OOD generalization challenges. As we formally show
in Section 4, feature contamination essentially stems from
the gradient descent optimization process of non-linear neu-
ral networks even with uncorrelated background features,
thus being orthogonal to the prevailing narrative of spuri-
ous correlations. This provides a new perspective on OOD
generalization and may inspire new algorithmic design.

Takeaway 3: Learned features may behave very differ-
ently from prescribed ones. Many existing studies on OOD
generalization explicitly or implicitly assume that we can di-
rectly work on a set of well-separated core/spurious features.
While this assumption helps build intuitions, our results
highlight that it can also be misleading since the features
learned by neural networks may manifest in a non-linearly
coupled manner, thus often diverging from the intuitions for
prescribed, well-separated features.

6.1. Limitations, a Conjecture, and Future Work

While this work takes a step towards fully understanding
OOD generalization in practice, our results still leave much
room for improvement such as extensions to more general
data distributions, multi-class classification, and more com-
plicated network architectures. Meanwhile, while our cur-
rent setup focuses on training from scratch, we envision that
the viewpoint of feature contamination may also be helpful
in analyzing the effect of pre-training on OOD generaliza-
tion. In particular, we have the following conjecture:

Conjecture. Pre-training on a sufficiently diverse dataset
does not remove uncorrelated features, but linearizes those
features in the model’s representations, hence mitigating
feature contamination and improving OOD generalization.

We provide preliminary empirical evidence that supports the
above conjecture in Section G, as well as more discussion on
related empirical observations in recent work (Gandelsman
et al., 2024; Mayilvahanan et al., 2024). Yet, we believe
that rigorously proving this conjecture requires a more fine-
grained treatment for the pre-training data distribution and
the SGD dynamics and thus leave it as future work.
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APPENDIX

The appendix is divided into two parts for readability. In Appendix I, we provide complete proofs of our theoretical results.
In Appendix II, we present experimental details and additional empirical results.

APPENDIX I: PROOFS OF THEORETICAL RESULTS

In this part of the appendix, we provide complete proofs of our theorems in the main text. A quick overview of the structure
of this part is as follows:

e In Section A, we introduce the preliminaries and some lemmas that characterize the neuron properties at random
initialization.

* In Section B, we provide the proofs of our main theorems on activation asymmetry (Theorem 4.1), feature contamination
(Theorem 4.2), and ID/OQOD risks (Theorem 4.3).

¢ In Section C, we provide the proof of Theorem 4.4 on linear neural networks.

¢ In Section D, we provide the basic probability theory lemmas used in our proofs for completeness.

A. Preliminaries

Notation. Throughout the appendix, we overload Dy, iy and Diest to allow them to denote (joint) training and test
distributions on both X x Y and Z x ). We also use Di;ain and Dyeg¢ to denote the corresponding marginal distributions
on &X', Y and Z. For presentation brevity, unless otherwise stated, we use the shorthand E(‘) and Pr(‘) to denote E(,)Npmin
and Pr(y.p,, .., respectively, and use the shorthand % to denote h®) when it is clear from the context. As in Definition 3.1,
we denote the moments of each z; on the training distribution by p,, := EZND“mz for every j € [dp] and p € [3], and
use the shorthand f; to denote ;1 when it is clear from the context.

A.1. Weight Decomposition and Gradient Calculations

We begin by recalling that each weight vector wi, € R? k € [m)] (i.e., the learned feature of the k-th neuron) in the network
can be decomposed into the sum of its projections to different feature vectors:

wi' = 3w mym Y w mymy - Y (wy my)my, (10)
JE€Score JEShg j€ld]\[do]
where (mg,41,...,mq) are an orthogonal complement of M. Since all possible inputs are generated to be in

span{my,...,mg,} as in Definition 3.1, the last term in the RHS of Eq. (10) (i.e., the residual term in Eq. (6) in
the main text) can be neglected due to the orthogonality of different feature vector m s. Therefore, throughout the following

analysis, we will overload the notation Wl(f) and let

wil = 3w myym;+ Y (wi my)ym;. (11)

JEScore JEShbg

A direct consequence of Eq. (10) is that we can analyze the feature learning process of the network by tracking the
correlations between each weight vector w,it) and different feature vectors m;, j € [d] as the training proceeds. To this end,
we need to first analyze the gradient of each neuron at every iteration.

Gradient of each neuron. Recall that at each iterationt = 0, ..., T'— 1, the SGD update for each weight vector wy, k € [m)]

is given by
W](erl) < (1 — 77)\)W](C — nV (z) N Z 6( Et)),yg )> 5
1€[N]
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where
h® (x{M) Z ax - ReLU((w'”, x("))
m]
and ¢(y,y’) = max{1 — yy’,0}. We can then calculate the gradient of each neuron W,(:) with regard to a certain example
(x,¥):
Lemma A.1 (Gradient). For every example (x,y) € X x Y, every k € [m], and every iteration t, the following holds:

Vw](:)g (h(x)a y) = —akylh(z)§11<w’iﬂ)7w>20$- (12)
Proof. The proof follows from simple calculation. O

We then introduce a lemma that bounds the empirical growth of the correlation between each neuron w,(:

vector m; after an SGD update using population gradients.

) and each feature

Lemma A.2 (Gap between empirical and population gradients). For every k € [m], every j € [d], and every iteration

t, if the batch size N = poly(d) for some sufficiently large polynomial, then the following holds with probability at least
1— e D).

|<vw<kt>;fiez[;v]é (HOO), 50),m; ) - <vw§:>E<x,y>~%ine(h(x),y),mj>’ < m. (13)

Proof. Recall that ||m;||2 = 1. Applying Cauchy-Schwarz inequality gives

‘<V “)NZ (h(t (f) l(t)>7mj><Vw}(f)IE(x,y)NDmm€(h(x),y),mj>’

(t)
< H \Y wO N Z f( Yi ) - Vw<kt>E(x,y)~Dtramf(h(X)’Y) H2
1€[N)
S(t)
We define L
() . )y @) ;
Z —V (t)f (h(t) (Xi ),yi ) — vagf)E(x7y)NDtrain£ (h(X),y), Vi € [N]

It is easy to see that S(*) = 2ie(N] ZZ(- ), ]EZl(-t) = 0 forevery i € [N],and Vi # j € [N], Zl(-t) and Zg-t) are independent.
By Lemma A.1, we have

0 _ 1 Lo ()
Zi = NE(XvY)NDtrainakylh(x)SI1(w,i”,x}zo X — Nakyi ]'h(fJ(ng‘))gl:l'{w,(f),xgt)}zo X, .

Recall that aj, € {—-1, L} and x is generated by x = D jeSene Y2 + D e, , 2y according to Definition 3.1. We
then have HZZ(-t) Iz < 27}"/;, which also indicates that E(Z(t) Z(t)> < Ao This gives
B(S©,80) = 3 Bz, 21) < Ado
’ , v ~ m2N’
1€[N]
Applying matrix Bernstein’s inequality (Lemma D.2), we have
3m2N25?
Pr [||S(t)||2 > 5} <(d+1)exp|— m
24dy + 4v/dgdmN

hold with every 6 = m. Therefore, we have that for N = poly(d) with some sufficiently large polynomial, the following
holds with probability at least 1 — e~ (@);
18O <
poly(d)
This gives the desired result. O
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Lemma A.2 directly leads to the following corollary:

Lemma A.3. Forevery k € [m), every j € [dy), and every iteration t, the following holds:

(S 3 (10000 )
1€[N]

1

= (V. 0 Exy)~D b (M(x),y),m;) £ (14)
< w,i) ( 1Y) Dtrain ( (X) y) m]> p0|y(d)
1 .
= B y) D YL <1130 150 " 25 oly(@) € [do]-
Proof. The proof directly follows from combining Lemma A.1 and the generation process of x in Definition 3.1. [

Lemma A.3 allows us to directly work with population gradients instead of empirical gradients when analyzing the trajectory
of SGD iterations in the subsequent sections.

A.2. Neuron Characterization

In this section, we define two subsets of neurons that will be used throughout our proofs.

Definition A.4 (Neuron characterization). For each label y € Y = {—1,1} and every iteration ¢, we define the set
N C [m) as:

d
N = {k €lml: Y ymlwymy) + Y7 pytwy my) > @< ;>
JEScore jesbg (15)

sign (ag) = y}

Intuition. For each label y € ) and iteration ¢, Definition A.4 characterizes a subset of neurons Nét) in which

* each neuron has (in expectation) enough positive correlations with the examples from class y (recall that x =
D i€ Seme YEIT] + D ics, ZiT5);

* each neuron positively contributes to the classification of examples from class y (i.e., sign (ax) = y).

In our main proof, we will show in an iterative fashion that each neuron in /\/75 ) will accumulate either positive (if random

initialization gives aj, = L) or negative (if random initialization gives ay = — 1) correlations with features in Seore (core
. . m . . . . . . m . .

feature learning), while also accumulating positive correlations with features in Sy, (feature contamination).

For each neuron, we formally define the notion of positive examples and negative examples which are informally mentioned
in Section 4:

Definition A.5 (Positive examples and negative examples). Let (x,y) € X x ) be an example. For every k € [m], we
say that (z,y) is a positive example of neuron k if sign(ax) = y, and say that (x, y) is a negative example of neuron & if

sign(ay) = —y.
A.3. Properties at Initialization

In this section, we introduce some useful properties of the neurons at initialization ¢ = 0, which serve as a basis for our
inductive proofs in the subsequent sections.

Lemma A.6. For every j € [do), every S C [do), and every {y;}jes € {—1,1}15], the following holds for every § > 0
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over random initialization:

Pryo [Z yig(wi,my) >
JjES

5} 1 0y est Xp(_ 5? )

ﬁ V27T6 +Z]€S:uj QZJESM?

5}< 1 \/Zjes#‘?exp<_ 52 )

- Ver J 2 jes 15

(16)

0
Pryo [Z yig(wy,my) >
JjES

Vd

Proof. Recall that different neurons are 1ndependently initialized by W(O) N(0,021,),Vk € [m] with 0 = L. Using
the fact that [|m; [l = 1,V € [do] and 37 = 1,Vj € S, we have

Z%/‘J Wk ’mJ (0 72“1)

JjeS JjES

Applying standard bounds for the Gaussian distribution function (Lemma D.3) gives that for every § > 0,

16 Y p VAY s vini(wy m;) R 52
—— ———exp | —— ———exp|——=|.
V2m 62 +1 P 2) = WY DI | T V2rd P 2
jes Hj
A simple transformation completes the proof. O

Lemma A.7 (Neuron properties at initialization). For each label y € Y, the following holds with probability at least
1 — e=%"™) over random initialization:

VIO | = O (m). (17)

Proof. For each neuron k € [m], define events Ey; and Fyo to be

d
B ::{ Z yu]<wl(<:)7mj>+ Z uj<wl(€0)7m]>>9< ;>}’

JEScore JESbg

Eyo = {sign (ag) = y}

By aj, ~ Uniform{—=L, L} we immediately have Pr[E};] = % 1 for every k € [m]. For Ej1, by applying Lemma A.6 with

m?

§ = O(1/dy) we obtain

1O (Vo e 1) exp [0 [ b0
V2r O(do) + 32 o) M Y15 ) )

€] 7Zje[d0] Hi exp | —© b 5] -
do 2 jeldol 4

Together with 7 = ©(1) for every j € [do], we have that Pryyo) [Ex1] = O(1) for every k € [m]. Since events Ej,

Pryw o [Er] >

Prywo [Er] <

5~
3

and Ej» are independent, we have that for each neuron k& € [m], the probability of it belonging to J\fy(o) is given by
Pr(k € N\”) = Pr(Ey; N Eyz) = O(1).

Since different neurons are independently initialized, |J\/3§O)| follows a binomial distribution with trial number m and some
success probability ©(1). Applying the standard tail bound for binomial variables (Lemma D.4) then gives |N150)\ > 0(m)

with probability at least 1 — e~(™)_ Together with the trivial upper bound that [N”’| < m, we have that [N” | = ©(m)
with probability at least 1 — e ~("),
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Lemma A.8 (Neuron properties at initialization, continued). With probability at least 1 — O(%) over random initialization,
for every y € Y, the following holds:

0 / do 10g m
;Iel[a’;r)f] Exly:yNDtraix) <W](€ )’ X>’ S O ( T .

Proof. Recall that different neurons are independently initialized by W(O ~ N(0,031,),Vk € [m] with 0§ = 5. By
[lm||2 = 1, we have

0
ErlymyDon (We s X) = > yp(wi mp) + 3 gy (wi” my)

JE€Score jesbg
1 2
~ N (07 P > “j)-
J€ldo]
Applying Lemma D.5 over the i.i.d. random variables (wg ), x), . (wgn), x) gives

2
Prio | Exjy—yoDyn (Wh > X) > 2\/236[50}% logm | < —.

Finally, using > ¢ 4, i = O(do) and m € [©(dp), O(d)] completes the proof. O

Lemma A.9 (Output magnitude at initialization). For every x € X, the following holds with probability at least 1 — e~*(%)

over random initialization:
1
RO ()] =0 () ) (18)
’ ( )| \/%

Proof. By w”) ~ N(0,021,) with 62 = L and ||m; ||z = 1, we have
d
YD DETCR P (X3
md
ke[m] JE[do]
Applying standard bounds for the Gaussian distribution function (Lemma D.3) gives
1 ) 52 do 11 52
smmer(7) sPrwe g] m 2 () =0 g | = s »(-3)
m]

for every 6 > 0. Substituting 6 by ©(1/dy) and using the symmetry of Gaussian then yield

-, O(do)
Prwm)[ Z Z } = exp(=0{d));
ke[m] J€do] \/@
We then have
‘h(O) (m)] = Z ag - ReLU((W;(CO),X>)‘
ke[m]
1
<Y
kE[m]
S Z Z Wk amJ

ke[m] j€[do]

holds with probability at least 1 — e~*(40) where in the last equality we use the fact that m = Q(dg) and d = Q(d3®). O
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In what follows, we will always assume that the high-probability events at initialization in Lemma A.7, Lemma A.8,
and Lemma A.9 hold—by a union bound argument and the fact that m = Q(dy), the probability that they all hold is at least
1 - O(L) — e~ ),

B. Activation Asymmetry, Feature Contamination, and OOD Failure: Proofs
of Theorem 4.1, Theorem 4.2, and Theorem 4.3

Before we delve into the main proofs, we first introduce some technical lemmas that characterize the gradient updates
starting from random initialization. We begin by introducing an important lemma that characterizes the activation probability
of the ReL.U function using the Berry-Esseen theorem:

Lemma B.1 (Activation probability). Assume that the training (ID) data is generated according to Definition 3.1 and

(wi m)

oy | — O(1) for every k € [m] and for every i,j € [do]. Then, for every label y € Y, every k € [m], and every

(wy,

lteratlon t, the following holds:

E, (1) .
Prx|y:yNDtrain[<wl(ct)7 > > 0 — <Wk X> +0 () ’ (19)
O(1) /S gy (W )2

where ® denotes the cumulative distribution function of N'(0, 1).

Proof. Recall Definition 3.1 that given label y € )/, x is generated by

X = Z ijmj+ Z ijj-

J E€Score jesbg

Therefore,

t
<w,(€),x>— E yz](w,(c),mj>+ E z]<w,(€),mj>.
jescore je'sbg

For every j € [dp], define the random variable

r; = Z/j(Zj - Mj)(W;(C)vmﬁ

b ' E Score . .
where y; = Y J Recall that p; := E,up,,,.2zj. It is then easy to derive that Er; = 0 and Er? =
1, j€ Sbg o J
@(1)<w,(f),mj> (recall that E(z; — 11;)> = ©(1)). We now upper bound E[r?|: first recall that by Deﬁnition 3.1

we have Ez3 = O(1). For every p > 1, denote the £, norm of the random variable z; by ||z;]|, := (E|z]|1’) Applying
Minkowsky’s inequality gives

Z; — wjllp < llzjllp + [l
(a)
IZ51lp + |21
©]
< 2|1z;llp,

where (a) is due to the fact that ||;|, = |u;| = ||z;]|1 and (b) is due to the power norm inequality indicating that ||-||,, is
non-decreasing with regard to p. Letting p = 3 and cubing the above inequality gives

Elz; — p;|* < 8E|2}| = 8Ez; = ©(1),

from which we obtain E|r?| = ©(1) - [(w' )3

We then define the normalized sum of r;:

Zje[do] rj

Sdy ‘= 72.
2 jeldo) BT
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Since r; and r; are independent and zero-mean for every i # j € [do], we can apply the Berry-Esseen theorem (Lemma D.6)
to the normalized sum s4, and obtain

d€ER

sup |Pryjy—y[sq, < 0] — | < C’0< Z Er? ) Z E|rd|

J€ldo] J€ldo]
-3 ,
C’0< Z O(1)( w,(f),mJ) > Z o1 ‘ w,(:),m]>‘
Jj€ldo] J€[do]
“o(m)
Vi)
where (¢) is due to the assumption that % = ©(1). Note that ;4,15 = (W,(:), X) — Exjy—y (W,(:), x). We then

have for every § € R,

1
Pryjy=y <W§ct)’x> > Exjy= y<Wk ) Z IEr =1-@(0)+0 (\/%)

J€[do]

Exjy—y (Wy, )
\/ > jeldo] Er?
result. H

Finally, letting 6 = — and using the symmetry of unit Gaussian 1 — ®(§) = ®(—0) give the desired

We then define two terms that will be frequently used when analyzing gradients.

Definition B.2. For each label y € ), every k € [m], every feature vector m;, j € [dp], every iteration ¢, and every subset
S C [do], define

® .1
ki = 7y Bey)~Desain Th0 <1 Ly =y 1) 501525

o . ) (20)
Ik, s = ng,y,f
JjES

Given the above notation, we now introduce two lemmas that separately bound the gradient projection onto the core features

and the gradient projection onto the background features for neurons in N, (t), which will be helpful for us to track the
trajectory of SGD starting from network initialization.

Lemma B.3 (Gradient projection onto core features, neurons in Ny () ). For every iteration t < O( ) the following holds

for every y € Y and every neuron k € J\/ét).

1
—<wa> N Z l (h(t) (th))aygt)>7 Z Mjmj> =Y (QI(JL Seore T gl(ﬂf)*yﬁcorc) ) 21
1€[N] JE€Score
where
(t) do
Ity Seore = © <m> (22)

Proof. Recall Definition 3.1 that given a label y € )/, x is generated by

Z ijmj+ Z Z;m;.

JEScore JESbg
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Then, applying Lemma A.3 to the LHS of Eq. (21) and using sign(ay) = y for every k € N, (t), we obtain

— <VW§:)% Z Y4 (h(t)(xz('t))aygt))’ Z Mjmj>

1€[N] JEScore

O(do)
. (t) .
— <VVV](:)IE(X,)’)"‘/’Z)trainZ (h (X)’ y) ’ je%;)rc 'u] mj> :I: p0|y(d)

O(do)
= a;E -yl 1 E iZ; +
AR (x,y)~Dirain ¥ Th() (x)<1 <w;€t)7x>20 o YH;Zj p0|y(d)

= G y)nDosain L0 0 <1 ly=y1 (0 )50 > miz

JE€Score
O(dp)
E(xviop.. . L ly——y1 % &
T 0k (x,y)~Dirain L) () <1 Ly=—y (Wl(ct)’x>20j€§m T poly(a)
_ ® () ) 4 O(do)
y (gk,y,sm + Ik =y Seore poly(d)

(t)

For g, s....» by the law of total expectation we have

1
t
gl(c,.zj,sm = By D 1o <1 ly=y1 (0 450 D 17
JEScore
= LIE 1 Z ;% (w(t) x) > 0|Pr [<W(t) x) > 0]
o, XY=y | th® (x)<1 i%j kR = xly=yl\Wg » %/ =
JE€Score
1
= 5, Exly=y [1h<t>(x)§1 Z szj}
jeSCOre

1

j ESCOK‘G

Applying Lemma B.1 gives

Ey v
PTX|y:y[<Wl(ct)7X> <0 =2~ N 7(:)(> =0 < ti ) .
O(1)y/Tje iy (Wi m,)? 0

Recall that for x ~ Dirain]y = ¥,

Wil x) = Y yzpwl omy)+ Y 2wl my).

jescore jesbg

= o Exly=y {lh(”(x)ﬁl > iz ‘ (wi)x) < 0} Prgy—, (Wi, x) < 0].

(23)

d
By Definition A.4, we have for every k € /\f(t), Ex‘y:y<w(t),x> > @( —O) > (0, which indicates that

k d

21



Feature Contamination

E, o — (t)7 1
ly={Wi %) < —. Together with h(*) (x) < 1, this gives

[0)) _
2
O(1) /ey (Wi m)?

® 1
by Seore = 77 Bxly=y |:1h(‘>(x)<1 > /‘jzy}

JE€Score
1 (t) 1 1
By |10 . ‘ 7 (L
2m Y—y|: h(®) (x)<1 ; HiZ; <Wk X> <0:| <2 0] 7\/d70
JE core (24)
TP
> >, h- yr P
s, am L= Ame L= O(my/dy)

()

Meanwhile, we also have the upper bound

(t) _ 1
Iy Seore = B Ln0 o <1ly=p (0 50 > wiz

jESCOl'e
1
<o Baly=y D % (25)
J€Score
d
=0 <0> )
m
Combining Egs. (24) and (25) gives
W _g(%h
gkvyyscore < m > .
Finally, plugging the above equation and m = O(d) into Eq. (23) completes the proof. O

Lemma B.4 (Gradient projection onto background features, neurons in Ny(t)). For every iteration t < O(n%), the following

holds for every y € Y and every neuron k € Ny(t):

1 ) oDy () (t) (t)
*<VWI<;>N Z ¢ (h( )(Xi )Y ), Z Mjmj> = kS — Ik, —y,Spp (26)
716[N} ]esbg
where
~ (dy
G5, = © (m) : 27)

Proof. Similar to the proof of Lemma B.3, we apply Lemma A.3 to the LHS of Eq. (26) and using sign(ay) = y for every
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ke N(t), which gives

(T 3O, 5 )

i€[N] JESbg
O(do)
= _<Vw“’)E(x,y)~Dtram€ (h(t ) Z H;m
k jESug p0| ( )
O(do)
= @B, y)n Dirain Y10 () <11 (30 0 950 D Hazi E oly(d)
s poly (28)
= By~ Duain 10 <1 ly=y1 (0 450 > sz
' JESbg
O(dy)
— —Ex vy L reilye—y1, 7t
m (%,¥)~Dtrain ~h(1) (x)<1ty=—y (w£)7x>20 Z K5z po|y(d)
JESbg
®) ®) O(do)
= — + .
IS~ Ik=y.Sus = oty (d)
Also, by a nearly identical argument to Lemma B.3 and d,;, = © <1 0 d ), we have
0g o
®) do
Gh .5, = © (m) (29)
This completes the proof. O

Next, we also introduce a lemma that bound the gradient projection onto core features for all neurons:

Lemma B.5 (Gradient projection onto core features, all neurons). For every iteration t < O( ) the following holds for
everyy € Y and every neuron k € [m] with sign (ay,) = y:

(T 3 (). 3 ) =0 (%), =

i€[N] JEScore

Proof. By an identical proof to Lemma B.3, we have

(Tupry S (O 5 ) = (ol )
1€

JEScore poly(d
By Eq. (25), we have the upper bound g,(f; Sene = O (%0) By a similar argument, we also have g,(f)_ U.Seore = S} (%’)
Plugging those upper bounds and m = O(d) into the above equation completes the proof. O

We then introduce a lemma that bounds the expected correlation between each neuron in N ) and its positive examples.

Lemma B.6 (Correlation with positive examples, neurons in Ny (¢ )) For every iteration t < O( ) everyy € ), and every
ke N, the following holds:

d,
Bty (47 K] (1= M)y, [0 0] 4 0 (). v

Proof. Recall Definition 3.1 that given the label y € ), x is generated by

Z ijmj+ Z ijj-

JE€Score JESbg
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We can thus obtain

t+1 ¢
Exfy—y~ Do (Wi T, %)] - Exw—ywm [}, %)]
t+1)

( Z ijj Wka Z “Jm3>

J€Score J€Score

Al

t+1 t

JF( ( ) Z/“mj> Wl(c)’zlujm])
JESbg JESbg
Al

For A((;f))re, by the SGD iteration (4) we have

Ag))re:_ny<v (t)N Z f( R ( (t) (t)) Z ujm]> Any(w Z pimg).

i1€[N] J€Score JEScore

Applying Lemma B.3 gives

t t t
ALk =1 (9 e+ 98500 ) — A DT ),

JE€Score
which results in the iterative expression
t+1) t
y(wi Y > mgmy) =y(1= Ap)(w Z Hymy) + 11 ( o S +91(c) y,swm) :

JE€Score J€Score

For A](Dg , by the SGD iteration (4) we have
) _ (t) (t)
Rpg = <V ON Z e( ) > “Jma> n(w, > nmy).
ze[N JESbg JESbg
Applying Lemma B.4 gives
() _ (t) (t)
Abg = <gky5bg — Y, ysbg) Wk ) Z MJmJ
JEShg

which results in the iterative expression

wltD 0 0
Y mm) = (=) (w S mg) 4 (98,5, — )
JESbg JESbg

Combining Egs. (36) and (37) gives

t+1 t+1) t+1
Eay—ym Do (W30 = (w3 gy + (w0 ymy)
]e‘scor(_ jESbg

t t

=y —w)(w, > pmy +77<g;(€j,5w,e 98y e
JE€Score

+(1-A )<W(t> Z m;)+ @

n k> M n gk,y,sbg 9y, —,Sbg
JEShbg

y(1 - An)EX\y*yNDmmKW/(:)» x)]

(t) (t) )
+ n <gk7 Y,Score + gk —4,Score + glgvyﬂsbg B gI(V ) y78bg)
@ ndo
Z (1 - )\n)Ex‘yzy’\‘Dtrain[<wl(€ )’ H + (—) < m > 7
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k,y,Score

where (a) is due to g(t) =0 < > (Lemma B.3), g,(fi Sog =0 ( ) (Lemma B.4), and
m ’ m

®) (t 1
Oy e — O 1Sos = By Lno g <ily=—y Lo ( > omizi— Y Hﬂj)

Je‘score jesbg
® 1 ds
> EE(x,y)1h(t>(x)S11y=—y1<wl(ct)7x>20 <@(d0) -0 (log d0>)
>0,
d
where (b) is due to the fact that deore = O(dp) and dpg = © (1 god > -
0g do

We also introduce a general upper bound on the expected correlation between every neuron in the network and its positive
examples.

Lemma B.7 (Correlation with positive examples, all neurons). For every iteration t < O( ) the following holds for

everyy € Y and every k € J\/'y( ) with sign(ag) = y-
nd
Bty 301 £ (1 M)y [0 30] 4 0 (12, b

Proof. By an identical proof to Lemma B.6, we have

1
Bty =y~ Dura [(WE 220 = (1= M) By, (W) )

(t) (t) (t) (t)
0 (gk YiScore T Ik—ySeore T Iky.Su — Ihi—y, sbg)

By Eq. (25), we have the upper bound g(t) <0 (@). By a similar argument, we also have the upper bounds

k7y7score - m
g,(f),y Sene <O (dﬁ) and g,(fL Sog <0 (%‘J) Plugging those upper bounds and the trivial lower bound g,(ctly So > 0 into
the above equation completes the proof. [

The above two lemmas directly lead to the following result saying that if a neuron is initialized to have large enough

correlation to its positive examples (i.e., belonging to J\/'y(o)), then this large enough correlation will be retained during
training.

Lemma B.8 (Neuron properties during training). For every label y € Y, every iteration t < 6("%0) and every step size
n< po,y(d 5 we have/\/ (t+1) DNy (),

Proof. By Lemma A.8, we have at initialization

0 ~( [do
krrel[ax |Ex|y:y"‘Dtrain <W](€ )’X>| S O ( g ’ vy € y.

By Lemma B.7 and our choice of T' = O(;7-), we have

ndoT 0
Enty g [(w, )] < 0( )+ i [Exgy i (W, %) = O(L).

m ke[m]

By Lemma B.6, we have

1 ndo
Bty =y~ Durn (W1 3)] 2 (1= M) By, (W) + © < m )
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Recall that A = O( %t ). Therefore, as long as Ey |, — yND”amKw,(;), x)] = 5(1)

1 ndo
By [ K0] = By (07301 2 © () = My, 67, 1

d
=0 (77 0) > 0.
m
. 0
Finally, recall that By, p, .., (Wi, %)] = Y s (Wit mg) + X cs, 115wl

immediately have J\/'y(tﬂ) 2 Ny(t). O

,m;). By Definition A.4, we

Finally, we introduce a lemma that bounds the expected correlation between every neuron in the network and its negative
examples.

Lemma B.9 (Correlation with negative examples, all neurons). For every iteration t, every y € Y, and every k € [m] such
that sign (a) = y, the following holds:

t+1
By gD (W T %)) = (1= M) By s (W1, X)]

ndo . 35)
) ( - ) Proy——, [(wi”,x) > 0].
Proof. Similar to the proof of Lemma B.6, we have
t+1 ¢
]EXIy:—yNDt,»amKWz(q )7X>] - ]EXIy:—yNDmsnKW( ) ,%)]
(t+1)
= fy(<wk ) Z “jmj Wk ) Z M )
JE€Score JE€Score
A
t+1) t
+ (Wi mg) = (w3 my) ).
JEShg JESbg
A
For Ag))re, by the SGD iteration (4) we have
Al = ny<V <t>* > e (h(“ (x"), v ) > uyma> +aqy(wi 3 wymy).
ze[N] J€EScore Jescore
Applying Lemma B.3 gives
A((:Qre =-n (g](:,LmScore + gl(ét) Y, Score) + )\ny Z ’quj
JGSmm
which results in the iterative expression
t+1 t t
_y<wl(€ )’ Z M‘]m'7> = _y(l o >\T) wk ? Z /“L m‘] (g](c)g, Score + g](f) U; core) ’ (36)

JEScore JEScore
For A{L), by the SGD iteration (4) we have
(t) MONO
A = 0T e (OO 30), S s, ) Al 3 )
i€[N] JESbg JESbg

Applying Lemma B.4 gives

() _ (t) ) )
Abg = (gk,y,sbg — 9y, U;Sbg) — /\7] w, ", Z ,u]mj
JESbg
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which results in the iterative expression

(wity, > pgmy) = (1- ) (wy, > wgmy) + (gz(fi Sug o v, Sbg) ' D
JEShbg J€Sns

Combining Egs. (36) and (37) gives

t+1 t+1 t+1
Exty=yuass (W1 30 = —y(Wi D7 gy ) + (Wi, 3D gmy)
Jesuore Esbg
=yt =W ST wmy) = (gl s+ g
Yy ) \Wr " T n gk7y7$mre 9, —y,Score
jESCOre
t t t (38)
+(1- )‘77)<W1(€)7 Z pimg )+ (9;&,,3, Stg _gl(c) ysbg)
JESbg

= (1 = M)Exjy=—y~Dyuin le(ct)vxﬂ
(t) (t) (t) ()
+ n (gk Y, Sbg - gkay Score) n (‘gk —Y,Score + gk -Y, Sbg) !

(t) (t)
FOI‘ gkvyasbg - gk,y, Score’ » WE have

(t) (t) 1
Iky,Sos ~ IhyScore = mE(va")lh(t)(x)Slly_yl(wg),x>20< INCLTEEDY Nﬂj)

jesbg jescore
1 do (39)
= e IO i ly=yb 0 x>0 (e (10gd0> - 6(d0)>
<0.

For g,(:,)_%swre + g,(:) 4, Spg WE have

() (t)
Ik, ~y,Score T Ik,—y.S0g = IE(x,y)NDmm1h<i>(x)<11y—7y1<w<t> >0< Z Wiz + Z u]zj>

JESbg J€Score
1
= EE(X,)’)NDtrain1h<t)(x)glly:—y1<w,(€t)’x>20 Z WiZj
J€ldo] (40)
! ¢
= G Exly=—y [lh“) ozt D s x) = 0] Proy—, (Wi, x) > 0]
J€ldo]
0 (L) Pryy, [(wlx) = 0]
m y=—yl{Wy =
Finally, plugging Eqs. (39) and (40) into Eq. (38) gives the desired result. O

We are now ready to introduce the proofs of our main theoretical results.

B.1. Proof of Theorem 4.1

For ease of presentation, we first restate the theorem and then introduce its proof.
Theorem B.1 (Activation asymmetry). For every n < m and every y € ), there exists Ty = é(%) such that with

high probability, for every t > Ty, there exist ©(m) neurons in which the weight W,(f) for each neuron satisfies:

_1
Prxly:y"’ptrain[<wl(ct)7x> Z O] =1- O (dO 2) N

Pr

© 41)
XIy:*y~Dcra;n[<Wk ,x) > 0] = o(1).
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Proof. For every y € ), consider the neuron set ./\/'y(t) defined in Definition A.4. By Lemma A.7 and Lemma B.8, we have

|Ngft)| = ©(m) for every iteration ¢t < @(7;"70). We then prove that after at most 7y iterations, for every neuron k € ./\/'y(T”)

1
we have Prx\y:watram [<W](€TO)7 X> > O] =1-0 <> and PrX|y:*y~Dtrain[<W](gT0)a X> > O} = 0(1)

Vdo
1
Part 1: proving Pr,,_ NDtmn[<w(T”),x> >0=1-0 <)
ly=y k \/%
Let Ty = @(miviﬁ%wo) = é(ﬁ) By Lemma B.6 and Lemma B.7 we have

1 77d0
Enfy—yDorann (W T3] = (1= M) Enpy =y [(W, %) + O (m)

ndo
S Exly:yNDtraixx [<Wl(<;t)7 X>] + © (m) ,

which gives Ex|y:ywptmin[(w,(:), x)] < ©(42) = O(1). Recall that A = o(42), we then have

m

3

1 ndo
Erly—ymDesasn (W3] = (1 = M) Exy— s (WL, X)] + © <m>

d d
> By yponnss [(WE, %)] + © (’7m> o (’7)

m

nd
= Exy—ynDivnsn (W), )] +© (m> ’

which gives Exgy—_ . [(w"? x)] > © (4YI£5T ).

By Lemma B.1, we have

E>€|y:z/<wl(ct)7 X) +0 1
® . 2 Vdo
@(1)\/2je[d0]<wk Uy

o (-55)

Pr

x\y:y[<wl(cT0)aX> Z 0} =&

1
> ® L0 ()
O(Vdo) max;eay) |(wi, m;)| Vo
/o) do+/log mdy
Z@ (oot ) o (Z)
O(Vdo) (0 <,/d°‘§g’") +@(@)) 0

:@(@(m)io(\%)

Applying Lemma D.3 gives ® (© (yv/logdy)) =1 — ©( \/1170) We then have

Part 2: proving Pryy,— ,p,..., [(w}"),x) > 0] = o(1).

By Lemma B.9, we have for every ¢ and k € /\/'y(t):
t+1 t
Exly:_y"‘ptrain [<W](i) * )7 X>] = (1 - )\n)EXIy:_yNDtrain [<Wl(€ )7 X>]

° (ﬁ) Pryy—y[(w},x) > 0].
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By Lemma B.1, we have

Pr

(0
W) > 0] = @ [ =y ’X> +0 (1) (43)
\/de do] Wk ym;)? Vo

(w,(f), x) > 0. Then by Eq. (43), we have Prx|y:,y[<w,(:),x) >0] >

X\y:ny

Assume that aneuron k € ./\/350) satisfies E
3+ O( =), which gives

x|y=—y

nd,
Ey—ymDoense (WL T, %)) = (1 = M) By yppnnsn (WL, %)] — © <m)

nd,
< By [ 0] - 0 (2.

By Lemma A.8, we have at initialization ¢ = 0:

d
o 0 ol <6 \/70 . 44
;161%%(] |[y=—y~Dirain <wk ’ > } < d ( )

Therefore, for any step size n = m, after at most Ty = é(anTd) iterations, we must have Ex|y_,y<w,(f), x) <0

for every k € N(t).

Now, let Ty := ©(T281% V;‘ig/”do) Suppose that Prx|y__y[<w,(€ ), x) > 0] > O(1) after t = To1 + To2 = é(lf) steps. We

then have for ¢t = Ty, ..., To1 + To2 — 1 that

nd,
Ey——ymoense (WL T, %)) = (1 = M) By yopnnn (WL, %)) — © <m)

ndo
Z Exly:*y~Dtm;n[<W1(:)7 x)] - © (m) )

which gives Ex|y:7y~73tram[<wi(:)’ x)] 2 -0 < v Cin) -9 (%) > —O(1). Since A = o( ), we then have

1 ndo
Exty=—ymDyasn (WE 2 30] = (1= M)y (W %)) = © <m>

d d
S ]Ex‘y:—yNDtramle(ct)’ X>] - @ <T{'no> +o0 <17’I’TLO>

t ’f]do
= Ex‘y:*yw'Dtraianl(g )’ X>] -0 (m> ,

which gives By, [(wf'™ "7, x)] < ~© (9YEmE ). Plugging this into Eq. (43), we obtain

(To1+To2) ]Ex|y:—y <Wl(ct)7 X> 1
Pryjy——y[(wy, ,X) > 0] =@ 5 +0 \/7
D/ e (Wi m)2 0
do+/log mdy
<o |- © ( vd ) 1
O(V/dop) max e q,) |<wk )7m] \F
dox/w
<o |- © ( Vd
o) (0y/25) + o () )

:@(-@(@))10<f>

do
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Applying Lemma D.3 gives ® (—O (y/Iogdy)) = @(\/%TO), which leads to

1
Pry— [(wy "1 %) 2 0= 0 (d) |
0
This contradicts with our assumption that Prx‘y__y[(W,ET°1+T02)7x) >0] > ©(1). Hence, we must have
Tor+Th
Pryjy—_, (Wi H702) ) > 0] = o(1).

Finally, combining Part 1 and Part 2 finishes the proof. O

B.2. Proof of Theorem 4.2

For ease of presentation, we first restate the theorem and then introduce its proof.

Theorem B.2 (Learned features). For every n < and every y € ), there exists T = @(%) such that with high

1
poly(do)
probability, after T iterations, there exist ©(m) neurons in which the weight w,(ch) for each neuron satisfies the following:

T
> i m) = g0,

(T1) ) “5)
D s, (Wi mg) = 6(1).

Proof. For every y € ), consider the neuron set A\, (*) defined in Definition A.4. By Lemma A.7 and Lemma B.8, we have
Ny t)| = O(m) for every iteration ¢t < T;. We break the subsequent proof into two parts: in the first part we prove the
desired result for core features Scoye for all neurons k € Ny (7). ; in the second part we prove the desired result for background
features Sy, for all neurons k € Ny (") Recall that we use the shorthand ; to denote pj1 = Eyp, ;25

. T T
Part 1: proving > . s 4, (w,(c ) ,mj) = (w,(C 1)’Zjesme wim;) = O(1).

The SGD update (4) gives
<Wz(f+1)» Z ujmj>—<vv,(f), Z ijj>
jeSCOI‘e jeSCOTe
1
:—n<vw§:)N Z é(h(t)(xy)),ygt)), Z Mjmj> Wk ; Z Mgmj

i€[N] JEScore JE€Score

foreveryt =0,...,77 — 1.
Applying Lemma B.3, we obtain

(w3 wymy) = (w0 pymy)

JEScore JE€Score
ndo t
=y O (m) F 0 e MWL DT my)
JE€Score
_ 1do
=y-0 e —n( Z 151M;).
jescore

Without loss of generality, assume that y = 1 (the case of y = —1 is similar). By the choice of T} = O(-2- ndo ), we have

T d
wi 3 pymy)y <@ (n ! 0)+<W;§°)7 ST wymy)

]Escole JE€Score

<O(1)+0 <‘Z)> =0(1),
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where in the second inequality we apply the concentration inequality of the maximum absolute Gaussian (Lemma D.5). By
our choice of A = o( %), we have

(tH) Z MJmJ I(ct)7 Z /‘jmj>

JE€Score JEScore
do t
=0 (77 — w,g )7 E ujm]
m
JE€Score

() (2)-o(2)

Summing the above inequality from ¢ = 0tot = T} — 1 yields

T
w3 my) = e().

JE€Score

Similarly, for y = —1 we have <w,(cT1), D ieSun i) = —O(1).

. T Ty) fal
Part2:pr0v1ng2]65bguj<wl(€1) m;) = <( vZ]esbgﬂﬂ m;) = O(1).

Similar to the first part of the proof, we have the SGD update

<Wl(ct+1)’ Z pim;) Wl(:)v Z fim;)

JESbg JESbg

= —77<Vw§:)% Z E(h(t)(xl(-t)),ygt)>7 Z ,ujmj> Wk ) Z pim; ).

i€[N] JESbe JESbg

Applying Lemma B.4, we obtain

<W1(ct+1)v Z F‘jmj Wl(ef)’ Z NJmJ

JEShg JESbg

= [ ndo t
29(m> ﬁg;g)ygb _)‘77 Wk?Z/‘LJmJ

JEShg

where
(t)

1
Ik =y.S0e = 1 > By Dunan In0 0 <1 Ly L 0 g 50Hi%)
JESbg

1
= %Exw:_y [1h<t)(x)§1 § 1525
JESbg

do 0
<0 (m) Pryy—_, {(wk ,X) > 0].

w,g), >>O}Prxy [(w,g), >20}

Using Theorem 4.1, we have after at most Ty = é(%) iterations, Pry|y—_, [(W,(f), x) > O} = o(1). We thus have

~ (nd
t+1) Z ujm] 17)\77 Wk , Z R +@(77mO)

JESig JEShg
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for every t > Tj. By a similar argument as in the first part of the proof, we have <Wk 7 DY jESn, HiMM > < ©O(1) and

d
(Tl Z “ij> <77m0> +<Wl(cTO)’ Z '“jmj>

JESbg JESbg
5 ndo ~ [ [do
>001)-Tp- — | - —
>0(1)-Tp-© < - > 0 ( d)
@ 3 5 (. m ndo
2606 (-)e (1)
(1) i
= é(l)v
where (a) is due to d € [Q(d3:°1), poly(dp)].
Finally, combining Part 1 and Part 2 completes the proof. O

B.3. Proof of Theorem 4.3

For ease of presentation, we first restate the theorem and then introduce its proof.
Theorem B.3 (ID and OOD risks). For every n < poly( 7

Ty, iterations, the trained model h\™) satisfies the following:

3 there exists To = é( h ) such that with high probability, after

Ry (M) < 0(1),

N 46
Roop(hT2)) =0(1). (40)

Proof. We break the subsequent proof into two parts: in the first part we prove the desired result for the ID risk; in the
second part we prove the desired result for the OOD risk.

Part 1: proving Rp, . (h(">) < o(1).

By definition, we have

RDucain (h(Tz)) = E(x,y)~Dyrain AX {1 - yh(T2 }
1

= 5 Exgy= [1 = AT () [hT () < 1] Py [0 () < 1

R, (47)

1
+ 5 Exy=1 [1 n h(T2)(x)‘h(T2)(x) > _1] Pryjy— 1 [h<T2>(x) > _1} :

R_1

We first consider R;. By Theorem 4.2, we have that after 77 = @(n%o) iterations, for every neuron k € N ft) with ¢t > T3,
we have

ST owzw my) =001), Y pzwl) m;) =0(1).

jescore jesbg

‘We can then obtain

Eyjy—1 w]C X Z W52 W,€ ,x = 0(1).
J€ldo]

On the other hand, by Lemma B.7, we know that for every neuron k satisfying sign(ay) = v, its correlation grow rate
is asymptotically not larger than the correlation grow rate of neurons in Ny(t). Denoting the set of those neurons as

M, = {k € [m] : sign(ax) = y}, Vy € Y, we then have
Exjy—1 (Wi, x) = O(1), Vk € Myt > T,
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Meanwhile, for all neurons £ € M_;, by Lemma B.9 and Theorem 4.1 we have for all t > Ty = é(%)
P () %) > 0] = o1
Egym [(W(, ) > 0] = o(1).

Therefore, we have

Eyy—1h™) (x) :% > Exiyet [ReLU (W™, %)) —% > Byt [ReLU ((w{,x))]

keM; keM_1
1 1
=— Y el -= > o)
m keM;y m keM_1
=0(1).

Now, suppose that R > ©(1). Choose Ty = @(mvnlgfm) = é(n%) Then, for every t = Ty, ...,T> — 1 we have

Pryjy_1 [hm)(x) < 1] = 0(1).

This further leads to

o 2 By [ReLU (w7 )| - - 3 By [ReLU (. 0) |

keMl ke,
m Z By | (Wi 3) = (wx)| (48)
kGMl
1
2 Exyt [0 = (0] 4 T 30 B () - (w0
ke/\/f” kEMl\Nl(t)

For the first term in the RHS of the last equality in (48), by Lemma B.6 we have

LS B[ ) — (w0

ke/\/(’)

LS (@ (’if) - AnEx|y_1<W$f),x>)

keN
d
-0 (77 0) 7
m

where in the last equality we use \Nl(t)| =0(m), A = O(-%:) and Ex|y:1<w§:), X) = O(1) fort < Ts.

For the second term in the RHS of the last equality in (48), by Lemma B.7 we have

1 S Ex\y:1[<wz(f+1)ax> (wl?), >} <()<Tldo)

m m
kEMl\Nl(t)

Therefore,
do(To — T
]EXIy=1h(T2)(X) = Ex\yzlh(Tl)(x) +6 <770(21)> +o0(1)
m

=0(1) + O(y/logm) £ o(1) = ©(y/logm).

Applying one-sided Bernstein’s inequality (Lemma D.1) then gives

Proy—1 1) (x) <1] = 0 (1) :
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which contradicts with Pryy,_; [n(T2)(x) < 1] = ©(1). Hence, we must have R; = o(1). By a similar argument, we also
have R_; = o(1). We then have that Rp,_... (h(T2)) = o(1) holds.

Part 2: proving Roop (h(7)) = O(1).

This part of the proof directly follows from Theorem 4.2. Since after ¢ = 77 iterations we have 3, Sy Mi (w,(:)7 m;) =
©O(1) for every neuron k € N, () it can be shown that perturbing each p; from ©(1) to —O(1) for j € Spe (recall the
generation process of the OOD data in Definition 3.1) changes the output of the network by at least —% > Y0) o(1) =

fé(l) using the fact that \Nét” = ©(m) for every ¢ (using Lemma A.7 and Lemma B.8). By the definition of the OOD
risk we then arrive at the desired result.

Finally, combining Part 1 and Part 2 completes the proof. O

C. Separation between Linear Networks and Non-Linear Networks: Proof of Theorem 4.4

Before providing the main proof, we first introduce some lemmas that characterize the gradients of the two-layer linear
network. In general, the gradients of two-layer linear networks take a similar form to those of two-layer ReLLU networks
except for not having the ReLU derivative. We can thus reuse some of our lemmas in Section A and Section B in the analysis

of the gradients.
Notation. In this section, we overload the notation from the previous sections such as h(*) (x) and W,(f) and let them also
denote the linear network model/weights.

Lemma C.1 (Gradient of linear networks). For every example (x,y) € X X ), every k € [m], and every iteration t, the
following holds:

leg)f (h(z),y) = —arylp@)<12. (49)

Proof. The proof follows from simple calculation. O

Lemma C.2 (Gap between empirical and population gradients). For every k € [m], every j € [d], and every iteration

t, if the batch size N = poly(d) for some sufficiently large polynomial, then the following holds with probability at least
1— e Sd).

(t) N ] < L
'<V 0N % £(n0 )15 = (Vo By <h<">’y>’mﬂ>’ =poy(@) O
Proof. The proof is nearly identical to Lemma A.2, hence we omit here. O

Since in linear models we do not need to consider the activation probability (equivalently, this can be viewed as each
neuron being fully activated for every example), we can analyze the gradient projections for all neurons without resorting to
characterizing a subset of neurons as in Definition A.4.

Lemma C.3 (Gradient projection onto background features, linear networks). For every iteration t < O( "’0 ), every
k € [m], and every j € Shg, the following holds:

<V mN Z (h(t (t) Z(t))’rnj> - pol)ll(d)’ Gb
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Proof. Applying Lemma C.1 and Lemma C.2, we obtain

<V <t>f Z ﬁ( (t) Z(t)),'mj>

i€[N]
1
= (V. Exym .é(h(” , ) N
< w,(ct) ( ;}') Dtrain (X) y m]> poly(d)
1
= aiE ~ vl it —
o) Puan YO GO = o1y () (52)
= ak-]E(x7y)ND"ain1h(t)(x)§11y:1Zj
1
—aiLE ~ N e 1y 12, + —
ag (x,y) Dtrain h(>(x)§1 Yy 1Z] poly(d)
_ 1
poly(d)”
This gives the desired result. O

We are now ready to prove Theorem 4.4. For ease of presentation, we first restate the theorem and then introduce its proof.

Theorem C.4 (Linear networks). If we replace the ReLU functions in the network with identity functions and keep other
conditions the same as in Theorem 4.2, then with high probability, we have |<w,(€ ) ,m;)| < O( =) for every k € [m] and
every j € Spg.

Proof. Forevery k € [m] and every j € Sbg, by the SGD update (4) we have

(w (1) >_—17<V mf Zﬁ( RO t)7 )) mg>+(1—/\77 Wl(ft)’ Z M)

JE€Score

By Lemma C.3, we obtain

(t+1) () n

w ,mji)=(1—n){w,;’ ,m,) + .

< k J > ( ) < k J > pOly(d)
By Lemma D.5, with probability at least 1 — O(%), we have at initialization

(0) log‘ m
a M| < 24 ——.
max [(wy, ", my)| < 24/ =4

Recall that A = O( 19+ ). Combining the above equations gives the desired result. O

Remark. Similar to our analysis of two-layer ReLU networks, for two-layer linear networks we can also analyze the
correlation growth between every neuron and the core features and show that SGD can converge to a solution with small
ID risk. Since Theorem 4.4 indicates that linear networks do not have feature contamination (i.e., background features do
not accumulate in the weights), we can show that the network would also have small OOD risk at convergence. Since this
analysis has a similar procedure to (and is also much simpler than) our analysis on two-layer ReLU networks we do not
include it here.

D. Probability Theory Lemmas

In this section, we provide the probability theory lemmas used in our proofs for completeness. Since those lemmas are
standard results in the probability theory we omit the proofs of them.
We first state an one-sided form of Bernstein’s inequality.

Lemma D.1 (One-sided Bernstein’s inequality). Given n independent random variables {X;};c[,) with x; < b almost
surely for every i € [n], the following holds for every § > 0:

né?
P i —Ex;) >nd| < — . 53
r[.Z(x Xz i eXP( rILZie[n]EX?+Z§S> Y
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Note that the above result can also be used to derive bounds on the lower tail by applying it to the random variables
{—Xi}ie[n if each x; is bounded from below.

We then state a matrix extension of Bernstein’s inequality; such type of inequalities is useful for bounding the gradients of
the network in our proofs.

Lemma D.2 (Matrix Bernstein’s inequality (Oliveira, 2010; Tropp, 2012)). Given n independent random matrices {Xi}ie[n]
with dimension dy x dy and EX; = 0, || X;||2 < b almost surely for every i € [n], define the sum S := 3, X; and let
v(S) denote the matrix variance statistic of the sum:

0(8) = max {[[E[SS"][|2, |E[S"S]]|2}, (54)

where ||-||2 denotes the spectral norm a matrix or the {5 norm of a vector (when di = 1 or da = 1). Then, the following
holds for every 6 > 0:

52
Pr [HSH2 > 5] < (dl + d2) - eXp <_2U(S)+2§6> (55)

We then state a basic result for bounding the cumulative distribution function of the unit Gaussian distribution that is
repeatedly used in deriving neuron properties in initialization.

Lemma D.3 (Bounds for unit Gaussian variables). Letr x ~ N(0,1) be a unit Gaussian random variable. Then, the
following holds for every § > 0:

1 § 52 11 52
Emexp (—2) <Pr[x > < —<exp <_> (56)

Finally, we state a result for lower bounding the upper tail of the cumulative distribution function for binomial variables
using Hoeffding’s inequality:

Lemma D.4 (Tail bound for binomial variables). Let x ~ B(n, p) be a binomial random variable with trial number n and
success probability p € [0, 1]. Then, the following holds for every n, p and integer k < np:

( k—1\>
Prix > k] > 1—exp —2n<p— - > . (57)

Lemma D.5 (Concentration of the maximum of absolute Gaussian). Lef X1, ...,X, be i.i.d. random variables that follow
the zero-mean Gaussian distribution N (0, 02). Then, the following holds for every positive integer n.:

2
Pr [Inz[u]( |x;| > 20\/logn] < = (58)
i€n n
Lemma D.6 (Berry—Esseen theorem). Let X1, ..., X, be independent random variables with Ex; = 0, EX? = 0'1-2 > 0, and

pi = E|x3| < cc. Also, define the normalized sum

. X;
g, i e Xi 59)

A/ Zie[n] o?

Denote @ the cumulative distribution function of N'(0,1). Then, there exists a constant Cy € [0.40, 0.56] such that

n

sup |Pr[s, < ] — ®(4)| < Cy <Z U?) Zpi. (60)
i=1 i=1

JER
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APPENDIX II: EXPERIMENTAL DETAILS AND ADDITIONAL RESULTS

In this part of the appendix, we present the details of the experiments in the main text and include additional empirical
results in both real-world datasets and synthetic distribution shift settings. A quick overview of the structure of this part is as
follows:

* In Section E, we provide the implementation details and more results of the representation distillation experiments
in Section 2.

 In Section F, we present more numerical results, implementation details, more results of class activation histograms,
and additional feature visualization for deep neural networks.

* In Section G, we provide empirical evidence that supports the conjecture in Section 6 and more discussion on related
work.

E. Representation Distillation Details
E.1. Natural Distribution Shifts of ImageNet

Datasets. Following (Taori et al., 2020; Radford et al., 2021; Wortsman et al., 2022), we consider 5 natural distribution
shift test sets of ImageNet that are representative of real-world distribution shifts without artificial perturbations to images,
including ImageNetV2 (Recht et al., 2019), ImageNet-R (Hendrycks et al., 2021a), ObjectNet (Barbu et al., 2019), ImageNet
Sketch (Wang et al., 2019), and ImageNet-A (Hendrycks et al., 2021b). Compared to the original training and validation
(ID test) sets of ImageNet, those test sets are reflective of changes in data distribution due to natural variations in the data
collection process such as lighting, geographic location, image background, and styles.

Pre-trained models. We used pre-trained checkpoints provided by CLIP (Radford et al., 2021), which is reported to exhibit
remarkable robustness to distribution shifts of ImageNet. The official CLIP repository provide CLIP models pre-trained
on the same dataset with varying sizes and architectures (ResNets and ViTs). In our experiments, we used five different
CLIP models, including four ResNets and one ViT: CLIP-ResNet-50 (CLIP-RN50), CLIP-ResNet-101 (CLIP-RN101),
CLIP-ResNet-50x4 (CLIP-RN50x4), CLIP-ResNet-50x16 (CLIP-RN50x16), and CLIP-ViT-B/16. For linear probing, we
freezed the weights of the pre-trained models and trained randomly-initialized linear classification heads on top of the
extracted representations on the ImageNet training set for 10 epochs. Following the hyperparameters used by Wortsman
et al. (2022), we used the AdamW optimizer (Loshchilov & Hutter, 2019) with learning rate 0.001, ¢ weight decay 0.1,
batch size 256, and a cosine learning rate scheduler (Loshchilov & Hutter, 2017). The results are reported based on the
model with the best ID validation accuracy.

Representation distillation. For each pre-trained CLIP model (teacher model), we freezed its weights and randomly
initialized another model with identical architecture to the teacher model. We used the Mean Squared Error (MSE) loss to
train the student model on the ImageNet training set, minimizing the mean Euclidean distance between the representations
extracted by the student model and the representations extracted by the teacher model. We did not perform extensive grid
search on the distillation hyperparameters and sticked to the following hyperparameter choices based on our preliminary
experiments:

¢ CLIP-RN50: AdamW optimizer with learning rate 0.001, £» weight decay 0.05, batch size 256, and a cosine learning
rate schedular with warmup for 10000 steps; 100 distillation epochs.

e CLIP-RN101: AdamW optimizer with learning rate 0.001, {5 weight decay 0.1, batch size 256, and a cosine learning
rate scheduler with warmup for 10000 steps; 100 distillation epochs.

¢ CLIP-RN50x4 and CLIP-RN50x16: AdamW optimizer with learning rate 0.0001, {5 weight decay 0.5, batch size 256,
and a cosine learning rate scheduler with warmup for 10000 steps; 100 distillation epochs.

e CLIP-ViT-B/16: AdamW optimizer with learning rate 0.0001, /5 weight decay 0.1, batch size 256, and a cosine
learning rate scheduler with warmup for 10000 steps; 200 distillation epochs. Besides minimizing the difference
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between final representations (i.e., the output of the last layer of the networks) of student and teacher networks, we also
minimized the difference between student and teacher network’s intermediate representations of each residual attention
block with a weighting coefficient 0.1.

In the linear probing stage, we freezed the parameters of the student models and trained a randomly initialized linear
classification head for each student model on the ImageNet training set for 10 epochs. We used the AdamW optimizer with
learning rate 0.001, /2 weight decay of 0.001, batch size 256, and a cosine learning rate scheduler. The results are reported
based on the model with the best ID validation accuracy.

Baseline models. We reported the results of baseline models provided by the testbed of Taori et al. (2020). In their
testbed, Taori et al. (2020) catogory the models into different types, where some type of models are trained with more
data than the original ImageNet training set. Since our aim is to explore the limit of representation learning using only ID
data, we omit the results of those models trained with more data. We also omit the results of models with significantly
lower accuracy than common ImageNet models, such as linear classifier on pixels or random features, classifiers based
on nearest neighbors, and low accuracy CNNs. Concretely, we reported the results of the following two types of models
defined by Taori et al. (2020):

* STANDARD: models obtained by standard training (i.e., ERM) on the ImageNet training set.

* ROBUST_INTV: models trained with existing robust intervention techniques on the ImageNet training set.

Detailed results. We list detailed OOD generalization performance of linear probes on pre-trained and distilled represen-
tations on all 5 distribution shift test sets as well as the ID generalization results on the original ImageNet validation set
in Table 1.

Table 1: Detailed ID and OOD top-1 accuracy (%) of linear probes on pre-trained and distilled representations on ImageNet-
based test sets. “Im” refers to “ImageNet”.

Im D) OOD Avg. ImV2 Im-R ObjectNet Im Sketch Im-A

CLIP-RN50 70.37 39.42 59.03 51.18 37.72 31.87 17.31
Distilled RN50 69.85 31.63 5797 38.22 32.72 20.97 8.25
CLIP-RN101 72.33 45.27 61.70  59.92 43.07 37.93 23.73
Distilled RN101 72.28 35.18 60.46  44.09 35.89 23.88 11.56
CLIP-ViT-B/16 79.40 57.59 69.72 7242 51.85 47.33 46.64
Distilled ViT-B/16 ~ 73.58 37.14 62.45 4443 35.52 23.83 19.47
CLIP-RN50x4 76.18 51.45 65.83  64.80 48.74 42.19 35.67
Distilled RN50x4 76.25 41.40 65.20 49.22 42.71 29.23 20.64
CLIP-RN50x16 80.24 60.61 70.13  73.67 56.92 48.52 53.79
Distilled RN50x16  79.65 48.26 68.49 55.03 48.90 32.93 35.97

E.2. iWildCam-WILDS
Dataset. We used the official version of the dataset provided by WILDS (Koh et al., 2021).

Pre-trained models. In order to obtain a feature extractor that exhibits sufficient generalization ability on the dataset,
we explored different pre-trained models including ViTs in CLIP (Radford et al., 2021), RegNets in SWAG (Singh et al.,
2022) as well as ResNets pre-trained on ImageNet (Deng et al., 2009). In the end, we chose a fine-tuned ResNet-50 (RN50)
that is pre-trained on ImageNet as the teacher model since we observed that ImageNet-scale pre-training already leads to
considerable robustness improvements compared to models trained from scratch on this dataset (also reported by Miller
et al. (2021)), while being consistent to the network architecture used in the official WILDS repository. For linear probing,
we freezed the parameters of the pre-trained model and trained a randomly initialized linear classification head using the
hyperparameters provided by the official WILDS repository. The results are reported based on the model with the best OOD
validation accuracy, following the protocol used by the WILDS paper (Koh et al., 2021).
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Representation distillation. We freezed the weights of the teacher model and randomly initialized a ResNet-50 as the
student model. We trained the student model by minimizing the Euclidean distance between its extracted representations
and the representations extracted by the teacher model using the MSE loss on the training domains of iWildCam-WILDS.
The student model was trained for 150 epochs using AdamW with batch size 128, learning rate 0.0001, and /> weight decay
0.1. In the linear probing stage, we freezed the parameters of the student model and trained a randomly initialized linear
classification head using the hyperparameters provided by the official WILDS repository. The results are reported based on
the model with the best OOD validation accuracy, following the protocol used by the WILDS paper.

Baseline models. We reported the results of baseline models provided by (Miller et al., 2021). In their result file, Miller
et al. (2021) report both results for ImageNet-pre-trained neural networks (corresponding to models with model_type
as “Neural Network™ in the result file) and results for neural networks trained from scratch (corresponding to models with
model_type as “ImageNet Pretrained Network™). Since our aim is to explore the limit of representation learning using
only ID data, we omit the results of the models with pre-training.

Detailed results. We list detailed ID and OOD generalization performance of linear probes on pre-trained and distilled
representations on iWildCam-WILDS in Table 2.

Table 2: Detailed ID and OOD Macro F1 of linear probes on pre-trained and distilled representations on iWildCam-WILDS.

ID Macro F1  OOD Macro F1

ImageNet RN50 49.30 32.46
Distilled RN50 32.32 13.83

E.3. Camelyon17-WILDS
Dataset. We used the official version of the dataset provided by WILDS (Koh et al., 2021).

Pre-trained models. After preliminary experiments, we chose a ViT-B/16 pre-trained by CLIP as our teacher model. For
linear probing, we freezed the parameters of the pre-trained model and trained a randomly initialized linear classification
head using the hyperparameters provided by the official WILDS repository. The results are reported based on the model
with the best OOD validation accuracy, following the protocol used by the WILDS paper (Koh et al., 2021).

Representation distillation. We freezed the weights of the teacher model and randomly initialized a ViT-B/16 with
identical architecture to the teacher model as the student model. We trained the student model by minimizing the Euclidean
distance between its extracted representations and the representations extracted by the teacher model using the MSE loss on
the training domains of Camelyon17-WILDS. The student model was trained for 120 epochs with batch size 128, learning
rate 0.0001 and ¢y weight decay 0.1 using AdamW. For linear probing, we freezed the parameters of the student model
and trained a randomly initialized linear classification head using the hyperparameters provided by the official WILDS
repository. The results are reported based on the model with the best OOD validation accuracy, following the protocol used
by the WILDS paper.

Baseline models. We reported the results of all algorithms from the offcial WILDS leaderboard (accessed at September
26th, 2023) that do not use custom data augmentation or pre-training (including “SGD (Freeze-Embed)” that uses CLIP
pre-training and “ContriMix”, “MBDG”, “ERM w/ targeted aug” and “ERM w/ H&E jitter” that use custom, task-specific
data augmentations) as baseline results.

Detailed results. We list detailed ID and OOD generalization performance of linear probes on pre-trained and distilled
representations on Camelyon17-WILDS in Table 3.

E.4. DomainNet

Dataset. Following the setup of Tan et al. (2020); Kumar et al. (2022), we used a pruned version of the original DomainNet
dataset (Peng et al., 2019). The pruned dataset consists of 4 domains {Clipart, Painting, Real, Sketch} and 40 commonly
occurring classes, selected from the original DomainNet which consists of 6 domains and 345 classes.
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Table 3: Detailed ID validation and OOD test accuracy (%) of linear probes on pre-trained and distilled representations on
Camelyon17-WILDS.

ID Validation Accuracy OOD Test Accuracy

CLIP-ViT-B/16 98.22 92.88
Distilled ViT-B/16 98.28 89.83

Implementation details. We adhered to the experimental settings as in DomainBed (Gulrajani & Lopez-Paz, 2021),
which encompassed protocols for data augmentation, dataset partitioning, and hyperparameter search strategies. We opted
for the widely adopted training domain validation for the model selection criterion. To reduce the computational cost,
without loss of generality, we chose the Sketch domain with the largest distributional shifts as the test domain (OOD), while
training on the other three domains (ID). For both our model and baseline models, we performed random searches on the
hyperparameters with three different random seeds, each involving 5 trials.

Pre-trained models. We used the official ResNet-50 (RN50), ResNet-101 (RN101), and ViT-B/32 pre-trained checkpoints
provided by CLIP.

Representation distillation. Due to limitations imposed by the scale of the dataset, we exclusively employed the CLIP-
RNS50 as the teacher model—it turns out in our preliminary experiments that distilling the other two pre-trained models
results in worse performance both ID and OOD, which we believe is because the scale of the dataset is too small for distilling
larger models. In the distillation stage, we freezed the pre-trained CLIP-RNS50 as the teacher model and used the MSE
loss to train the student RN50 model with the exact same structure as CLIP-RN50 but with random initialization. We used
the AdamW optimizer with a cosine scheduler and learning rate 0.0003, /5 weight decay Se-5, batch size 32, and trained
the student model for 95000 iterations. In the linear probe stage, we freezed the parameters of the student model and add
a randomly initialized single-layer linear classifier. We trained the linear probe on the training sets of the three training
domains and performed zero-shot evaluation on the test domain. We ultimately select the checkpoints with the highest
accuracy on the validation set from the training domain. During this stage, we used the Adam optimizer (Kingma & Ba,
2015) with a cosine scheduler and learning rate 0.003, /5 weight decay le-6, batch size 32, and trained the linear probe for
5000 iterations.

Baseline models. We generally followed the settings of DomainBed, with the exception of using a modified RN50 model
with the same structure as CLIP-RN50 but randomly initialized. Additionally, we introduced a cosine scheduler with a
warmup to enhance the convergence of models trained from scratch. We conducted extensive experiments with 15 represen-
tative domain generalization algorithms, including ERM (Vapnik, 1999), IRM (Arjovsky et al., 2019), GroupDRO (Sagawa
et al., 2020a), Mixup (Zhang et al., 2018), MLDG (Li et al., 2018), Deep CORAL (Sun & Saenko, 2016), DANN (Ganin
etal., 2016), SagNet (Nam et al., 2021), ARM (Zhang et al., 2021), VREx (Krueger et al., 2021), RSC (Huang et al., 2020),
SelfReg (Kim et al., 2021), IB-ERM (Ahuja et al., 2021a), and IB-IRM (Ahuja et al., 2021a), and Fish (Shi et al., 2022). We
increased the training iterations from the default 5000 to 20000 to ensure the convergence of all methods.

Detailed results. We list detailed ID and OOD generalization performance of linear probes on pre-trained and distilled
representations on DomainNet in Table 4.

Table 4: Detailed ID test and OOD test accuracy (%) of linear probes on pre-trained and distilled representations on
DomainNet.

ID Test Accuracy OOQOD Test Accuracy

CLIP-RN101 92.30 87.34
CLIP-ViT-B/32 92.35 87.60
CLIP-RN50 87.02 82.58
Distilled RN50 7791 64.78
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F. Additional Experiments and Results
F.1. Numerical Experiments

In this section, we present the results of our numerical experiments. The numerical experiments were conducted with
parameters dcore = dbg = 32, d = 256, m = 256, and N = 1000. During training, each z;, ¢ € [do] was sampled from the
uniform distribution on its support [0, 1]; during testing, each z;, i € Score Was sampled from the same distribution as in
training, while each z;, ¢ € Si,; was sampled from the uniform distribution on [—1, 0]. We considered two experimental
settings:

* Classification: We trained a two-layer ReLU network to predict the binary label for each input, which matches our
theoretical setting in Section 4. As an ablation, we also trained a two-layer linear network for the same task, replacing
the ReLU functions in the network by identity functions.

* Regression (representation distillation): We trained a two-layer ReLU network to predict the vector (z;);cs..,.
for each input—note that this is an optimal representation for OOD generalization, which matches the setting as our
real-world representation distillation experiments in Section 2. As an ablation, we also trained a two-layer linear
network.

In both settings, we trained the network using SGD with a learning rate 0.001 and a weight decay A = 0.001. The results
are in Figure 7, Figure 8, and Figure 9, which corroborate our theoretical results on

¢ Activation asymmetry: as shown by Figure 7, each neuron evolves to have positive correlations with at most one class
of examples during training.

* Feature contamination happens for non-linear networks: as shown by Figure 8a (classification) and Figure 9a
(regression), two-layer ReLU networks indeed accumulate weight projections onto the background features during
training, leading to small ID risk yet large OOD risk.

* Feature contamination does rot happen for linear networks: as shown by Figure 8b (classification) and Figure 9b
(regression), two-layer linear networks does not accumulate weight projections onto the background features during
training, leading to both small ID risk and small OOD risk when the concept class is linearly separable.

Extensions to more general settings: in Figure 3(d) in the main text, we provide numerical results of the average
correlations between weights and background features for different activation functions. Here we detail our experimental
settings and provide complete results in Figure 10. Concretely, we consider a non-linear relationship between core features
and the label where core features for the two classes are distributed in a hyperball in R%ocre with radii 1.0 and 2.0, respectively.
We consider four different activation functions, namely ReLU, GELU (Hendrycks & Gimpel, 2016), Sigmoid, and Tanh. We
consider a two-layer network where both layers have trainable weights and biases. We use the AdamW optimizer (Loshchilov
& Hutter, 2019) instead of SGD.

F.2. Class Activation Histograms

In this section, we include average activation rate histograms for all blocks of ResNet-50 and ViT-B/16 as described
in Section 5 in the main text. For every block in ResNet, we compute the mean activation rate for every class averaged over
all channels in the final ReLU layer; for every block in ViT, we compute the mean activation rate for every class averaged
over all channels in the GELU layer in its MLP. For every channel with the activation function ¢ and pre-activation input z,
1,ifo(z) >0
the activation rate is defined by rate(x) := ’ (z) , where o is ReLU for ResNet and GELU for ViT.
0, otherwise
See Figure 11 for histograms of ResNet-50 blocks and Figure 12 for histograms of ViT-B/16 blocks. For earlier blocks in
ResNet-50, activation asymmetry is not exhibited at random initalization but exhibited after training; for later blocks in
ResNet-50 and all blocks in ViT, activation asymmetry is exhibited both at random initialization and after training.

F.3. Neuron Selectivity

In this section, we detail the neuron selectivity metric that we adopted to produce the results in Figure 5 in the main text.
Concretely, to examine whether the property of activation asymmetry also holds for deep neural networks, we adopt a similar
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selectivity metric as in (Morcos et al., 2018) to quantify the difference of neuron activation magnitudes between different
classes. For a C-way multi-class classification problem and for a neuron, we denote the class-conditional mean activation
after the nonlinearity for each class by y1, . .., ¢ In other words, each p; € R is calculated by averaging the activation of
all inputs that belong to class . Then, the selectivity of this neuron is defined as

Selectivity := Hmax —

— Hmax T 61
imae] + T + € D

where fimax = max{pi,...,uc} and p = %Zie[C] w; denote the largest class-conditional mean activation and the

mean activation of all classes, respectively. € > 0 is a small constant for numerical stability and we set ¢ = 1e~% in our
experiments. In practice, we compute each u;,¢ € [C] by averaging over examples in mini-batches with a batch size of 1024
on the ImageNet validation set, and then averaging over all mini-batches. For CLIP-RNS50, the reported neuron selectivity
is averaged over all dimensions of the output of the last attention pooling layer. For CLIP-ViT-B/16, the reported neuron
selectivity is averaged over all dimensions of the output of every GELU layer in the last attention block.

F.4. Feature Visualization on CIFAR-10

To investigate the presence of feature contamination in real-world datasets, we conducted a experiment based on a variant of
the CIFAR-10 dataset that is explicitly modified to incorporate background features that have no correlation with the label.
Concretely, we augmented the CIFAR-10 training set by padding brick red pixels to the original images from CIFAR-10 and
resized the padded images to the size of the original images, as shown in Figure 6(c). Since our padding does not impact the
original image contents, it follows the “orthogonal” setting in our theoretical model where the core features (the original
image contents) and the background features (the padded pixels) are independent—there exists a linear transformation in
the input space that can fully recover core features and remove background features.

We then visualize the learned features of a ResNet-32 network trained on the original CIAFR-10 dataset and another
ResNet-32 trained on our modified dataset. Following the visualization technique in Allen-Zhu & Li (2021), we performed
adversarial training using the method proposed by Salman et al. (2019) and visualized the features learned by the network’s
convolutional kernels in the 31st layer using the same hyperparameters as described in Allen-Zhu & Li (2021). As shown
by Figure 13, we observe notable differences in the learned color information between models trained on the original
CIFAR-10 dataset and its modified variant. Meanwhile, we note that there are no obvious geometric patterns in the red areas,
which we conjecture is due to the augmentations used during training such as random cropping and flipping. In general,
the visualization results suggest that background features are indeed learned by deep neural networks despite having no
correlation with the label, which corroborates our theory and indicates that feature contamination also happens in deep
Seatures learned from real-world image data.

G. Empirical Evidence that Supports the Conjecture in Section 6

In this section, we provide preliminary empirical evidence that supports the conjecture stated in Section 6 in the main text
and discuss its relation with related observations in recent work. For ease of presentation, here we restate this conjecture:

Conjecture. Pre-training on a sufficiently diverse dataset does not remove uncorrelated features, but linearizes those
features in the model’s representations, hence mitigating feature contamination and improving OOD generalization.

Table 5: Detailed ID test accuracy, OOD test accuracy, and domain classification error (%) of linear probes on pre-trained
and distilled representations on PACS.

ID Test Acc. OOD Test Acc. Domain Classification Error

CLIP-ViT-B/16 99.68 91.59 0.06
CLIP-RN50 97.35 85.67 0.19
ERM-RN50 99.28 76.47 1.02
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Figure 7: (Activation asymmetry) The average correlation between 10 random neurons and examples from both classes
as a function of training iterations in the classification setting. In each column, the top plot above shows the average
correlation between the weight (learned feature) of the neuron and the examples from class y = 1, while the bottom plot
shows the average correlation between the weight (learned feature) of the neuron and the examples from class y = —1.
As the training goes on, each neuron evolves to have positive correlation with at most one class of examples, resulting in
activation asymmetry.
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Figure 8: The ID and OOD risks (top) and the norm of weight projections onto core and background features (bottom) in

the classification setting.
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Figure 9: The ID and OOD risks (top) and the norm of weight projections onto core and background features (bottom) in

the regression setting.
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Figure 10: Complete numerical results of the ID/OOD loss and average weight-feature correlations for different activation
functions. Feature contamination occurs for all activation functions considered, resulting in large OOD loss.

G.1. Large-Scale Pre-training Leads to Linear Separability of Domains

To empirically test this conjecture, we first examined the properties of the pre-trained representations from CLIP and the
representations learned by ERM on a domain generalization dataset PACS (Li et al., 2017) for image classification. The
images in PACS are divided into four domains, namely Photo, Art painting, Cartoon, and Sketch, with seven common
categories. We trained a ResNet-50 ERM model using the examples from the first three domains (ID) and the Sketch domain
was treated as the OOD domain. To evaluate the robustness of CLIP representations, we fitted a linear probe on top of
freezed CLIP representations on ID domains and evaluated the learned linear probe on the OOD domain.

We begin by a 2-dimensional visualization of both the learned ERM representations and the CLIP representations using PCA
dimensionality reduction. As shown in Figure 14, ERM representations and CLIP representations exhibit quite different
properties in terms of domain separability: while examples from training and test domains are visually mixed in ERM
representations, examples from training and test domains are strongly linearly separable in CLIP representations.

We then quantitatively examined this linear separability by fitting linear classifiers on top of ERM and CLIP representations
for domain classification. Concretely, we trained linear classifiers with the original “class” label of each example substituted
by its domain index. We then evalute the accuracy of this classifier on a hold-out validation set. As shown in Table 5,
domain classifiers on CLIP representations have considerably smaller error than domain classifiers on ERM representations,
which is consistent with visualization. This phenomenon is related to recent work on unsupervised domain adaptation based
on contrastive learning (Shen et al., 2022; HaoChen et al., 2022), where it has been shown that contrastive learning can
learn representations that disentangle domain and class information, enabling generalization that they refer to as “linear
transferability” (HaoChen et al., 2022). However, their analysis requires that unlabeled examples from the target domain are
seen by the contrastive learning algorithm during training, while large-scale pre-training in our context seems to achieve a
similar disentangling effect even without explicitly trained on the target distribution. Further theoretical explanations of this
phenomenon is an important future work.

In summary, the results in this section suggest that the representations learned by large-scale pre-training is highly linearized,
with features representing different factors of variation not as non-linearly coupled as in our analysis on feature contamination.
We believe that such high linearity of representations plays a critical role in the OOD capability of pre-trained models.
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Figure 11: Activation rate histograms of all blocks in randomly initialized and trained ResNet-50 networks, computed from
the ImageNet validation set.

46



Feature Contamination

ViT-B/16 Blockl (Random Initialization)

ViT-B/16 Block1 (After Training)

ViT-B/16 Block2 (Random Initialization)

ViT-B/16 Block2 (After Training)

0.0 0.2 0.4 0.6 0.8

Average Activation Rate

1.0

0.0 0.2 0.4 0.6 0.8

Average Activation Rate

1.0

0.0 0.2 0.4 0.6 0.8

Average Activation Rate

1.0

500
wn 600 n 400 un 400 0
# 500 a a 600
8 ) 2 200 )
O 400 O 300 o O
s 300 5 5 ‘5 400
P = =200 o
g g g g
é 200 5 100 é 100 5 200
100
0 0 0 0
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Average Activation Rate Average Activation Rate Average Activation Rate Average Activation Rate
ViT-B/16 Block3 (Random Initialization) ViT-B/16 Block3 (After Training) ViT-B/16 Block4 (Random Initialization) ViT-B/16 Block4 (After Training)
800 800
8 g g% g
» 300 @ 0 0
2 2600 %200 600
s} [} s} [}
5200 5 5 150 5
o = o L 400
3 g 3 3
£ € g 100 E
2100 2200 25 2200
0 0 0 0
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Average Activation Rate Average Activation Rate Average Activation Rate Average Activation Rate
ViT-B/16 Block5 (Random Initialization) ViT-B/16 Block5 (After Training) ViT-B/16 Block6 (Random Initialization) ViT-B/16 Block6 (After Training)
i 400 « 600 w «
@ 8 3 @ 600
£ 200 4 g 4
o 6400 s} o
b 5 5 s 400
5 200 g ] 3
£ £ £ £
200
2100 2 3 3200
0 0 0 0
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Average Activation Rate Average Activation Rate Average Activation Rate Average Activation Rate
ViT-B/16 Block7 (Random Initialization) ViT-B/16 Block7 (After Training) ViT-B/16 Block8 (Random Initialization) ViT-B/16 Block8 (After Training)
800 800
wn n wn 600 n
8 8 o0 8 g
s 8 s 8600
5 5 5400 5
i + 400 i + 400
o o o o
£ £ £ £
200
2 2 200 2 2 200
0 0 0 0
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Average Activation Rate Average Activation Rate Average Activation Rate Average Activation Rate
800 ViT-B/16 Block9 (Random Initialization) ViT-B/16 Block9 (After Training) ViT-B/16 Block10 (Random Initialization) ViT-B/16 Block10 (After Training)
800 800 800
3 3 3 3
n 600 0 0 @ 600
g gooo £ 600 g
s} [} s} [}
- - - s
o400 2 400 2 400 2 400
o @ o @
k) o k) 2
5200 5 £ 5
z 2200 3200 3200
0 0 0 0
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Average Activation Rate Average Activation Rate Average Activation Rate Average Activation Rate
ViT-B/16 Block11 (Random Initialization) ViT-B/16 Block11 (After Training) ViT-B/16 Block12 (Random Initialization) ViT-B/16 Block12 (After Training)
600
800 600
250
8 & 500 g 500 8
0 600 o ) 2900
© © © 400 ©
[} G 400 [} [}
= - Pt -
2 400 S 300 5 300 5 150
3 3 3 3
1S € 200 £ 200 £ 100
2 200 E 2 E
100 100 50
0 0 0 0

0.0 0.2 0.4 0.6 0.8

Average Activation Rate

1.0

Figure 12: Activation rate histograms of all blocks in randomly initialized and trained ViT-B/16 networks, computed from
the ImageNet validation set.
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Figure 13: Additional visualization of the learned deep features in our CIFAR-10 experiment.

G.2. Large-Scale Pre-training Leads to Denser Neuron Activation

In this section, we study property of pre-trained representations from another angle of neuron activation. As we have
formally proved in Section 4, feature contamination causes the neurons to learn non-linearly coupled features. The activation
of each neuron is thus likely to involve multiple feature vectors due to this coupling. By the above deduction, if pre-training
alleviates feature contamination and learns more linearized features, then the activation of different feature vectors would be
more likely to involve different neurons, resulting in an increase in the total number of activated neurons for each input.

Empirically, we confirmed the above hypothesis by calculating the histogram of the neuron’s expected activation value in
pre-trained and distilled models from the ImageNet experiments in Section 2. We considered the CLIP-RN50 teacher model
and its corresponding student model obtained from representation distillation, and maintained an estimate of the average
activation value for each output ReLU activation in the first residual block during one evaluation run. We plot the histogram
of the neuron’s average activation value in Figure 15. As shown by the figure, the pre-trained CLIP model indeed have
considerably denser neuron activation than the distilled model, even on the ID ImageNet validation set where their top-1
accuracy is nearly the same (70.37% for the pre-trained CLIP model and 69.85% for the distilled model). This suggests that
pre-trained models learn more “decoupled” features than models trained solely on the ID data.

G.3. More Discussion on Related Work

Explaining the distributional robustness of CLIP. Understanding the remarkable distributional robustness of large-scale
pre-trained models such as CLIP is an open research problem of its own. Due to the amount and diversity of pre-training data,
a major confounder in this problem is that pre-trained models may have “seen” similar examples in standard distribution
shift test sets during pre-training rather than be essentially robust to unseen distribution shifts. Recently, Mayilvahanan
et al. (2024) conducted controlled experiments suggesting that even if we remove examples that are semantically similar to
those in OOD test sets during pre-training, CLIP still remains a large portion of its distributional robustness. Therefore,
CLIP must have achieved good OOD performance in a non-trivial way by learning OOD generalizable representations
rather than simply memorize the test distribution. Gandelsman et al. (2024) shows that CLIP’s image representations can
be decomposed as sums across individual image patches, layers and attention heads that are often property-specific. Such
“decomposability” in the representations implies that CLIP may represent different semantics in the input images in a
decoupled way, which may be free from feature contamination. However, a rigorous connection between this observation
and the linearity of features remains to be explored.
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Figure 14: Visualizations of ERM and CLIP representations after PCA dimensionality reduction to two dimensions. Circles
refer to image representations in the training domains, while crosses refer to image representations in the test domain.
Different colors represent different classes. Compared to ERM representations where the examples from training and test
domains are visually mixed, CLIP representations exhibit strong linear separability of different domains.

The linear representation hypothesis. An important observation made by recent work on interpreting the representations
of large language models (LLMs) is that many high-level, abstract concepts are linearly represented in the LLMs’ intermedi-
ate activation spaces (Marks & Tegmark, 2023; Allen-Zhu & Li, 2023a; Gould et al., 2023; Park et al., 2023; Heinzerling &
Inui, 2024; Gurnee & Tegmark, 2024). At a high level, those results are related to our conjecture in Section 6 on the feature
linearization effect of pre-training. However, it remains an open problem how pre-training leads to such effects. Another
closely related concept in the literature is superposition (Elhage et al., 2022), which hypothesizes that neural networks may
represent more independent features than the number of neurons in the network by assigning different features to the same
neuron when those features are sparse and correlated with the task. By contrast, we show that neural network can also learn
uncorrelated features even when it has enough neurons to represent all features separately.
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Figure 15: Histograms of average neuron activations of a pre-trained CLIP-RNS50 and a distilled CLIP-RN50 on ImageNet
distribution shift datasets. In each subfigure, the top plot shows the histogram of CLIP, and the bottom plot shows the
histogram of the distilled model.
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