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ABSTRACT

This paper presents enhanced analysis for sign-based optimization algorithms with
momentum updates. Traditional sign-based methods obtain a convergence rate of
(’)(T‘l/ %) under the separable smoothness assumption, but they typically require
large batch sizes or assume unimodal symmetric stochastic noise. To address
these limitations, we demonstrate that signSGD with momentum can achieve the
same convergence rate using constant batch sizes without additional assumptions.
We also establish a convergence rate under the /o-smoothness condition, improv-
ing upon the result of the prior momentum-based signSGD variant by a factor of
O(d"/?), where d is the problem dimension. Furthermore, we explore sign-based
methods with majority vote in distributed settings and show that the proposed
momentum-based method yields convergence rates of O (d'/27~1/2 + dn=1/2)
and O (max{d'/4T—1/4 d*/107=1/5}), which outperform the previous results of
O (dT=Y/* + dn=1/2) and O (d*/8T~1/8), respectively. Numerical experiments
also validate the effectiveness of the proposed methods.

1 INTRODUCTION

This paper investigates the stochastic optimization problem in the form

min f(x), (1

x€R4

where f : R? — R is a smooth function. We assume that only noisy estimations of the gradient are
available, denoted as V f(x; £), where & is a random sample such that E[V f(x; §)] = V f(x).

Problem (1)) has been extensively studied in the literature (Duchi et al., [2011} Kingma & Bal 2015;
Loshchilov & Hutter| 2017; [Fang et al., 2018; [Wang et al., |2019). One of the most widely used
methods for this problem is Stochastic Gradient Descent (SGD), which updates the parameters as:

Xep1 = X¢ — NV (x5 &), 2

where 7 is the learning rate and &, is the random sample drawn at the ¢-th iteration. It is known that
SGD achieves a convergence rate of O(T‘l/ 4), where T is the number of iterations (Ghadimi &
Lan| 2013). This rate is proved to be optimal under standard assumptions (Arjevani et al.| 2023)).

Instead of using the stochastic gradient to update, several works (Bernstein et al.l [2018; |2019; Sa-
faryan & Richtarik, [2021)) propose to update using only the sign of the stochastic gradient, i.e.,

Xep1 = X¢ — nsign (Vf(x4; &), 3)

which is particularly beneficial in distributed settings. In such scenarios, only the sign information
needs to be transmitted between nodes, significantly reducing communication overhead.

Recently, several studies have investigated the convergence properties of signSGD and its variants.
Bernstein et al.[(2018) first prove that signSGD achieves a convergence rate of O(N~'/4) under the
separable smoothness assumption, where N is the number of stochastic gradient calls. However,
their analysis requires a large batch size of O(v/N) in each iteration. Later, Bernstein et al.[(2019)
demonstrate that signSGD can achieve the same convergence rate with constant batch sizes, but
under the additional assumption that the noise is unimodal and symmetric. To avoid such extra
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Table 1: Summary of convergence rates for sign-based algorithms. Here, 7" represents the number of
stochastic gradient calls and /; &2 denotes mixed /;-norm and weighted /o-norm. We use stochastic
gradient calls rather than iteration numbers to measure convergence, in order to provide a fairer
comparison across different algorithms with varying batch sizes.

Method Convergence Assumptions Measure Additional Requirements
signSGD 1 .
(Bernstein et al.|2018) o ( T1/4 ) ll Large batch size of O(\/T)
Signum 01 .
(Bernstein et al.)[2018] o (T1/4 . l Large batch size of O(\/T)
: Assumptions

signSGD 1 . . .

, \ @ ( I /4) L&l Unimodal symmetric noise
(Bernstein et al.|[2019) T
Theorem 1
(this work) I o ( Ti/4 ) Iy —

signSGD-SIM
(Sun et al.|[2023}

)
Theorem (’)( 1/2) Assumptlons If _
T1/4

(this work)

assumptions, Sun et al.|(2023)) show that signSGD with momentum can achieve a convergence rate of
O(dT—'/*) under the I,-smoothness assumption. However, this dependence on d is unsatisfactory,
leading to high sample complexity for high-dimensional problems.

In this paper, we re-examine signSGD with momentum and establish a convergence rate of
(’)(T‘l/ ) under the separable smoothness condition. Compared with previous work (Bernstein
et al.,|2018}/2019), our analysis does not require large batch sizes or unimodal symmetric noise. Un-
der the lo-smoothness assumption, we also derive a convergence rate of (’)(dl/ 21/ 4), improving
the previous result of O(dT~'/4) (Sun et al.,[2023).

For distributed sign-based methods, each node typically transmits the sign of its gradient to the
server, which then sends back the sign of the aggregated gradients for update. In this context, previ-
. . 3/8 .
ous literature establishes convergence rates of O (ﬁ + nl—dﬂ) (Sun et al.,[2023) and O (%) Jin
et al., 2021), where n denotes the number of nodes. To improve these rates, we utilize an unbiased
. . . .. 1/2
sign operation along with momentum updates, achieving convergence rates of O (% + n%‘%) ,

1/2 1/4 1/10 . . .
O + nld/z and O (max{%lﬁ7 dTlﬁ}) with different hyper-parameter settings and algo-

rithm designs. In summary, this paper makes the following contributions:

* Under the separable smoothness assumption, we prove that signSGD with momentum can
achieve a convergence rate of O(T~'/*) without additional assumptions. In contrast, ex-
isting analyses require either large batches or the assumption of unimodal symmetric noise.

¢ Under the /5-smoothness assumption, we show that signSGD with momentum achieves a
convergence rate of O(d*/2T~1/*), improving upon the O(dT /%) result of the existing
momentum-based signSGD method under the same conditions.

. . . . 1/2 1/2
* In distributed settings, we derive convergence rates of O (”T + n%'l/z) @ (% + #)
1/4 1/10 . . . .
and O (max {—5{1 T —‘fm 7% }), with the latter two substantially outperforming previous re-

sults of O (77 + —&7) and O (%31—//88), respectively.

We compare our results with existing methods in Tables[T|and 2]
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Table 2: Summary of results for sign-based algorithms in the distributed setting, where n represents
the number of nodes and 7" denotes the iteration number.

Method Convergence Measure

MV-sto-signSGD-SIM d d
(Sun et al.,[2023) o (T1/4 + W)

Theorem 0 (d1/2 Lo ) l
(this work) T1/2 ni/2 1
Theorem 4] v 4

(this work) o ( T + n1/2)
Sto-signSGD 0 (d3/8)

(Jin et al.{[2021) T1/8 I
Theorem 5] o (max{ p/4 /0 }) 2
(this work) T1i/4 T1/5

2 RELATED WORK

In this section, we review the signSGD method and its variants, as well as sign-based methods with
majority vote in distributed settings.

2.1 SIGNSGD AND ITS VARIANTS

The convergence of signSGD is first analyzed by Bernstein et al| (2018), who obtain a rate of
O(N~1/%) with a large batch size of O(v/N), where N is the number of stochastic gradient calls.
They also show that the momentum version of signSGD, named Signum, achieves a convergence
rate of O(N~1/*log N) with increasingly large batches. To avoid large batch sizes, Bernstein et al.
(2019) attain the same convergence rate with a constant batch size, but rely on the strong assumption
that the stochastic gradient noise is both unimodal and symmetric, which is not satisfied for many
types of noise in practice.

Subsequently, Karimireddy et al.| (2019) observe that signSGD with a constant batch size may not
converge to optimal points for convex objectives and performs poorly compared to traditional SGD.
To address this, they incorporate the compression error into the next update step and show that error
feedback enhances practical performance. However, their error-feedback method needs to transmit
additional information and further assumes the bounded gradient assumption, making their analyses
non-standard. Rather than assuming unbiased estimation and bounded noise, [Safaryan & Richtarik
(2021)) provide convergence guarantees under the success probability bounds assumption, which
posits that the sign of the stochastic gradient matches that of the true gradient with a probability
greater than 1/2. Recently, [Sun et al.[(2023)) analyze the momentum-based version of signSGD and
achieve a convergence rate of O(dT -1/ 4) under standard assumptions. However, their dependence
on d can be further improved, as demonstrated by our analysis.

Besides, several other variants have been proposed. For instance, ZO-signSGD (Liu et al.|, [2019)
combines zeroth-order updates with sign information, ensuring gradient-free and communication
compression. Jiang et al.| (2024) incorporate variance reduction with sign operation, improving the
convergence to O(7T~1/3) under a stronger smoothness assumption and to O(d'/?m!/4T~1/2) for
finite-sum problems, where m denotes the number of functions in the finite-sum structure. However,
their O(T~'/3) result is obtained under the stronger average smoothness assumption, which requires
that each stochastic sample is smooth. Additionally, their proposed method involves computing the
gradient at the previous decision point, resulting in additional computational overhead.

2.2  SIGN-BASED METHODS WITH MAJORITY VOTE

The majority vote technique is employed to enable communication compression in distributed set-
tings. In this framework, each node transmits only the sign of its gradient estimation to the pa-
rameter server, which then aggregates the information and sends the sign of the aggregated data
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back to each node for updating. In the homogeneous setting, Bernstein et al| (2018)) first demon-
strate that signSGD with majority vote can achieve a convergence rate of O(7'~1/*) with large batch
sizes. Later, Bernstein et al. (2019) further obtain the same rate with a constant batch size when the
noise is unimodal and symmetric. For more challenging heterogeneous environments, the SSDM
method (Safaryan & Richtarik, 2021) achieves a convergence rate of O(dl/ 2p-1/ 4) under the suc-
cess probability bounds assumption. However, SSDM only guarantees 1-bit compression in one
direction, since the information sent back to each node is not the sign information anymore. To
address this, Stochastic-Sign SGD (Jin et al.| 2021) ensures 1-bit compression in both directions
and achieves a convergence rate of O(d*/$T—1/%) in terms of the l-norm. Later, Sun et al.[(2023)

propose the MV-sto-signSGD-SIM method, attaining a convergence rate of O (ﬁ + #) By
incorporating variance reduction techniques, Jiang et al.| (2024) improve the convergence rates to

1/2 .
@] (% + ﬁ) and O(d/*T~1/*), under a stronger average smoothness assumption.

3 SIGNSGD WITH MOMENTUM UPDATES

In this section, we first introduce the assumptions used to analyze sign-based methods and then
present our convergence guarantees for signSGD with momentum. Due to space limitations, all
proofs are deferred to the Appendix.

3.1 ASSUMPTIONS

We outline the assumptions commonly used to derive convergence guarantees for sign-based meth-
ods (Bernstein et al.,|2018;/2019).

Assumption 1 f, =inf, f(z) > —oco and f(x1) — fi« < Ay for the initial solution x.

Assumption 2 (Separable smoothness) The objective function f is separable smooth if there exist
non-negative constants (L1, Lo, . . ., Lq] such that

d

F(¥) < PO+ (V75 — ) + 5 3 Lalyi — o)

i=1
Assumption 3 (Separable bounded noise) For non-negative constants 01,09, -+ ,04), we have

Ee [(VF(x: )], — [V/(x)],)°] < o?.

Instead of using Assumptions E]and@ other literature (Sun et al., 2023} Jiang et al.| 2024) employs
the following assumptions alternatively.

Assumption 4 (Iy-smoothness) The objective function f is L-smooth if
IVf(x) =V <Lix-yl.
Assumption 5 (Bounded noise) The stochastic gradient noise is bounded such that

E¢ [IV7(x6) ~ V10| < 0”

Remark: To align with different literature, we provide two distinct theorems in the next subsection,
derived under Assumptions [T} 2] B]and Assumptions [I] @] [5|respectively.

3.2 THE CONVERGENCE GUARANTEES

Here, we introduce the sign-based method with momentum updates and present the corresponding
convergence guarantees. The traditional signSGD method uses the sign of the stochastic gradient
for updates, in the form of equation (3). In contrast to the signSGD method, we track the gradient
using a momentum estimator v, defined as

vi=(1—=B)vi_1 + BV [f(xe; &), “)
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Algorithm 1 Signum

1: Input: iteration number 7, initial point x;

2: for time stept = 1 to 1" do

3: ift == 1 then

4: Compute vy = V f(x4; &)

5.  else

6: Compute Vi = (1 — ﬁ)vt,1 + ﬁVf<Xt,€t)

7:  endif

8:  Update the decision variable: x;11 = x; — nsign (vy)
9: end for
10: Select 7 uniformly at random from {1,...,T}

11: Return x,

where [ is the momentum parameter and we use vi = Vf(xy;&;1) for the first iteration. After
computing the estimator v;, we update the decision variable using the sign of v; as follows:

X1 = X¢ — nsign (vy) . 5)

The full algorithm is outlined in Algorithm |1} which is called Signum in the previous work (Bern-
stein et al., 2018)) (also named as signSGD-SIM by [Sun et al.| (2023)). Our contribution lies in the
improved theoretical analysis. To compare with previous signSGD studies (Bernstein et al., 2018;
2019)), we first provide guarantees under the separable smoothness assumption.

Theorem 1 Under Assumptions @and by setting 5 = O (Tﬁl/Q) andn = QO (T73/4), Algo-
rithm[I] ensures that

B[V £(x)],] <O (T1/> |

Remark: The above rate implies a sample complexity of O(¢~*), matching the state-of-the-art
results for signSGD (Bernstein et al., 2018} |2019). However, our method does not require large
batch sizes which can be as large as O(e~2) for signSGD (Bernstein et al., 2018), and avoids the
unimodal symmetric noise assumption required by [Bernstein et al.|(2019).

Next, we also provide the theoretical guarantee under the /5-smoothness assumption.

Theorem 2 Under Assumptions and by setting 5 = O (T’1/2) andn = QO (d’l/QT’g/‘l),
Algorithm[l| ensures that

{19/ 6xr)ls) <0 (17

Remark: This rate implies a sample complexity of O(d?¢~*), an improvement over the O(d*e*)
results of previous sign-based momentum methods (Sun et al., 2023). This improvement is espe-
cially significant when the dimension d is large.

Remark: In Theorem [I] by using the separable smoothness and separable bounded noise assump-
tions (Assumptions[2and[3), we can directly analyze under the ¢1-norm and provide coordinate-wise
bounds, thus avoiding the d'/2 dependency.

Source of Theoretical Improvement: In the previous work (Bernstein et al., 2018)), to bound
the term ), |[V f(x¢)]i| - P (sign([V f(x¢)];) # sign([v¢];)) appeared in the analysis, they apply
P (sign([V f(x¢)];) # sign(V f(x¢56)i)) < m, which inevitably requires huge batch
sizes n; to ensure convergence. Later work (Bernstein et al., [2019) assumes unimodal symmetric
noise to deal with P (sign([V f(x;)];) # sign([v¢];)). While in our analysis, we find that standard
assumption is already adequate and we use >, |[V f(x¢)];| - P (sign([V f(x¢)];) # sign([v¢];)) <
2o IV F(xe)]i = [velil < ||V f(x¢) — V|1 in the analysis. Since we further provide a tighter bound
for the estimation error ||V f(x;) — v||1 compared to[Sun et al.|(2023)), we achieve the state-of-the-
art convergence rate without relying on additional assumptions.
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3.3 SHARPNESS OF THE OBTAINED RATES

The convergence lower bound for stochastic optimization is Q(T~'/4) in the Iy-norm (Arjevani
et al.,[2023). Since we know that || z||1 > ||#]|2, this lower bound also implies that E[||V f(x)|]1] >
E[||V f(x,)|2] > Q(T /%), indicating that our result is optimal with respect to 7.

Regarding the d'/? factor in the convergence rate, several pieces of evidence suggest that this factor
is inherent for /;-norm convergence under the standard />-smoothness assumption:

1/4 d .. -\1/2
« \Jiang et al.| (2025) establish an Q | 1/ d”?““’ + a7 i:Tll/i\/LT) lower bound for SGD

when measured with the /;-norm. Suppose that {¢;} and {L;} have the same value across co-
ordinates such that o; = o/ \/E, L; = L, the lower bound becomes {2 (;{11—//1), which confirms
the v/d factor is required in the /;-norm setting.

Prior works (Bernstein et al., 2018} |Dong et al., 2024) have already conducted extensive ex-
periments on various vision and language tasks, and find that the ratio of the gradient norm
r = ||Vf(@)|,/|Vf(x)|, always stay close to the level of ©(/d), supporting the presence
of the v/d factor in the [; measure from the empirical sense.

Existing rates for sign-based methods under the /;-norm and /5-smoothness assumption also
include the v/d dependency, or even worse (Jin et al., 20215 |Sun et al., [2023). Our Theorem
already improves the d-dependency from [Sun et al.|(2023) under the same assumptions.

L]

4 MAJORITY VOTE SIGNSGD WITH MOMENTUM UPDATES

We first present the problem formulation and the assumptions used. Then, we introduce the proposed
method and establish the convergence guarantees.

4.1 PROBLEM FORMULATION AND ASSUMPTIONS

Sign-based methods are highly communication-efficient in distributed settings, as they only require
1-bit sign information for updates. Previous literature (Bernstein et al.,2018;/2019; Jin et al., 2021}
Sun et al., [2023) has analyzed sign-based methods with majority vote in distributed environments.
To begin with, consider the following distributed learning problem:

min f(x) = 3" [0, ) =Eenn, (/666 ©
j=1

xERC
where D; represents the data distribution on node j, and f;(x) is the corresponding loss function.

Early studies (Bernstein et al., [2018; 2019) focus on homogeneous settings, where D; and f; are
identical across nodes. For the more difficult heterogeneous setting, |Jin et al.|(2021) derive a conver-
gence rate of O (d*/8T~'/%) and |Sun et al. (2023) achieve the rate of O (ﬁ + n%) However,
these rates can still be improved based on our analysis.

Next, we introduce the assumptions required in this section, which are standard and commonly used
in previous works (Jin et al.,[2021} [Sun et al., | 2023).

Assumption 6 (Smoothness on node j) For each node j € [n], we suppose
IVfi(x) =V < Lix -yl
Assumption 7 (Bounded noise on node j) For each node j € [n], we have
Ee [|V£(6) = Vx)IP] < 0
Assumption 8 (Bounded gradients) For each node j € [n], we assume sup, ||V f;(x; )|, < G.

Remark: The bounded gradients assumption is standard and widely employed for sign-based op-
timization in heterogeneous settings (Jin et al.l 2021} [Sun et al.| [2023; Tang et al.| 2024). Also
note that our Assumption B]is strictly weaker than the one used by [Sun et al.| (2023)), which requires
bounded gradients in the [3-norm, i.e., sup, ||V f;(x; )], < G.
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4.2 THE PROPOSED METHOD

In this subsection, we introduce the proposed method for the heterogeneous distributed environments
and aim to obtain improved convergence rates without additional strong assumptions. For distributed
settings, the most straightforward approach is to apply the sign operation twice:

1 )
= — 1 —_ 1 J 7
X1 = X¢ — 1 sign - E_ sign(vy) |, @)

where v{ is the gradient estimator at node j. In this formulation, each node transmits the sign of its
gradient estimate sign(v7 ) to the server. The server then aggregates these sign values and broadcasts

back the sign of the resulting information sign (% Z?Zl sign(v? )) to each node for updating. This

approach ensures 1-bit communication in both directions. However, the sign operation introduces

bias in the estimation, and applying it twice can significantly amplify this bias. To mitigate this, we

introduce an unbiased sign operation (Sun et al.,|2023)) as stated below.

Definition 1 For any vector v with ||V||eo < R, the function Sg(v) is defined component-wise by:

1,  with probability RHV] ,

[Sr(V)]k = ®)

—1, with probability 2= [V]"

Remark: This operation provides an unbiased estimate of v/ R, since E[Sg(v)] = v/R.

We can now introduce our majority vote signSGD with momentum updates. First, we use the mo-
mentum gradient estimator at each node j as follows:

= (1 - B)WVi_, + BV fi(xe: &), 9)

where [ is the momentum parameter. Next, by communicating the gradient estimators with the
unbiased sign operation Sg(+), we update the decision variable as follows:

) 1 n .
Xt11 = X¢ — 1 Sign - 2; Se(vi) | . (10)
=

After applying Sg(+), the output is a sign vector, which can be efficiently transmitted between nodes.
The complete algorithm is described in Algonthm@] (v1), called Majority Vote SignSGD with Mo-
mentum (MVSM). For ¢ = 1, we initialize v1 = Vf; (xl,fl) MVSM-v1 is identical to MV-
sto-signSGD-SIM (with o = 0) from Sun et al.| (2023). However, our analysis yields stronger
convergence guarantees as stated below.

Theorem 3 Under Assumptions @ [7]and E?] by setting that 3 = 5 Landn = O (W) our
MVSM (v1) method ensures the following convergence:

a? d
E[||Vf(xf)||1] <0 <T1/2 + n1/2) ’

Remark: Our rate is superior to the previous result of O (Tl i /2) indicating our significant
improvement over prior work (Sun et al.|[2023) in both d and 7" dependencies.

By adjusting the learning rate, we can also obtain the following convergence guarantee.

Theorem 4 UnderAssumpnonsI @ E]and@ by setting 5 = = and n = O(n="?), our MVSM (v1)
method ensures:

1/2 d
BV <0 (B + -5 ).
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Algorithm 2 Majority vote signSGD with momentum (MVSM)

1: Input: iteration number 7, initial point x;

2: for time stept = 1 to 1" do

3: Onnodej€{1,2,--- ,nk

4: Compute v = (1 — B)vi_, + BV fj(x: &)
5 Send Sg(v]) to the parameter server

6:  On parameter server:

7

(vl) Send v, = sign (% Z?Zl Se (vi)) to all nodes
(v2) Send v, = S; <% 2?21 Sq (vj)) to all nodes
9: Onnodeje€ {1,2,--- n}:

(o]

10: Update the decision variable x;1 = x; — vy
11: end for
12: Select 7 uniformly at random from {1,...,7T}

13: Return x,

Remark: This rate improves Theoremwhen T > 2, which is easily satisfied when d is large.

Source of Theoretical Improvement: The improvement for Algorithm 2 (v1) lies in deriving a

12

tighter error bound for the gradient estimator, i.e., ¢, = HV flxe) — & Z?Zl V] H . By carefully
, 2

analyzing the aggregated estimator * ?:1 v, we obtain the recurrence: ;11 = (1 — B)e; +

gzﬁz 2L2n2d . . . .
= 4 T", which allows fast decay of ¢; with appropriate choices of 8 and 7.

n

Although the above theorems achieve better convergence rates than previous methods, they do not
converge to zero as 1" increases. To address this issue, we replace the sign operation in the server with
the unbiased sign operation S;(-) as defined in equation with R = 1. The revised formulation
for the update is:

vi =8 %ZSG (v{) . (11)
j=1

The corresponding algorithm is presented in Algorithm [2](v2), with the only modification in Step 8.
We now present the convergence guarantee for this modified approach.

Theorem 5 Under Assumptions |§] E]and E?] by setting that n = O (min {W, W })
and = QO (772/ 3qt/ 3), the MVSM (v2) method ensures the following convergence:

d1/4 dl/lO
B/ co)la) < O (max{ . G | )

Remark: This convergence rate approaches zero as 7' — oo, and significantly improves upon the
previous result of O (;{31—//2) (Jin et al.,[2021)), in terms of both 7" and d.

Source of Theoretical Improvement: The improved rate stems from the unbiased estimation of
the full gradient, allowing us to use [E {Sl (% 23;1 Sg(v{))] = % Z?zl v in the analysis. In

contrast, prior works (Jin et al.,2021;|Sun et al., [ 2023) use biased sign operators on the server, which
leads to looser bounds and higher complexities.

5 EXPERIMENTS

In this section, we evaluate the performance of our methods through numerical experiments. We
first assess the Signum algorithm on the image classification task in a centralized setting, and then
test the proposed MVSM method in the distributed learning environment. Finally, we experiment on
the fine-tuning task for large language models. All experiments are conducted on NVIDIA GeForce
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Figure 1: Results for CIFAR-10 dataset in the centralized environment.
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Figure 2: Results for CIFAR-100 dataset in the distributed environment.

RTX 3090 GPUs, and results are averaged over 10 runs, with shaded regions representing the stan-
dard deviation.

5.1 IMAGE CLASSIFICATION IN THE CENTRALIZED ENVIRONMENT

We validate the effectiveness of sign-based methods on the image classification task. Specif-
ically, we train a ResNet-18 model (He et al., 2016) on the CIFAR-10 dataset (Krizhevsky,
2009) and compare our method against signSGD (Bernstein et al., [2018), SGDM (Sutskever
et al., [2013), AdamW (Kingma & Bal 2015; [Loshchilov & Hutter, 2019), and signSGD with er-
ror feedback (i.e., EF-signSGD) (Karimireddy et al) 2019). For SGDM and AdamW, we use
the official PyTorch implementations (Paszke et al., 2019). For each optimizer method, hy-
perparameters are determined through grid search. Specifically, the momentum parameter (3
is selected from the set {0.9,0.5,0.1,0.01}, and the learning rate n is chosen from the set
{0.5,0.25,0.1,0.05,0.025,0.01} x 1072,

Figure [T] reports the training loss, accuracy, and the I1- and l>-norms of the gradients. In terms of
loss and accuracy, the Signum method converges fastest even among the algorithms that update with
full gradient information. Additionally, the Signum method results in the most rapid reduction of
both [; and [, gradient norms. These findings are consistent with our theoretical results, further
highlighting the effectiveness of momentum-based sign methods in accelerating convergence and
improving optimization efficiency.

5.2 IMAGE CLASSIFICATION IN THE DISTRIBUTED ENVIRONMENT

Next, we evaluate our method in the distributed setting. We train a ResNet-50 model (He et al.,[2016))
on the CIFAR-100 dataset (Krizhevskyl 2009) across 8 nodes. We compare our newly proposed
MVSM-v2 method against signSGD (with Majority Vote) (Bernstein et al., 2018), Signum (with
Majority Vote) (Bernstein et al.,|2019), Sto-signSGD (Jin et al., 2021}, and MV-signSGD-SIM (Sun
et al.| 2023)). Also note that the MV-signSGD algorithm is identical to our MVSM-v1 method. The
hyperparameters are searched in the same way as in Section 5.1.

Figure [2] presents the training loss, accuracy, and the ;- and l>-norms of the gradients. Our MVSM-
v2 algorithm achieves the lowest loss and highest accuracy, while also exhibiting sparser gradients
compared to other methods. In contrast, sign-based optimizers that do not incorporate momentum
updates—specifically, signSGD-MV and Sto-signSGD—exhibit poor performance and produce sig-
nificantly larger gradients. These results further underscore the advantage of integrating momentum
into sign-based optimization methods.
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Table 4: Training losses of finetuning GPT-2 and Qwen3 on the Alpaca dataset.

Method SGDM signSGD  EF-signSGD  AdamW Signum
GPT-2  2509+£.005 2.236+.004 2.267+.003 2.183+.001 2.176+.002
Qwen3d  1.677+.006 1.610+.003  1.609+.005 1.592+.002 1.592+.001

5.3 INSTRUCTION FOLLOWING FINE-TUNING FOR LARGE LANGUAGE MODELS

Finally, we conduct experiments on fine-tuning
LLMs to evaluate the high-dimensional and prac- Table 3: Hyperparameter configurations.
tical usage of sign-based optimizers. Specifically,

we compare signSGD, SGDM, AdamW, and EF-

signSGD with our Signum method on the GPT- Hyperparameter Value

2 (Radford et al} 2019) and Qwen3-0.6B weight decay 0.1

et al. 2025) models. These optimization algo-  batch size 256
rithms are evaluated on the Alpaca dataset max sequence length 512
2023), which consists of 52000 instruction-  gradient accumulation steps 1
following question-answer pairs. Throughout the  epochs 1.0
experiments, we follow a similar setup as learning rate schedule cosine decay

(2025¢) and set the hyperparameters listed

in Table 3] All other settings remain at their

transformers==4.52. 4 defaults. To cut memory usage and speed up training, we leverage the
LMFlow toolbox [2024). For the remaining hyperparameters, we either adopt the values
from the original paper or perform a grid search. For AdamW, we keep 51 = 0.9, B2 = 0.95, the de
facto standard for training LLMs such as LLaMA (Touvron et a1.|, 2023) and AMD-LIlama-135M,
whose model size closely matches ours. For every other optimizer that maintains a momentum state,
we search 31 € {0.99,0.95,0.9,0.75,0.5,0} (represents 1— /3 in Algorithm. All methods explore
learning rates in {1,5} x {lel, 1e0,1le — 1,1e — 2,1e — 3,1le — 4,1le — 5, le — 6}.

The experimental results are listed in Table[d] which shows that our method yields lower training loss
compared to other baselines. We notice that Signum has a similar performance to AdamW, which
is consistent with the empirical observations by |Kunstner et al.| (2023); |Chen et al.| (2023). These
findings highlight the practical effect of sign-based methods for training complex, high-dimensional
models. The optimal hyperparameters for each algorithm can be found in Appendix [E.} We also
conduct hyperparameter sensitivity analysis in Appendix [E.2] and empirical validation of Assump-

tion[8]in Appendix [E3]

6 CONCLUSION

In this paper, we demonstrate that signSGD with momentum update can achieve a convergence
rate of O(T~'/*) without requiring large batch sizes or assuming unimodal symmetric noise.
When analyzed under the [5-smoothness assumption, our method achieves a convergence rate of

O(d"/>T—1/*), which improves upon the previous rate of @(dT~/*). In distributed settings, we
establish convergence rates of O (;11—//22 + n%‘l/z) and O (max {;{11—//1, %}), which significantly

outperform prior results of O (77 + —&3) and O %) Finally, numerical experiments in dif-

ferent learning environments also validate the effectiveness of the proposed method.
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REPRODUCIBILITY STATEMENT

We provide clear explanations of all assumptions and include complete proofs of our theoretical
claims in the appendix. For the experimental results, we specify the dataset, baseline methods, and
hyperparameter choices.

THE USE OF LLMSs

We used large language models (LLMs) solely for minor language polishing of the manuscript. The
LLMs did not contribute to research ideation, algorithm design, theoretical analysis, or experimental
work. Their role was strictly limited to assisting with improving readability and grammar.
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APPENDIX

A PROOF OF THEOREMI]

According to Assumption [2|and considering the update x;1 — x¢ = —n Sign (v;), we know that

d
Floe) = ) VIO =30 5 D Bl )’

o d
—(Vf(x¢),nSign (v¢)) %ZLl [Sign (vi)]

i=1

— (Vf(xt),nSign (Vf(x4)))

d
+n(V f(x¢), Sign (V f(x:)) — Sign (v)) %g

IV Sl + 20196 =il + L 5L
i=1

where the last inequality is due to

(Vf(xt) Sign (Vf(x¢)) — Sign (v+))

= Z [V f(x¢)], - (Sign [V f(x¢)]; — Sign[vy];)

< Z 2[Vf(x)]; - 1 (Sign (VS (xe)];) # Sign [Vi];)
d

<D 2Vl = [vili] - T(Sign [V £ (x)]; # Sign [Vi],)
d

<D 206l = il = 209 F (xi) = villy -

Rearranging the obtained relation and summing up yields

Z IV f(x)ll

where we define Ay = f (x1) — f..

d
Z (12)

T
1
E T ; IV f(xe) = vela| +

1\3\3

7f
_T

Next, we proceed to bound the error term E [% Zthl IV f(x:) — vt||1] For convenience, we
define the following notations:

€ :=vi —Vf(xs), n:=Vf(x&) —VIixe), st:=Vf(xim1)— Vf(xe).

By definition, we have

€=V —Vf(xy) = (1—F)vie1 + BV f(x:&) — V(%)
=(1=8) (vi—1 = Vf(xt-1)) + (1 = B8) (Vf(xe-1) = Vf(x¢)) + B(Vf(xt:6) — Vf(xz))
=(1 - B)e—1 + (1 — B)s¢ + Bny.

Performing this recursively yields

t
=1-9""m+8)Y (1-5)" nk+z B sy,
k=2
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where we use the fact that e; = vi — Vf(x1) = Vf(x1;&1) — Vf(x1) = n;. We bound €, via two
terms A; and B; as follows:
;|

t
1=B)"n +B8> (1-p)*
k=2
A B
Firstly, we cope with A; following the similar procedure as in [Liu et al. (2025c, Lemma E.2).
We denote the i-th element of the vector n, by n; ;. By the Cauchy—Schwarz inequality, for any
A1y, Ag > 0, it holds that

t

Z(l _ 6)t7k+1sk

k=2

Efled,] <E +E

1

2

t
E||1-8)""m +8) (1-p)*
k=2

1

d d ¢ 2
1
< (Z )\i) Z )TZE 1=8)"Tn +8> (1- B)t_knk,i]
i=1 i=1 k=2
d d_ 4 t
2t—2 2 2(t—k 2
- (ZM) > ((1 B 2K [n3,] + 623 (1 - B ME [nk,i]>
i=1 i=1 k=2
d d 4 t
, 2 _ B)2t—2,2 2 _p\2(t—k) .2
s(Z&)ZAi ((1 B)* %0l + 67> (1-) oz-)
i=1 i=1 k=2
d d_ 2 3
< by Lla-p22 4+ =
()25 (0-orrss)
where the equality is due to E [n, ; - n ;] = 0,Vs < ¢ € [T],Vi € [d]; the second inequality is due
to Assumption Denoting by & = [01,--- ,04] " and setting \; = 0;, we obtain

2

A< |E (1= B) 1+ (1—B)Fny

1

# (a-ar2 s 725 ) ol < ((1 B 2%) o,

where we make use of E[X] < E[X?] and va + b < v/a + Vb, Va,b > 0.

Secondly, we cope with B, as the following:

t t -
<D (=B FE Isill,] < 20l L) Y (1 - B) T < 21 = Bl ?"”L”H
= k=2

where the second inequality uses

E ([lsell,] = IV f(xe—1) = V£ (ea)ll, = V£ (e + 7 Sign (vie1)) = V. (ea)lly < 20l|Z ]

which is due to the following lemma.

Lemma 1 (Lemma F.3. in|Bernstein et al|(2018)) Under Assumption 2} for any sign vector s €
{~1,1}4, any x € R% and any n

IV f(x+ns) = V(x)|1 < 20||L]}:.

Now it suffices to combine the bounds for A, B:

1 | B 2(1 — B)n||L|
*ZE llet]l,] ; A +Bg) < <Tﬁ+ 25) ||UH1+*’

15



Under review as a conference paper at ICLR 2026

where we make use of T: 1 — B)t~! < 1/p. Plugging this relation into equation [12|yields
t=1

T

B | IV/ el

t=1

Setting n = ,/ﬁ .T3/4 3= ﬁ, we obtain

Ayl 1 |8 4(1 = B)nl| Ll
§77T+2+20-||1<Tﬂ+ 2_5>+ ,B

- 5 1 1 1 1
ENVIGIL] < \ILILA <T1/4 + 2T3/4) +2|lof, <T1/4 + ﬁ) =0 <T1/4> :

B PROOF OF THEOREM

Firstly, due to the /5-smoothness assumption (Assumption @), we have that
f(xt41)

L
< f(xe) H(VF(Xe), X1 — X¢) + §||Xt+1 —x?

= f(x) = n{Vf(), Sign(vo)) + L | Sign(vo)|

< o) + 1 (¥ £x),Sign(V £ () — Sign(ve)) 0 (Vo) Sign(¥ )} + 22
= Jx) + (V1 (x0), Sign(V 1 (x0)) — Sign(ve)) — V7o) 1 + T
d 2
= J0x) + 1Y {1V Gl Sgn([9 FGeole) — Sigm((vile)) — nlI VS Geoll + 0
i=1
d
< F0e) + 0 D2 2 IV TGl -1 (Sign(V 7 (x0))) # Sign([vile)) — ¥ £ o)
i=1
n?Ld
2
d
< Jx0) 13 29SOl — vl T (Sign(IV1Gxo),) # Sign([vele) = ] V00
d n?Ld
< Jx) + 13 2SIl = 0V A Gl +
2
= 700 + 20 V7)) = vally ~ V5 Ge)  + T
n?Ld

< fxe) + 20V |V f(xe) = vill = nllV (o)l + >

Summing up and rearranging the equation (I3)), we derive:

1T
E T tz:; ||Vf(xt)||1]

f(x1) = f(x141) 1 nld
< . — — £
= T +2Vd-E T t:E 1 IV f(x:) —vell| + B
Ag 1« nLd
<=L . — —vy||2| + ==
<7t 2Vd - |E | = ; IVFxe) = viell?| + 5
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where we define Ay = f (x1) — f., and the second inequality is due to Jensen’s Inequality.

Next, we can bound the term E [% Zle |V f(x:) — v¢|?]| as follows.

E[IVf(xer1) = verl] =E[I(1 = B)vi + BV F(xe11:6041) = T (x0)|]
=E[|(1 = B)(vi = VF(x)) + B (VF (113 41) = VF(x141))
+(1 = 8) (Vf(x0) = Vi) ]

= (1= BPE [[ve = V(i) + VF(x1) = VF (xr) ]
+ BB [V (xe41:€41) = VF (xe10) ]
< (1= B2(1+ BE [|lv = VS (x)II]

+ (1= 81+ B [I976x0) = V)| ] + 507
2
< (1= BIE [[]ve — V(x)I?] + %thﬂ ~ x|+ B2
2712
< (1-BE[Jvi — VFx)[?] + W + B2,

where the third equality is due to the fact E [V f(x¢41;&+1) — Vf(X¢+1)] = 0. Summing up, we
can ensure

E||vi - V)| 992124
| + 218

1 T
T D lve = Vi)
t=1

o
pr B2 (15)
0% 2m2L2d 2
< BT+ 72 + fo

Incorporating the above into equatlon and setting that 5 = O ( 1/2), n=0 (dil/zT’S/‘l),
we observe:

1ZTIVJ»’<><>||]<AJ‘+M B | LS 19 0x) - wil2] + 722
p— t 1 P — ° jp— t) — Vit T a
Tt:l TIT Tt:l
Ay 2772L nLd
<7
< 2Vd - BT P +Bo% + -
(1+Af+o0+L)d"/?
T1/4
d1/2
(m)

which finishes the proof of Theorem 2}
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C PROOF OF THEOREM [3] AND []

Since the overall objective function f(x) is L-smooth, we have the following:
L 2
Fxerr) <f(xe) +(VF(xe), Xer = %) + S l%er1 =%

<fxi) = <Vf(xt), Sign (; > sG<vz)> > LI

Jj=1

=f(x¢) +7n <Vf(xt), Sign(V f(x¢)) — Sign (i Sa(v ) >
7j=1
n?Ld

5 (16)

—n(Vf(xt),Sign(Vf(x:))) +

=f(x) +7 <Vf<xt> Sign(V f(x:)) — Sign (i > sa(vi)) >

’Ld
— Vel +

vf}(%Xt) :L Z Sc(vi)

Jj=1

n?Ld
2 )

<f(xe) -0Vl +

where the last inequality is because of

<Vf(Xt)7 Sign(V f(x¢)) — Sign ( Z Sa(v )
- 1

7j=1

<> 20V F(xlil- H<slgn<[w<xt> #slgnQiZ ]))

)

d [ = 1 n
<> or| Tl Ly s -H(SignGVf(xt) #slgn([,iZ ]))

d
< ZQR ng(t)h

l (Sign([Vf(xt) # Sign (

a7)
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Rearranging and taking the expectation over equation (I6), we have:

E [f(xt+1) - f(xt)]

<onavaE || YL g‘t) _ %ZSG(V“ ] — B[V £ (x)ll,] +

n?Ld
2

2 dE
G + nG\f

<onevaE ||| V) 3
j=1

1 — j v{
E; (SG(Vt) - G)

n?Ld

B (195 x0) 1] +

1o~ 1 & - J
<VdE |||V f(x) — - S Vil +20GVd |E - > <SG<vg) - Vf)
j=1

n?Ld

—E (175Gl + L

(18)

1 o~ 1 &
j=1

n?Ld
2

,nE

IVF)lL]+

S277\/EE Vf(x) — Tllznzvg + 277G\/& % zn:]E UISG(Vi)H?

2
BV, + TR

2

1 e 2ndG 2Ld

<VAE |||V f(x;) — o ng ] + % —nE[|IV f(x¢)l,] + %7
L j:1

where the third inequality is due to the fact that (E[X])*> < E[X?], and the forth inequality is

because of E {SG (vg )} = ‘g, as well as the S operation in each node is independent.

Rearranging the terms and summing up, we have:

d 1 & 2dG  nlLd

: A 1<
T;E[||Vf(Xt)||1]§n7+2ﬂE T; Vf(xt)_ﬁ;‘,g #2210

2

Ag 1 & 1< 2dG  nLd
=FioVd |E | = I e AU
nT +2vd T; Vixi) n;vt + vn T

IN

where the last inequality is due to Jensen’s inequality.

For each worker j, we have the following according to the definition of v{:

vl = Vii(xe) =(1-B) (Vf - ij(Xt)) +8 (ij(Xt+1; &) - ij(xt+1))
+ (1= 8) (Vfi(xt) = Vfi(x¢41)) -
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Averaging over {n} and noting that V f(x) =

| I 1<
5;V§+1— (Xt+1) 5;
—a-5) 3 (vi-

j=1
FU=B) Y (Th000) = Vi)
j=1

Then we have

1 e
EZ"gH - V(
j=1

2

Xt+1)

2

S|
—~

I
—

<(1-B)E - Vi)

J

n

2
+ ﬂin ;E [||vfj(xt+1) - ij(xt)Hz]

. Z;‘Ll Vf; (x), we can obtain:

(Vt+1 Vi XtH))

V60 + 023 (VhGtrilin) - V)
j=1

+ 8= n2 zn:E [vag Xt+17£t+1) VfiGa H ]

r 2
1 n ﬂZ 2
<=8 || 23 (vi = Vi) | | + 50+ 25 s = xl®
j=1
- 2
2 2 2L2 2d
<(1-B)E Z Vi) |+ L
By summing up and rearranging, we observe
2
2 1 n 7
T n El|lz>._;vi—Vf(x H}
lz Z Vf Xt - |: n Z]—l 1 f( 1) +B;‘2 N 2L2T]2d
= 2
T=\n= AT S 9
2 2 2,2
< o _’_Q 2L°n*d
nBT n
Finally, we can ensure that
2
T
2dG Ld
ZHfot ||1_—f+7+n—+2\f E Z Vth**ZVt
Ay 2dG  nlLd o? o?B  2L2n%d
< — 4+ 2Vdy | —= + — )
gt omt et f\/n6T+ T
By setting 8 = § andn = O (T‘l/Qd_l/Q) we have
d'/? d
fzuw i)l = <T1/2 1/2).

By setting 5 = and n=0 ( 1/2), we have

1 n1/2
= g Vsl =0 (" +
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D PROOF OF THEOREM

Due to the fact that the overall objective function f(x) is L-smooth, we have the following:

F(Xeq1) <F(xe) HA(VF(xe), X1 — X)) + §||Xt+1 - x?

<f(xt) 77<vf(xt)asl ( .

=f(x¢)+7n <Vf(xt), w -5 (711 ZSG(V{)) >

o(Vite), T2 L

SEES
[
W
2N
<
L,
N————
\/
+
[V
N~
=)

Xt - . 9 2
=/(x) + <Vf<xt>, Vb s, (i ZSGM)) > ~ sl + T

Taking expectations leads to:

E[f(xe41) — f(xt)]

[ n , 2Ld
<yE <Vf<Xt>,éVf<Xt>—sl (i;SG<vi))> - ZE[IVs6) ] + T
[ n A Ld
=k <Vf<xt>,éw<xt>—}lZsc<vi>> GEI9ren ] + 5=
L j:1
[ " : Ld
= <Vf<xt>,éw<xt>—nlgzvi> - GE ViG] + 5
j=1 )
- 27
B | o IV TIP3 V720 th g [V ) + T
2
n 1SN nLd
~g6B ||V =5 Dol ~ S E[IV/Gx)lP] +
Rearranging the terms and summing up:
1 « 204G & 1ol
T;EHVJC(XOHQ} < T +E T; Vf(xt)—gj;"f +nLdG

| /\

nT

I T
BC g %Z ! ZHij(xt)—v{ 2} + yLdG.

For each worker j, according to the definition of v{ , we have:

V{Jrl = Vfi(xt+1) = (1 - B) (Vg - ij(Xt)) + (ij(xt+1;€f+1) - vfj(xt+l))

+ (1 =8) (Vf(xt) = Vfi(xe11)) -
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Table 5: Optimal hyperparameters for fine-tuning GPT-2 on Alpaca.

Method SGDM signSGD EF-signSGD AdamW  Signum

Ir le-1 le-4 le-0 Se-4 le-4
51 0.9 - - 0.9 0.75
B2 - - - 0.95 -

Table 6: Optimal hyperparameters for fine-tuning Qwen3-0.6B on Alpaca.

Method SGDM signSGD EF-signSGD AdamW  Signum

Ir S5e-2 le-5 Se-1 5e-5 le-5
51 0.9 - - 0.9 0.75
B2 - - - 0.95 -

Then we have
E {Hvi}l - ij(Xt+1)H2]

<(1-BE |[Vi - Vi(x)

; . 2
| +5°E |:”vfj(xt+1§€§+1) - ij(le)H }

+ %E [||ij(xt+1) - ij(xt)”ﬂ

_ ; 27 5 o 2L2 9
<= BB |[vi = V0| | + 5%+ =5 s =l
. 2] 2L%2d
<0 =B |[vi = VG| | + 5%+ =5
As a result, we know that
E lilz‘ IV )2 <7+ 25+2L2772d
n 2T 2|Vt A BT 72

Finally, we can obtain the final bound:

1 <& 1 <&
TZIIVf(Xt)II] < TZ||Vf(Xt)”2]
=1 =1
2A ;G 02 2L2n2d
< R ) el g
_\/ T +nLdG+5T+aﬁ+ 7

That is to say, by setting 8 = n?/3d/3, 1 = O (min { 7357, 7572575 } ). We can obtain the

1/4 1/10
convergence rate of O (max { 5{1/4 ; dTl/s })

E EXPERIMENTAL DETAILS
In this section, we present the omitted details in our experiments.

E.1 OPTIMAL HYPERPARAMETERS

The tuned learning rates and (1, B2 coefficients for all methods are shown in Tables |§| and@ which
can be used to reproduce the results in Table[d] We underline that our tuned optimal learning rate of
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Figure 3: Sensitivity result across different learning rates.
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Figure 4: Sensitivity result across different momentum coefficients.

AdamW is 5 times that of Signum, which aligns perfectly well with the theoretical value

2024), as well as the recent empirical discovery ( 2025a))']

E.2 SENSITIVITY ANALYSIS

Then, we conduct a sensitivity analysis across different learning rates and different momentum co-
efficients (1 (representing 1 — /3 in Algorithm|[I)). We keep the other hyperparameters fixed to their
optimal values and vary only the learning rate or the momentum coefficient to see the changes in
training loss values. Figure 3] shows the training losses on GPT-2 and Qwen3-0.6B for all methods
across a wide range of learning rates. Our method remains valid and stable within a certain range.
While we observe that AdamW is less sensitive to learning rate changes, this is largely due to its
smaller update RMS norm (Liu et al.,[2025a). We also investigate the sensitivity of 31 in Signum, as
shown in Figure[d] The results demonstrate that Signum remains quite robust to different momentum
coefficients.

'Such phenomenon stems from the idea of matching update RMS norms between sign-based methods and
AdamW (LCiu et al} [20253a). Signum has an inherent update RMS norm of 1, while the value of AdamW typi-

cally ranges from 0.2 to 0.4 (Liu et al.l, ZOZSaHb) with theoretical estimation of /(1 — 31)/(1 + B81) (Kosson
2024). Matching these terms (1 VS 0.2) gives a rough law of 1 ragumw = 51 signum-
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Figure 5: Stochastic gradient trajectory on the CIFAR-100 dataset.
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Figure 6: Stochastic gradient trajectory on the Alpaca dataset.

E.3 EMPIRICAL VALIDATION OF BOUNDED STOCHASTIC GRADIENTS

We investigate the infinity norm of stochastic gradients along the training trajectory. The direct
evidence in Figure[5]shows that Assumption §]is well-satisfied in distributed environments. We also
consider the centralized environment (where the number of nodes n = 1), whose trend is depicted
in Figure[f] It is evident that the stochastic gradients are bounded in both scenarios, highlighting the
rationality of Assumption [§]
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