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Abstract

Benchmarks and evaluations are central to ma-
chine learning methodology and direct research
in the field. Current evaluations commonly test
systems in the absence of humans. This position
paper argues that the machine learning commu-
nity should increasingly use centaur evaluations,
in which humans and Al jointly solve tasks. Cen-
taur Evaluations refocus machine learning devel-
opment toward human augmentation instead of
human replacement, they allow for direct evalua-
tion of human-centered desiderata, such as inter-
pretability and helpfulness, and they can be more
challenging and realistic than existing evaluations.
By shifting the focus from automation toward
collaboration between humans and Al, centaur
evaluations can drive progress toward more ef-
fective and human-augmenting machine learning
systems.

1. Introduction

Benchmarks and evaluations are central to machine learning
methodology and direct machine learning research (Sculley
et al.l[2018). As machine learning systems expand into many
parts of society, broader impacts of evaluations become
important. This position paper is concerned with how (or
how not) Al system evaluation incorporates humans. We
argue that there should be more and more systematic
centaur evaluations, in which humans and Al solve a
task cooperatively.

The progress of language models and their evaluation has
been particularly rapid, leading to many new evaluation
datasets in question-answer format (Hendrycks et al.,[2021a;
Wang et al.; 2019; 2018} |Chollet et al., 2024; Srivastava et al.}
2023} Suzgun et al) 2023; [Rein et al.| 2024; Hendrycks
et al., [2021b}; |Chen et al.l 2021} |[Dua et al., 2019; |Glazer
et al., 2024; |Chan et al.,[2024) and interactive environments
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(Xie et al.| [2024; Majumder et al.||2024; Deng et al.| 2023}
Zhou et al.l 2024} |Drouin et al., 2024)). Very few exceptions
are centaur evaluations (Lee et al., [2024} [Wijk et al.| 2024;
Shao et al.| [2025)) which include humans in the evaluation
process.

There are several explanations for why centaur evaluations
are relatively rare. One is the history of the field, from the
Turing Test to Imagenet, which we discuss in Section[3] An-
other one lies in the cost and challenges in making centaur
evaluations repdroducible, which we discuss in Sections E]
and

We argue that increasing the amount of centaur evaluation in
machine learning will benefit society with three arguments.
First, centaur evaluations expand which capabilities of ma-
chines we can evaluate, in particular those involving human
perception and dexterity (Section[d.T): “It is comparatively
easy to make computers exhibit adult level performance
on intelligence tests or playing checkers, and difficult or
impossible to give them the skills of a one-year-old when it
comes to perception and mobility.” (Moravec|(1990), p.15)
Centaur evaluations might lead us away from evaluating Al
with exams Metz| (2025)) and toward evaluations that more
closely resemble human use of machine learning systems.

Our second argument for centaur evaluations is that they
allow to directly evaluate human-centered features of ma-
chine learning models, such as interpretability (Casper et al.,
2023)), complementarity (Donahue et al.,2022), helpfulness
(Bai et al., [2022), and the ability to ask follow-up questions
(L1 et al., [2023]; |Shaikh et al.,[2024) (Section @ This is in
contrast to current evaluation methodologies, which require
imperfect proxies for these desiderata.

Finally, and for us most importantly, centaur evaluations can
re-center machine learning practice toward human augmen-
tation and away from a destructive path of human replace-
ment, leaving some without economic power and wealth and
others with high amounts of both (Section[4.3). There are
clear incentives for imitation. Imitation-based evaluations
are straightforward to formalize as supervised learning prob-
lems, humans provide ample training data in the behavior
being imitated, and results are easy to communicate to the
public, as most people have engaged in the behavior that
systems are trained and evaluated to imitate.

Evaluation based on imitation, in turn, leads to incentives



Centaur Evaluations

for human replacement instead of human augmentation,
which has led economists to call for human augmentation
Acemoglu & Johnson| (2023b)); Brynjolfsson| (2022); Bryn;
jolfsson & McAfee|(2011). [Brynjolfsson|(2022) introduces
the Turing Trap, which is a possible future where human-
ity has created technologies that replace humans and leave
them without economic and political power. The Turing
Trap highlights the dangers of focusing too narrowly on
Al systems that imitate human intelligence rather than aug-
menting it.

The argument in this position paper is structured as fol-
lows. We set the stage by defining centaur evaluations
(Section @ We then trace historical reasons for why, cultur-
ally, the machine learning community may engage in fewer
centaur evaluations than other fields of computer science
(Section[3). We expand on the main benefits of centaur eval-
uations, which we outlined in this introduction, in Section [4]
We then discuss possible objections. Section [5] considers
the cost of centaur evaluations, and argues that existing in-
frastructures from crowd work, A/B tests, and data science
competitions, can help reducing the fixed costs of running
centaur evaluations. We discuss replicability and sample
efficiency of centaur evaluations in Section [6]and conclude
in Section [7] Appendix [A] contains additional examples
of centaur evaluations inspired by existing (non-centaur)
evaluations and research papers in the social sciences of
technology. We keep mathematical notation to a minimum
for easier accessibility and only use it in Section[4.3|to high-
light how centaur evaluations allow for a formalization of
human augmentation.

2. Centaur Evaluations

We first define what centaur evaluations are (see the papers
Lee et al.| (2024); Shao et al.| (2025) formalizations which
focus on the interaction model)/']

2.1. The Gold Standard of Centaur Evaluations

A centaur benchmark for a machine learning system
consists of three components:

Human A selection criterion for the human(s) in-
volved in the evaluation, potentially allowing the
model to be tested to train humans together with
their model (“‘bring-your-own-human’) or from a
distribution of humans.

'We use the term Centaur Evaluations in the memory of centaur
chess (also known as advanced chess or freestyle chess), in which
humans use chess computers in their play (Sollinger, [2018)). This
means direct involvement of humans in the testing process, not
indirect process through labeling of evaluation datasets.

Interface A set of actions that the machine learning
system and the human can take to interact through
an interface, the representation of this interface
to the human and the format of submission of
answers.

Scoring Scoring of submissions, which can be done
through objective means or by a human preference
(Chiang et al.,|2024)), only based on outcomes or
also including process. It can also capture the re-
sources, e.g., in terms of computation and human
time, expended during the evaluation.

A fourth component, which is helpful but not inte-
gral to centaur evaluations, is a way to communicate
transcripts. For many cooperative tasks, how centaurs
achieved a high score in a benchmark is helpful for hu-
man learning. Transcripts of successful centaurs allow
humans and model developers to improve human-Al
collaboration.

In principle, there are two types of centaur evaluations. The
first is raising the restriction of current evaluation practice
that it must not involve humans. We call these centaurized
evaluations (compare (Chang et all [2025) for an exam-
ple of a centaurized benchmarks). Consider, for example,
the Massive Multitask Language Understanding benchmark
(MMLU) Hendrycks et al.|(2021a)) without the requirement
that no human should be involved in the solution of the
task. MMLU prompts are provided to a human with given
requirements (human). The human and Al can interact se-
quentially in a chat interface, and the human submits the
outcome (interface). Correct responses are recorded, subject
to costs or limitations on the amount of tokens and/or human
time used (scoring). The transcripts of interactions can be
recorded, e.g., as a screen capture (transcript). We provide
additional centaurized evaluations in Appendix [A.T]

Other evaluations are specifically designed with the addi-
tional affordances of centaur evaluations in mind. (The
following is inspired by the economics paper |Brynjolfsson
et al.[(2025)). A call center agent (human) interacts with a
chatbot to help a client with a request via phone. The agent
and the LLM agent interact by chat (interaction). Satisfac-
tion, time, and the number of tokens generated constitute
the score (scoring). Finally, a transcript can, subject to the
approval of the caller and the agent, be shared (transcript).
‘We propose more (non-centaurized) centaur evaluations in

Appendix
2.2. Existing Centaur Evaluations

There are a few examples of centaur evaluations in the lit-
erature. [Peng et al.|(2023)) find a high increase in speed in
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coding a functional HTTP server of a centaur compared to
a machine learning model and a human alone. The paper
Mozannar et al| (2024b)) studies a random assignment of
coders using machine learning-powered coding recommen-
dations in Visual Studio Code, also finding high speed-ups,
as do|Peng et al.|(2023). (Cui et al.| (2024)) studies in a ran-
domized controlled trial the impact of equipping humans
with a machine learning system for support and find large
productivity increases. [Barke et al.[(2023)); Mozannar et al.
(20244a) analyze the micro-structure of the interaction of
humans and machine learning systems. |Shao et al.| (2025)
proposes an interface for interactions in centaur evaluations,
using “collaborative agents” instead of our notion of centaur.
They implement an asynchronous computation and commu-
nication handler with an interface similar to OpenAI’s Gym
(Brockman et al.,[2016). [Lee et al. (2024) conduct several
centaur evaluations with crowdworkers in tasks of collabo-
rative writing, summarization, and puzzles. While these are
benchmarks, none of them is regularly reported for frontier
models. We argue that systematic centaur evaluations are
beneficial. First, we argue why centaur benchmarks might
not have the standing we argue they deserve.

2.3. Approximating Centaur Evaluations

Centaur benchmarks as a gold standard may be too expen-
sive to run. As a gold standard, they can be approximated,
and their calibration tested. Synthetic centaur evaluations
approximate centaur evaluation using interactive evalua-
tions, compare [Park et al.| (2023)); |Aher et al.[(2023)). For
the evaluation of human-centered desiderata this can be
conceptually particularly helpful. Consider evaluations of
explainability. Envisioning an idealized centaur benchmark,
that is then approximated in a synthetic centaur benchmark,
which is actually run, can increase transparency on what the
actual content of explainabilty in deployment would be.

3. Why Are There Few Centaur Evaluations?

Some of why there are relatively few high-profile centaur
evaluations lies in the history of the field.

3.1. Turing

Alan Turing’s eponymous test of intelligence of a machine
(Turing| [1950) is arguably a main foundation of artificial
intelligence, and a deeply human-imitating idea. If the Tur-
ing test is the main standard of intelligence, that is whether
a human discriminator can distinguish what an algorithm
says from what a human says, then the goal of machine
learning is indeed human imitation. As generative adver-
sarial networks taught us, developing technology with the
goal of passing the Turing test eventually leads to imitation
(Goodfellow et al.l |2020). The imitation-based approach
that Turing started is still engrained in the field. It views

human involvement in systems as a distraction from the goal
of intelligence, defined by its ability to be indistinguishable
from (or surpass in performance) a human.

The thinking of Turing fits directly into one of the most
important evaluation datasets, Imagenet (Deng et al., 2009).
The dataset assembles human labels of images, testing how
well a machine can learn what humans perceive in images.
The model tries to imitate humans in a task.

Turing’s imitative perspective is not the only basis for steer-
ing technological progress—other sub-fields of computer
science started out differently.

3.2. Bush, Licklider, and Engelbardt

The difference played out in the early days of human-
computer and human-robot interaction. Foundational
thinkers envisioned technologies that amplify human ca-
pabilities rather than replacing them. One foundational
example is Vannevar Bush’s concept of the memex (Bushl
1945). The memex was conceived as a cognitive augmen-
tation tool, enabling individuals to organize and retrieve
information seamlessly through associative links, much like
internet hyperlinks. Bush’s vision prefigured many aspects
of modern computing, including the web, and emphasized
the potential of technology to augment human thought pro-
cesses.

Two important thinkers were influenced by Bush’s pro-
posal. J.C.R. Licklider further advanced the concept of
human-machine cooperation in his influential work on man-
computer symbiosis (Licklider, [1960). Licklider envisioned
a future where humans would handle planning and judg-
ment tasks while machines would process data and perform
calculations at unprecedented speeds. This collaboration
aimed to improve decision-making efficiency and accuracy,
illustrating the profound potential of human-machine part-
nerships.

Building on Bush'’s vision, Douglas Engelbart introduced
the idea of bootstrapping, wherein tools are designed not
only to assist humans directly but also to facilitate the cre-
ation of better tools (Engelbart, |1962)), leading to Engelbart
proposing many of modern computer’s affordances in the
“Mother of all demos” (Engelbart, |1968).

In the footsteps of these thinkers, Human-Computer Inter-
action works on making humans more productive through
technology (Horvitz, |1999; |Wang et al.| |[2020).

3.3. Robotics, Human-Robot Interaction, and the
DARPA Grand Challenges

In physical domains and robotics, the Defense Advanced
Research Projects Agency (DARPA)’s Grand Challenges
demonstrate the principles of augmentation. The DARPA
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Robotics Challenge allowed human operators to issue high-
level commands, such as drive forward, while the robots
autonomously handled the fine-grained motion control
(Krotkov et al.,[2018])). This division of labor capitalized on
human judgment and machine precision, enabling signifi-
cant advancements in autonomous systems.

The DARPA Subterranean Challenge extended this idea fur-
ther by integrating teams of robots with a human operator
who had limited observability of the robots’ actions (Roucek
et al.,|2020). This setup required effective communication
and coordination, emphasizing the importance of human
oversight in complex, dynamic environments. The inter-
action between humans and robots constitutes the field of
Human-Robot Interaction (see, e.g., Lasota et al.| (2017);
Ajoudani et al.| (2017)).

3.4. Current Evaluations in Artificial Intelligence

Why did centaur evaluations not take off in machine learn-
ing? It might be a combination of the existence of many
imitative evaluations, Turing’s lasting impact, or the cost of
benchmarks, which makes them less widely accessible.

4. Why There Should Be More Centaur
Evaluations

We now make our case for centaur evaluations. First,
centaur evaluations allow to evaluate Al more thoroughly
(Section A1), they allow direct testing of human-centered
desiderata like interpretability, human-augmentation, help-
fulness, and grounding (Section, and, for us most impor-
tantly, re-center technological development toward human
augmentation, while helping policymakers (Section [4.3).

4.1. Centaur Evaluations Can Be Harder

Current evaluations ‘“‘saturate” fast, that is, AI models
rapidly achieve very good results on evaluations, leading to
concerns that soon, humans might not be able to evaluate
models (Arc Prize, 2025 Metz, 2025). We contend that this
worry might be a consequence of how restrictive current
evaluation formats are rather than a general limitations of
humans in evaluating machine learning systems. Addition-
ally, while most imitative evaluations might soon saturated,
benchmark results may not transfer to real-world tasks be-
cause much of the hardness of operation in the real world
stems from complex feedback loops and heterogeneity that
only comes out in interaction with humans. Hence, while
we laud more complex, realistic, and interactive evaluations
(e.g., | Xie et al.| (2024); Majumder et al.|(2024); |Deng et al.
(2023)); Zhou et al.| (2024)); Drouin et al.|(2024); [Lee et al.
(2024); Shao et al.| (2025); Wijk et al.| (2024)), there are
strong reasons to consider centaur evaluations for harder
and more realistic evaluations.

e ~
centaur tasks

human tasks

[ scorable human tasks ]

- J

Figure 1: Variation of Brynjolfsson|(2022), Figure 1. Imita-
tive evaluations create a low ceiling for evaluations.

One way in which centaur evaluations can be harder is
mechanistic: Humans have more actions and more sensors
available than even the most powerful multimodal models,
see Figure|ll Consider a call center benchmark. Human
raters are still often able to distinguish whether they are
talking to an Al or a human and will rate Al differently. In
this case, a human replacement evaluation will have limited
success unless the auditive Turing test is passed, and we
can replace most call center workers altogether (more on
this in Section[4.3). Similarly, many security-critical actions
are exclusive to humans, which likely will persist into the
future. Evaluating interactions with safety-critical systems
requires evaluating a centaur. In contrast to a call center or a
security-relevant setting, current evaluations look synthetic:
school-level (Hendrycks et al.,[2021b) and researcher-level
mathematics (Glazer et al.|[2024), general knowledge ques-
tions (Hendrycks et al.,2021a), and reading comprehension
(Dua et al., 2019), among others. What they do have in
common is that they have text as input, text as output, and a
correct answer. The format of evaluations is restrictive and
makes it hard for humans to create truly hard evaluations.

4.2. Centaur Evaluations Simplify the Evaluation of
Human-Centered Desiderata

Centaur evaluations also simplify the evaluation of human-
centered desiderata such as explainability, interpretability,
helpfulness, or grounding. One such desideratum, explain-
ability, has received attention in policy for example in the
European Union’s Al Act (European Union| (2024)), Art.
13, compare also Art. 52): “High-risk Al systems shall
be designed and developed in such a way as to ensure that
their operation is sufficiently transparent to enable deploy-
ers to interpret a system’s output and use it appropriately.”
(emphasis added). Explainability is measured with explicit
reference to humans, in this case, deployers. On the other
hand, much of explainability evaluation uses proxies of ex-
plainability or mechanistic techniques, compare|Casper et al.
(2023)). With centaur evaluations, explainability can be di-
rectly evaluated as the ability of a human to act correctly
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based on system outputs.

Additionally, current evaluations cloak achievements in
human-centered development technology. One concrete
example is the learning-to-defer literature, which studies
when a machine learning system should defer to a human
for a decision (see Bansal et al.|(2021) for a theory model,
and compare |Yang et al.| (2018)); |(Okati et al.[(2021); Mozan{
nar & Sontag| (2021)); Madras et al.|(2018)); Keswani et al.
(2022); [Vodrahalli et al.| (2022)); Bansal et al.| (2021)); [De
et al.| (2021)). In current evaluations that do not consider
human-Al interplay, learning-to-defer is irrelevant. Success-
ful deferral helps in real-world use, but current evaluations
are blind to it.

4.3. Centaur Evaluations Positively Impact Society

Finally, centaur evaluations re-center the direction of
progress in machine learning and can help decision-makers
decide where to steer technological development.

4.3.1. DIRECTING TECHNOLOGICAL CHANGE

Technology and automation play an important role in the
inequality of power and wealth (Karabarbounis & Neiman,
2014; [Autor, 2019). One of the main channels through
which inequality arises is that capital (so any non-human
input to production) becomes more important and is owned
by a smaller group than a few decades ago (Alvaredo et al.,
2022). We believe that keeping humans productive (as we
formalize in this subsection) is important for machine learn-
ing development.

To define human augmentation and human replacement pre-
cisely, we will view the performance of a model ¢ on a
centaur benchmark (including human, interface, and scoring
components) through the lens of triples (¢, K, L, Y") where
K denotes the amount of compute, L the amount of time a
human time spent, and Y the performance on an economi-
cally relevant taskE] Fitting a function, we obtain a centaur
production function Y = f;(K, L) of the evaluations. For a
moment assume that the evaluation performance is a good
proxy for the monetary value of an economically relevant
task. Then, the marginal value of human time, %j; as a value
of human augmentation. The reason for this is that, in a
competitive market, the wage w of a worker in a productive
task given by production function f; satisfies

afi
oL

(To see why @ holds, assume for example—and
contradiction—g 2 (K,L) > w. In this case, raising L

(K,L) = w. (1)

2This notation is inspired by macroeconomics. K, or capital is
here played by computation, L or labor is the human input, ¥ or
output is the performance on a task. We refer the interested reader
to (Romer, David, 2018) for more macroeconomic modeling.

Y

L

Figure 2: While model 1 is strictly more performant, it is
only slightly more human-augmenting.

by € costs ew, but brings benefit 5%’2 (K, L) > ew, contra-

diction individual optimality in a market.) To motivate that
g’z , which can only be estimated with a centaur benchmark,
can be used to compare models, consider Figure [2] which
sketches production functions for two different AI models
(or interaction modules) f1 and fo, for a fixed level of com-
putation. As a result of optimization, wages are the slope
of the production function. As slopes for f5 are higher than
for f1, for any value of human time, wages will be higher

under f5.

Informed by (), we can give a (slightly informal) definition
of technologies that are human-augmenting and which are
human-replacing. Those machine learning systems that keep
the marginal value of human time, and hence, according to
(T high, are called human-augmenting. If human time is
irrelevant, the technology is human-replacing.

Definition 4.1. We call a machine learning system with
production function f human-augmenting if % > 0 for
relevant values K and L. If g—i ~ 0 for relevant values K
and L, we call it human-replacing.

Human augmenting technologies are more likely to produce
high wages and sustain economic bargaining power for those
who do not own capital. The point made here is supported by
several economists; see, for example, (Acemoglu & Johnson,
2023azb; Brynjolfsson, [2022). Even institutions at the center
of technological disruption call for ways to increase the
number of jobs, see Y Combinator’s open letter Combinator|
(2024).

Current evaluations are blind to human augmentation, as
they evaluate f;(K,0) or maxy f;(K,0). If the goal is to
succeed in current evaluations, there are no incentives for
human augmentation.
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4.3.2. PRODUCING POLICY-RELEVANT ARTIFACTS

centaur evaluations allow us to produce evaluations with
direct meaning for human augmentation and impacts for the
value of human time.

. % (K, L): human augmentation. The expected wage
in a thought experiment is informed by (T)).

* fi(K, L): task achievement, fixed resources in terms
of both human and compute (compare |Coleman et al.
(2017)) for resource-controlled computing).

* maxg,r, fi(K,L): maximal task achievement. The
optimal performance of any centaur.

Using g’z (K,L) as a benchmark allows to assess the

marginal value of human time for a task. This can in-
form retraining of humans: If a new very performant
(fi(K,L) > 0), human-replacing (%Q = 0) technology
arises, retraining toward other tasks is helpful. Conversely,
if a new performant, human-augmenting (g% > 0) technol-
ogy is introduced, this makes training of (some) humans for
these tasks desirable.

Even beyond tasks for which we cannot assume that suc-
cess is a good proxy of monetary value (as for most tasks),
marginal value %JE (K, L) is a helpful measure. Consider
centaurized MMLU (Hendrycks et al.,[2021a). Evaluate the
difference in performance between 15 minutes and 30 min-
utes of human time together with a chatbot to solve parts
of a benchmark. We can view this as a finite-difference
approximation of gﬁ (K, L). If a system does not benefit
at all from human input, we should see that this measure
will be close to zero. Is it large, then humans will bring
significant value to the system. High human augmentation
is informative about whether human thought as opposed to
mere knowledge recovery plays a role.

5. How to Run centaur evaluations?

A first concern about centaur evaluation is cost and repro-
ducibility. In this section, we discuss three designs from
crowd work, randomized controlled trials, and data science
competitions, that can be used for centaur evaluations and
how they reduce fixed costs and allow for the reporting of
relevant quantities.

5.1. Centaur Evaluations with Crowd Workers

A first component of centaur benchmarks is the selection of
humans. Crowd work platforms such as Amazon Mechan-
ical Turk, allow for the recruitment of humans for centaur
benchmarks, and has been employed in |[Lee et al.| (2024).
Crowd workers are reimbursed for participation in a centaur
benchmark, and are chosen from a pool of crowd workers
potentially with additional qualifications.

5.2. Centaur Evaluations via Trials

If the interest of a benchmark is not only the comparison
of quantities humans and machine learning systems inter-
act, but a comparison of f;(K, L) of %J; (K, L) is desired,
causal inference techniques may be used. Instead of only
using separate human on for different machine learning sys-
tems ¢, one can randomly assign treatments that change
the amount of computation used (e.g., by querying a ma-
chine learning model to use less chain-of-thought tokens)
and providing incentives to humans to use less time (e.g., a
Mechanical Turk bonus for each minute they finish early).
This allows to learn a model of treatments to expected time
spent and an unbiased estimate of f;(K, L) of ?)]2 (K, L),
compare [Heckman & Robb (1985)); Joshua D. Angrist &
Rubin| (1996). (Compare also |Ackerberg et al.| (2015) for

production function estimation in Economics.)

5.3. Centaur Evaluations via Competitions

So far, we considered examples of humans sampled from
a pool. It is also possible to consider settings where the
humans are chosen and trained by the entity producing the
model to be evaluated. This naturally leads to leaderboards
of performance in the spirit of kaggle.com. While the
former two appraoches aim to choose a representative sam-
ple of humans to complete a task, leaderboards optimize
both the AI system and the human. To provide statistical
meaning to the evaluation with bring-your-own-human and
not overfit to the selection of a particular task, this approach
will require the humans to solve several tasks before their
score is reported.

The usefulness of a leaderboard does not necessarily lie
in the numeric evaluation results like in the first two ap-
proaches but rather in the transcripts that are produced.
Humans can learn from the best humans using Al very
productively for a task and improve their actions—a success
of social learning.

An important feature of centaur evaluations, we predict, is
some amount of adaptability to the discovery of unintended
ways to solve a task (glitches, jailbreaks, shortcuts, etc.).
We are optimistic that such norms can be found in an online
community, as a parallel case of the speed run community
shows. In a speed run in a videogame, a human tries to “com-
plete” a video game, that is, reach a particular game state
as fast as possible, to rank in a global leaderboard. Leader-
boards such as|speedrun.com have human moderators
who determine which glitches, shortcuts, and hardware se-
tups are allowed and which are forbidden (compare the study
Scully-Blaker| (2016) of the speedrunning community).
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Figure 3: Five stages of automation.

6. Alternative Views

We discuss three additional arguments in opposition to our
argument. The first argument Section [6.T|roughly states that
human augmentation is an illusion and that in relevant tasks
centaurs usually perform worse than humans or machine
learning systems alone. The second focuses on statistical
issues and contends that centaur evaluations do not work.
The third says that centaur evaluations are broadly not worth
their opportunity cost.

6.1. Human Augmentation Does Not Exist

Argument. There are many tasks for which centaurs are
demonstrably worse than algorithms or humans alone. For
example, (Ludwig & Mullainathan| [2021}; |Kleinberg et al.,
2018)) show that biases of humans lead to worse performance
of centaurs compared to machine learning in several settings
of social relevance. Judges perform worse than counterfac-
tual decisions made by algorithms alone (Angelova et al.,
2024; |Yang et al., [2018), radiology screening algorithms
outperform radiologists (Yu et al., 2024)), and human-AlI sys-
tems might be less fair than algorithms alone (McLaughlin
et al} [2022). More broadly, the metastudy [Vaccaro et al.
(2024) finds that there is mostly no human augmentation in
studies published in 2020 to 2023.

Rebuttal. This argument only highlights that centaurs’
performance is task-dependent (an observation that
(Dell’Acqua et al., [2023) formulates). While the argu-
ment lists examples where centaurs do not perform well,
there are many tasks for which centaurs outperform humans
and/or Al. Examples, where such human uplift was demon-
strated, are in child protective services reviews (Grimon &
Mills, [2022), call centers (Brynjolfsson et al., 2025) and
entrepreneurship (Otis et al.| 2023).

We also believe that a presumption of a failure of centaurs
steers technology in the wrong direction. We rather think of
technological automation in five stages of automation, see
Figure 3] through which all tasks proceed at different speeds.
First, humans are doing the task, and technology is too
immature to be at all helpful. With more and more capable
technology and well-trained humans, centaur performance
increases. Finally, machines are capable enough to not
benefit from human involvement anymore. One example
of such automation is chess. In the last 80 years, we have
gone through all five stages of automation for the game of
chess and the use of chess agents. During the war, chess did

not benefit from computation, and humans were playing it
by themselves. More and more, computers helped humans,
and in the 2000s, centaur chess tournaments tested different
centaurs against each other, see an interview about this
time (Sollinger, 2018). Roughly ten years later, there is no
benefit to centaurs compared to computers alone, according
to (Emerson, [2013)).

While sufficient engineering effort can move all tasks
through the stages of automation, how this transition works
depends on the machine learning community. If the only
goal is to reach the final stage of automation, there will be
no productive centaur in the time of transition as there is
no technology supporting this stage of automation. With
the current culture of machine learning evaluation, we sacri-
fice performance in stages 2 to 4 while waiting for stage 5,
at which point large inequality in wealth and power arises.
Given how undesirable this outcome is, we believe invest-
ing in the development in successful centaur systems is
societally beneficial.

6.2. Centaur Evaluations are Noisy and Irreproducible

Argument. Evaluation is the core of machine learning
methodology (see Rahimi & Recht|(2017); Kolter| (2024)),
so we should be careful with changes to how we evaluate.
Centaur evaluations, at their core, are lab studies, and suffer
from issues inherent in them: brittleness and dependence on
experimental details (Tversky & Kahneman, 1974;|1981),
noisy data, and high sample complexity even for moderately
tight comparisons of models.

Rebuttal. We first point out that centaur evaluations are
more than RCTs when designed as leaderboards Section[5.3]
We engage with the rest of the argument. First, on their
dependence on experimental conditions. In our view, the
dependence on experimental features is a feature rather than
a bug of centaur evaluations. For the design of human-
augmenting technologies, it is important to capture human
decision-making, which is dependent on details of the setup,
and may be viewed as “brittle”’. Assuming that human
selection criteria are transparent enough and interfaces are
flexible enough for the designers of systems to design good
interfaces, we view this as an opportunity for good design.

Second, on sample complexity. We agree that it might be
necessary to run a task on a few hundred (Lee et al.| 2024)
to a few thousand (Brynjolfsson et al.,|2025) humans. This
might be expensive, and does not allow for routine evalua-
tion of all models and model iterations. Given the concen-
tration with a handful of performant models, selection of
models may be possible.
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6.3. Opportunity Costs

Argument. Centaur evaluations are expensive and eat into
resources that would otherwise go into the rapid iteration
of models. Losing the ability to rapidly iterate is a huge
loss for the machine learning community, and it is unclear
whether the benefits of centaur evaluations offset that loss.

Rebuttal. The gold standard of a pure centaur benchmark
might not be appropriate for all tasks, and approximations
might be necessary. For the leading models, we still believe
that the benefits for steering technologies outweigh the costs
of running the benchmarks. In addition, we have already
seen successful centaur benchmarks, which show that they
are feasible (Peng et al.,[2023} Mozannar et al., 2024b; |Peng
et al., 2023; |Cui et al., [2024; |Barke et al.,|2023;Mozannar
et al., |2024a;|Shao et al., 2025} [Lee et al., [2024)).

7. Summary

Evaluations are crucial for machine learning methodology.
Most prominent evaluations of machine learning systems
consider the systems in isolation from humans, leading
to easily saturated benchmarks, hard-to-formalize human-
centered desiderata, and a bias of technological development
toward human replacement instead of human augmentation.
Human replacement exacerbates an existing imbalance of
power and wealth.

We argue that all of these concerns about current evalua-
tions are addressed by centaur evaluations in which humans
and machine learning systems complete tasks together in
a shared environment. Centaur evaluations require a spec-
ification of the selection of humans, the human-machine
interface, and a scoring mechanism. They may also provide
transcripts of interactions, and can be run based on existing
infrastructure for crowdsourcing, RCTs, and data science
competitions.

Centaur evaluations allow us to identify tasks where human
augmentation is most beneficial, as well as those in which
machine learning systems outperform humans. The cur-
rent practice of machine learning system evaluation leads
to under-performing centaurs until full automation, upon
which many humans lose economic bargaining power and
income.
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A. Examples of Centaur Evaluations

We list additional examples of centaur evaluations, which
are each inspired by either social science studies on human
augmentation of technology or non-centaur evaluations.

A.l. Centaurized Evaluations

Example (Inspired by |Guha et al.[(2023)). A lawyer (hu-
man) works alongside an Al contract analysis system to
identify potential risks, inconsistencies, or missing clauses
in legal documents. The lawyer can ask questions, request
clarifications, and accept or reject Al suggestions through
a structured review interface (interface). The benchmark
score is determined by the accuracy of risk identification,
the time spent by the lawyer, and the computational costs
associated with the AI model (scoring). A transcript of the
lawyer-Al interaction can be stored to understand patterns
in effective collaboration (transcript).

Example (Inspired by [Cai et al.|(2024)). A researcher (hu-
man) is given a set of papers and collaborates with an Al
system to extract key insights, generate summaries, and iden-
tify relevant citations for a literature review. The researcher
and Al interact via a text-based interface where the Al pro-
vides ranked lists of references, extracts key points, and
the researcher can refine queries or adjust summarization
parameters (interface). The performance is graded based
on the relevance and accuracy of extracted information, the
efficiency of the process, and the cost in terms of human
effort and Al-generated tokens (scoring). The transcript of
interactions, including refinements and queries, is exported
(transcript).

Example (Inspired by |Li et al.|(2024)). A financial planner
(human) works with an Al-powered financial model to pro-
vide investment recommendations tailored to a client’s risk
profile and goals (task). The financial planner receives Al-
generated insights, including risk analyses and portfolio op-
timizations, and can modify, approve, or reject them through
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a structured advisory interface (interface). Performance is
graded based on investment outcomes, client satisfaction,
time spent on decisions, and computational costs (scoring).
Transcripts of these interactions are shared (transcript).

Example (Inspired by Zhang et al|(2024))). A security ana-
lyst (human) collaborates with an Al threat detection system
to solve capture-the-flag problems. The Al system flags sus-
picious activities and provides automated recommendations
while the human analyst interprets, refines, and executes
security measures (interface). The accuracy of threat detec-
tion, speed of response, and costs in terms of computational
resources and human oversight are evaluated (scoring). The
transcript records and shares decision-making patterns (tran-
script).

Example (Inspired by Jimenez et al.|(2023)). A software en-
gineer (human) collaborates with an Al debugging assistant
to fix Github issues. The Al suggests possible bug locations,
offers code fixes and explains error causes, while the human
verifies, modifies, or rejects suggestions (interface). The
benchmark evaluates debugging accuracy, time efficiency,
and human-Al interaction costs (scoring). Transcripts show
the messages that humans send to the system, and the history
of edits (transcript).

A.2. Novel Centaur Evaluations

Example (Inspired by Brynjolfsson et al.| (2025)). A sup-
port agent (human) uses an Al assistant to resolve customer
queries more efficiently. The Al suggests responses, re-
trieves relevant documentation, and assists in troubleshoot-
ing, while the human agent makes final decisions and person-
alizes responses (interface). The benchmark score is based
on resolution accuracy, customer satisfaction, and cost in
terms of human effort and Al-generated tokens (scoring).
Transcripts contained exchanged messages and text tran-
scripts, conditional on consent, of the client conversation
(transcript).

Example (Inspired by |Yu et al.|(2024))). A radiologist (hu-
man) collaborates with an Al-powered image analysis tool
to diagnose medical conditions from X-rays or MRIs. The
radiologist and the Al system communicate through an inter-
face where the Al can highlight potential areas of concern,
provide confidence scores, and suggest diagnoses while the
human can query, approve, or override suggestions (inter-
face). The evaluation consists of diagnostic accuracy, time
taken per case, and any associated costs for human-Al inter-
action (scoring). Transcripts of these interactions, including
decision-making paths and disagreements, are shared. (tran-
script).


https://arxiv.org/abs/2408.08926
https://arxiv.org/abs/2408.08926
https://openreview.net/forum?id=oKn9c6ytLx
https://openreview.net/forum?id=oKn9c6ytLx
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