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Abstract

We study benign overfitting in two-layer ReLU networks trained using gradient
descent and hinge loss on noisy data for binary classification. In particular, we
consider linearly separable data for which a relatively small proportion of labels
are corrupted or flipped. We identify conditions on the margin of the clean data
that give rise to three distinct training outcomes: benign overfitting, in which
zero loss is achieved and with high probability test data is classified correctly;
non-benign overfitting, in which zero loss is achieved but test data is misclassified
with probability lower bounded by a constant; and non-overfitting, in which clean
points, but not corrupt points, achieve zero loss and again with high probability test
data is classified correctly. Our analysis provides a fine-grained description of the
dynamics of neurons throughout training and reveals two distinct phases: in the
first phase clean points achieve close to zero loss, in the second phase clean points
oscillate on the boundary of zero loss while corrupt points either converge towards
zero loss or are eventually zeroed by the network. We prove these results using a
combinatorial approach that involves bounding the number of clean versus corrupt
updates across these phases of training.

1 Introduction

Conventional machine learning wisdom suggests that the generalization error of a complex model
will typically be worse versus a simpler model when both are trained to interpolate data. Indeed, the
bias-variance trade-off implies that although choosing a complex model is advantageous in terms of
approximation error, it comes at the price of an increased risk of overfitting. The traditional solution
to managing this trade-off is to use some form of regularization, allowing the optimizer to select a
predictor from a rich class of functions while at the same time encouraging it to choose one that is in
some sense simple. However, in recent years this perspective has been challenged by the observation
that deep learning models, trained with minimal if any form of regularization, can almost perfectly
interpolate noisy data with nominal cost to their generalization performance (Zhang et al., 2017}
Belkin et al.,|2018bl 2019). This phenomenon is referred to as benign overfitting.

Following these empirical observations, a line of research has emerged aiming to theoretically
characterize the conditions under which various machine learning models, trained to zero loss on
noisy data, obtain, at least asymptotically, optimal generalization error. To date, the majority of
analyses in this regard have focused primarily on linear models, including linear regression (Bartlett
et al.} [2020; Muthukumar et al., [2020; [Wu & Xul [2020; (Chatterji & Long, |[2021; [Zou et al., 2021}
Hastie et al.|, 2022; [Koehler et al., |2021; Wang et al., 2021a} Chatterji & Long| [2022} |Cao et al.|
2021} |Shamir, [2022), logistic regression (Chatterji & Long, 2021} |Muthukumar et al., 2021} [Wang
et al.|[2021b)) and kernel regression (Belkin et al.| 2018a; Me1 & Montanari, 2019} |Liang & Rakhlin|
2020; Liang et al.,2019). With regards to understanding benign overfitting in neural networks, in the
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Neural Tangent Kernel (NTK) regime (Jacot et al.,2018)) the prediction of a neural network is well
approximated via kernel regression (Adlam & Pennington, [2020). However, this regime typically
requires unrealistically large network width and fails to capture feature learning. Indeed, and despite
being the initial source of inspiration, an understanding of when and how neural networks benignly
overfit in the rich, feature learning regime is not well understood.

1.1 Contributions and related work

In this work we study benign overfitting in the context of binary classification for two-layer ReLU
networks, trained using gradient descent and hinge loss, on label corrupted, linearly separable data.
There are a number of recent and or concurrent works which prove benign overfitting results in
a similar setting |[Frei et al.| (2022} 2023); |Xu & Gu| (2023); |Cao et al.| (2022); Kou et al.| (2023));
Kornowski et al.| (2023)), however, we emphasize that these exclusively study exponentially tailed
losses, notably the popular logistic loss. Benign overfitting is intimately related to the notion of
implicit bias, the preference of an algorithm for selecting minimizers with certain properties over
others. The implicit bias of homogeneous networks trained with gradient descent on an exponentially
tailed loss from a low initial loss is known to converge in direction to a Karush-Kuhn-Tucker (KKT)
point of the associated max-margin problem [Lyu & Li|(2020); J1 & Telgarsky|(2020). This implies at
least intuitively a certain bias towards margin maximization. In a recent work [Frei et al.|(2023) it is
shown that if the input data is sufficiently orthogonal then a shallow, leaky ReLU network evaluated
on such a KKT point is equivalent to a particular linear classifier. Moreover, and under additional
data assumptions, the authors show such networks benignly overfit. Another recent paper|Kornowski
et al.| (2023) uses a similar approach to derive benign overfitting results for ReLU networks and also
provides a description of the transition between benign and tempered overfitting in the univariate
input case. To the best of our knowledge, equivalent results on the implicit bias of homogeneous
networks trained with non-exponentially tailed losses are not characterized. Furthermore, training a
linear classifier with an exponential versus non-exponential tailed loss is known to result in a different
implicit bias, with the non-exponential tailed loss potentially inducing convergence in direction to a
classifier with a poor margin Ji et al.| (2020). As a result, a priori it is not clear if and how the choice
of hinge loss impacts the propensity for a shallow ReL.U network to overfit.

There are two main existing lines of work which study benign overfitting in neural networks outside
of the kernel regime. Concerning perhaps the most relevant line of prior work to our own, [Frei
et al.| (2022) consider a smooth, leaky ReL.U activation function, train the network using the logistic
instead of the hinge loss and assume the data is drawn from a mixture of well-separated sub-Gaussian
distributions. The key result of this work is that given a sufficient number of iterations of GD, then the
network will interpolate the noisy training data while also achieving minimax optimal generalization
error up to constants in the exponents. A concurrent work Xu & Gul(2023) extends this result to more
general activation functions including ReL.U, relaxes the assumptions on the noise distribution to
being centered with bounded logarithmic Sobolev constant, and also improves the convergence rate.
As highlighted in [Xu & Gu|(2023)), the fact that ReLU is non-smooth and non-leaky significantly
complicates the analysis of both the convergence and generalization. A second line of work (Cao
et al., 20225 |Kou et al. [2023)) studies benign overfitting in two-layer convolutional as opposed to
feedforward neural networks. Whereas here and in |[Frei1 et al.| (2022)); Xu & Gul (2023)) each data
point is modeled as the sum of a signal and noise component, in|Cao et al.|(2022); Kou et al.|(2023)
the signal and noise components lie in disjoint patches. The weight vector of each neuron is applied
to both patches separately and a non-linearity, such as ReLU, is applied to the resulting pre-activation.
In this setting, the authors prove interpolation of the noisy training data and derive conditions on
the clean margin under which the network benignly vs non-benignly overfits. We emphasize that
the data model studied in this work is very different to the setting we study here, and as a result we
primarily restrict our comparison to that with [Frei et al.|(2022) and the concurrent work | Xu & Gu
(2023). Finally, in regard to optimizing shallow ReLU networks using hinge loss, a line of work
(Brutzkus et al., 2018; |Wang et al.l |2019; |Yang et al.l |2021) studies the convergence of gradient
descent on generic, linearly separable data without label corruptions. These works also require
additional assumptions, notably leaky ReLLU instead of ReL.U, insertion of noise into the optimization
algorithm or changes to the loss function.

Before we discuss our contributions we remark that a previous work |Mallinar et al.| (2022) describes
and experimentally explores a taxonomy of overfitting: benign overfitting, where the generalization
error is optimal; catastrophic overfitting, where the generalization error is close to random chance;



and tempered overfitting, which lies in between. In this work, we do not consider the full breadth of
this taxonomy, and use the terms “non-benign overfitting” or equivalently “harmful overfitting” to
refer to overfitting that may be either tempered or catastrophic. We now summarize our contributions:
in particular, under certain assumptions on the model hyperparameters, we prove conditions on the
clean margin resulting in the three distinct training outcomes highlighted below. We remark also that
the prior works discussed primarily focus on deriving positive benign overfitting results.

1. Benign overfitting: Theorem [3.1] provides conditions under which the training loss con-
verges to zero and bounds the generalization error, showing that it is asymptotically optimal.
This result is analogous to those of |Frei et al.[(2022) and [ Xu & Gu|(2023) but for the hinge
instead of logistic loss.

2. Non-benign overfitting: Theorem 3.6]provides conditions under which the network achieves
zero training loss while generalization error is bounded below by a constant. Unlike [Frei
et al.| (2022) and [ Xu & Gul(2023)), this is not due to the non-separability of the data model
but is instead a result of the neural network failing to learn the optimal classifier.

3. No overfitting: Theorem [3.§|provides conditions under which the network achieves zero
training loss on points with uncorrupted label signs but nonzero loss on points with corrupted
signs. Again the generalization error is bounded and shown to be asymptotically optimal.

To conclude this section we further remark that our proof techniques are quite different from those
used in [Frei et al.| (2022)); [Xu & Gu|(2023)) and indeed the other works highlighted in this section.
Again we emphasize this is due to the fact we study the hinge loss instead of the logistic loss and
discuss the differences arising from this in detail in Section[3] In particular, we set up the problem
in such a way that the convergence analysis reduces to counting the number of activations of clean
versus corrupt points during various stages of training. Our analysis further provides a detailed
description of the dynamics of the network’s neurons, thereby allowing us to understand how the
network fits both the clean and corrupted data.

2 Preliminaries

2.1 Data model

We consider a training sample of 2n pairs of points and their labels (x;, y;)2", where (x;, ;) € RY x
{—=1,41} for all i € [2n]. Furthermore, we identify two disjoint subsets S; C [2n] = {1,...,2n}
and Sg C [2n], ST U Sg = [2n], which correspond to the clean and corrupt points in the sample
respectively. The categorization of a point as clean or corrupted is determined by its label: for all
i € [2n] we assume y; = B(i)(—1)¢ where 3(i) = —1iff i € S and 3(i) = 1 otherwise. In
addition, we assume |Sp N [2n].| = |SF N [2n],] = k and |St N [2n].| = |ST N [2n],| = n — &,
where [2n]. C [2n] and [2n], C [2n] are the even and odd indices, respectively. We remark that this
assumption simplifies the exposition of our results but is not integral to our analysis. Each data point
is assumed to have the form

x; = (—1)'(vAv + 1 = 78(i)n,). (1)

Here v € R satisfies || v|| = 1 and furthermore we refer to v as the signal vector as the alignment
of a clean point with v determines its sign. Indeed, sign((x;,v)) = (—=1)® = y; fori € Sy
whereas sign((x;,v)) = —y; for i € Sp. Thus we may view the labels of a corrupt point as flipped
from their clean state. The vectors (n;)?"; are mutually independent and identically distributed
(ii.d.) random vectors drawn from the uniform distribution over S¢~1 N span{v}+, which we
denote U(S?~! N span{v}'). Clearly this distribution is symmetric, mean zero and for any n ~
U(S%!nspan{v}!)itholds thatn | v and ||n|| = 1. We refer to these vectors as noise components
due to the fact that they are independent of the labels of their respective points. The real, scalar
quantity v € [0, 1] controls the strength of the signal versus the noise and also defines the clean
margin. Finally, at test time a clean label y ~ U({—1, 1}) is sampled and the corresponding test data
point is constructed,

x = y(y/7v + /I =), @)

where again n ~ U(S?~! N span{v}1).



The key idea we use to characterize the training dynamics is to reduce the analysis of the trajectory of
each neuron to that of counting the number of clean versus corrupt updates to it. This combinatorial
approach relies on each point having similar sized signal and noise components. In order to make our
analysis as clear as possible, we select a data model which ensures the signal and noise components
are consistent in size across all points. We emphasize that these assumptions are not strictly necessary
and we believe analogous analyses could be conducted when the signal and noise components are
instead appropriately bounded. In addition, and as discussed in more detail in Section [3.2] the
orthogonality of the signal and noise components allow us to demonstrate non-benign overfitting
even when a perfect classifier exists.

2.2 Network architecture, optimization and initialization

We consider a densely connected, single layer feed-forward neural network f : R?™>*4 x RY — R
with the following forward pass map,

2m

FW.%) =) (=1 6((w;.x)).
j=1
Here ¢ := max{0, z} denotes the ReLU activation function and w; the j-th row of the weight
matrix W € R2m*4, The network weights are optimized using full batch gradient descent (GD)
with step size 7 > 0 in order to minimize the hinge loss over a training sample ((x;,y;))7%, C
(R? x {—1,1})2" sampled as described in Section After ¢/ iterations this optimization process
generates a sequence of weight matrices (W(t) )f:O. For convenience, we overload our notation for

the forward pass map of the network and let f(,x) := f(W®), x). Furthermore, we denote the hinge
loss on the i-th point at iteration ¢ as £(t, 7) := max{0, 1 — y; f (¢, x;) }. The hinge loss over the entire

training sample at iteration ¢ is therefore L(¢) := Ef:l 0(t,i). Let F® = {i € [2n] : £(t,x;) > 0}
and .A;-t) ={i€2n]: (wj(.t), x;) > 0} denote the sets of point indices that have nonzero loss and
which activate the jth neuron at iteration ¢ respectively. With

art,i) o, (wi x;) <0,
Ow;jy, — (=1 yzyr, (w;t),xi> >0

then the GD update ruleﬂ for the neuron weights at iteration ¢ > 0 may be written as
2n
wit = w4 (179 310 € AY N FO)yx,. 3)
=1
In regard to the initialization of the network parameters, for convenience we assume each neuron’s

weight vector is drawn mutually i.i.d. uniform from the centered sphere with radius A\,, > 0. We
remark that results analogous to the ones presented hold if the weights are instead initialized mutually

. 0 .
ii.d. as w§c) ~ N(0,02) for sufficiently small o2,

2.3 Notation

For indices 4, j € Z>1 we say ¢ ~ j iff (=1)" = (—=1)’. We often refer to a data point or neuron by
its index alone, e.g. “point " refers to the i-th training point (x;, y;). For two iterations tg, t; with
t1 > to we define the following.

L Gj(to, t1) == ics, Shlie A§T) N F(7)) is the number of clean updates applied to

. T=to |
the j-th neuron between iterations tg and ;.

2. Bj(to,t1) == D ies, Sholy(ie .A;T) N F(7)) is the number of corrupt updates applied

. T=to "\
to the j-th neuron between iterations ¢y and ;.

3. G(to,t1) = 3 jcpom) Gj(to. t1) and B(to, t1) := 3 (9,0 Bj(to, t1) are the total number
of clean and corrupt updates applied to the entire network between iterations ¢ and ¢;.

! Although the derivative of ReLU clearly does not exist at zero, we follow the routine procedure of defining
an update rule that extends the gradient update to cover this event.



4. T(to,t1) := G(to,t1) + B(to, t1) is the total number of updates from all points applied to
the entire network between iterations ¢y and ¢7.

We extend all these definitions to the case ty = t; by letting the empty sum be 0. Finally, we use
C > 1 and ¢ < 1 to denote generic, positive constants.

3 Results

The main contributions of this work are Theorem [3.1] Theorem [3.6]and Theorem[3.8] which character-
ize how the margin of the clean data drives three different training regimes: namely benign overfitting,
non-benign (or harmful) overfitting and no-overfitting respectively. We primarily distinguish between
the three aforementioned training outcomes based on conditions on the signal strength v € [0, 1]
which controls the clean margin. Assuming the corrupt points are the minority in the training sample,
then heuristically we might expect the following behavior as ~ varies: if ny > 1, then the signal
dominates the noise during training, corrupted points are never fitted and the network generalizes
well. If ny < 1, then all points are eventually fitted based on their noise component and the network
generalizes poorly. As such, we expect to observe benign overfitting when + is small but not too
small: in this regime the network learns the signal, thus ensuring it generalizes well, but corrupted
points can still be fitted based on their noise component, thereby allowing training to zero loss.

With each theorem we provide here we give a sketch of its proof: full proofs are contained in
the Supplementary Materials, which also contain supporting numerical simulations in Appendix [F]
Throughout this section, and in order to establish a common setting in which to observe a variety of
different behaviors, we make the following assumptions on the network and data hyperparameters.

Assumption 1. For a sufficiently large constant C > 1, failure probability 6 € (0,1/2) and noise
inner product bound p € (0,1), let d > Cp~2log(n/d), k < cn, Ay, < cnandn < & where &
depends onn, m, k, vy, and d.

We remark that the condition d > Cp~2log(n/d) ensures the noise components are nearly-
orthogonal: in particular, max; ¢ |(n;, ng)| < cp with high probability for some positive constant c.
This near orthogonality condition on the noise terms is restrictive, but is a common assumption in the
related works [Frei et al.| (2022); |Xu & Gu|(2023). We note that the value of p required for each of our
results to hold varies. Likewise, the optimal constants ¢ and C' required in each case also vary and we
will not concern ourselves with finding the tightest possible constants.

While there are differences the proofs of Theorem [3.1} [3.6 and [3.8] generally fit the following outline.

1. Use concentration to show with high probability the training data is nearly orthogonal and a
certain initialization pattern is satisfied.

2. Characterize the activation pattern early in training before any point achieves zero loss.
3. Bound the activations at an iteration just before any training point achieves zero loss.

4. Based on bounds on the activations at a given iteration, derive an iteration-independent
upper bound on the number of subsequent updates that can occur before convergence. At
convergence all points either have zero loss or activate no neurons.

We emphasize that our proof techniques are significantly different from those used in |Frei et al.
(2022); Xu & Gul(2023) due to the differences between the hinge and logistic loss. In particular,
letting o (z) denote the logistic loss, a key step in the proof of these prior works is showing at any
iteration ¢ > 0 that the ratio o’ (y; f (¢,%;)) /0’ (y1 f (t,%;)) is upper bounded by a constant for all pairs
of points 7, [ in the training sample. For the hinge loss this approach is not feasible: indeed, if at an
iteration ¢ some points achieve zero loss while others have not then this ratio is unbounded.

3.1 Benign overfitting

The following theorem states conditions in particular on « under which the network simultaneously
achieves asymptotically optimal test error and achieves zero loss on both the clean and corrupted data
after a finite number of iterations. A detailed proof of this Theorem along with the associated lemmas
is provided in Appendix



Theorem 3.1. Let Assumption[I|hold and further assume n > C'log(1/6), m > Clog(n/d), p < ¢y

and C+/log(n/8)/d < v < cn~1. Then there exists a sufficiently small step-size 1) such that with
probability at least 1 — § over the randomness of the dataset and network initialization the following
hold.

1. The training process terminates at an iteration Te,g < %
2. Foralli € [2n] then {(Tenq,x;) = 0.

3. The generalization error satisfies
P(sgn(f(Tenas X)) # y) < exp (—cdy?) .

Proof sketch. Recall the parameter p bounds the inner products of the noise components of the
training data. Specifically, the conditions on d given in Assumptionensure max; [(ng, ng)| < 2

3
with high probability. We also identify the following sets of neurons for p € {—1,1},

= {je[2m1 (C1) = p, G0, 1)y — p) — By (0,1)(7 +p) > 22}
O, :={jely, : G;0,1)(v+p) — Bj(0,1)(y —p) <1 -7+ p}.

These sets are useful in that neurons in I',, have predictable activation patterns during the early

phase of training. Furthermore, if ¢ is the index of a corrupted point which activates a neuron in

©,, at initialization, then this point will continue activating this neuron throughout the early phase

of training. Concentration argument shows that I'), and ©,, are sufficiently significant subsets of

[2m] pE] with high probability. In summary, for benign overfitting we say we have a good initialization
P

if 1) max;z |(n;,my)| < £, ii) for some small constant v € (0,1) then [I'y| = (1 — a)m for

p € {—1,1}, and iii) for each i € S there exists a j € [2m] such that (—1)7 = y; and i € .A;O).

Lemma 3.2. Under the assumptions of Theorem[3.1and assuming we have a good initialization,
suppose at some iteration i the loss of every clean point is bounded above by a € Rx, while the
loss of every corrupted point is bounded above by b € R>q. Then for all t > tq the total number of
clean and corrupt updates which occur after to are upper bounded as follows,

G(to,t) < Cn <‘”nbk7> : B(to,t) < Ck (bﬂ]‘m> :

Because these upper bounds are independent of ¢ then we may conclude that training reaches a steady
state after a finite number of iterations. In particular, this means every point either has zero loss or
activates no neurons. To prove the network achieves zero loss we need only show that every training
point activates at least one neuron after the last training update. This property is simple to prove
for clean points: indeed, if ¢ € Sy then ¢ activates every neuron in Iy, after the first iteration. An
inductive argument then shows ¢ activates a neuron in every subsequent iteration. Showing that every
corrupt point activates a neuron at the end of training is not as simple, and requires a more careful
consideration of the training dynamics. To this end we say a neuron is a carrier of a training point
between iterations ¢y and ¢ if i € A;T) for all 7 € [to, t]. In order to prove the network fits the corrupt
data we need to show each corrupt point (x;, y;) has a carrier neuron in ©,, throughout training. If
too many clean points activate such a neuron, then it is possible it will eventually cease to carry any
corrupt points and if a corrupt point loses all of its carrier neurons then it cannot be fitted. We show
this event cannot occur by studying the activation patterns of neurons in I' :=T"; UT'_;.

Lemma 3.3. Let the assumptions of Theorem[3.1| hold and suppose we have a good initialization.
Let j € T and t > 0 be an iteration such that no point achieves zero loss at or before this iteration.

For a point i € S, then i € Ag-t) iffi ~ j. Forapointi € Sp withi o j, i € A;t) iffi € Ag»l).

The next lemma bounds the activations just before any points achieve zero loss.

Here we use [2m]41 to refer to the even indices, or those neurons with positive output weights, while
[2m]_1 the odd indices, or those neurons with negative output weights.



Lemma 3.4. Under the assumptions of Theorem[3.1|and assuming we have a good initialization,
there is an iteration Ty < m before any point achieves zero loss where the following

hold for a constant that varies from line to line.

(Th) -1
p .

1. Forallp e {-1,1}, j €Ty, i~ j,andi € Sr, then (w:" "' ,x;) > cm

2. Forallp € {—1,1}, j €T, i 3¢ j, and i € Sy, then <W§TI),XZ‘> < —cenym~L
3. Foralli € S, then £(T1,%x;) < c.

Due to the fact that clean points are the majority and all of them push the network in the same signal
direction, then immediately after 77 the loss of clean points is small and clean points activate all
neurons in the relevant I, strongly. Furthermore, once the loss of a clean point is small it stays
small. In subsequent iterations, if the number of corrupt updates since 77 is also small, approximately
Cen~vy/(n(y + p), then each clean point will activate on all but an e proportion of neurons in the
relevant I',.  As the hinge loss switches off the updates from a point once it reaches zero loss,
eventually clean points do not participate in every iteration. Furthermore, when they do participate
their updates are spread over a large proportion of the neurons. This ensures that most neurons in ©,,
cannot receive too many clean updates in isolation, thereby ensuring carrier neurons continue to carry
corrupted points throughout training.

Lastly, the generalization result follows from the near orthogonality of the noise components of both
the training and test data. Indeed, using the same concentration bound, a test point satisfies the same
inner product noise condition as the training data with high probability.

Lemma 3.5. Consider a test label y € {—1,1} and point x := y,/7v + /1 —yn, where n ~

Uniform(S9=1 N span{v}~) is mutually i.i.d. from the training sample. Assume the conditions of
Theorem|3.1|hold and that we have a good initialization. In addition, suppose that |(n,n;)| < 2=

B!
foralll € 2n), then y f(Tena,x) > 0.

O

3.2 Non-benign overfitting

The next theorem states a harmful overfitting result: for sufficiently small v the network achieves
again zero loss on both the clean and corrupt data after a finite number of iterations, but the probability
of misclassification is bounded from below by a constant. A detailed proof of this Theorem along
with the associated lemmas is provided in Appendix [D}

Theorem 3.6. Let Assumption[l|hold and further assume m > C'log(n/d), p < en™', n < 1/(2mn)
and v < —£ = Then with probability at least 1 — § over the randomness of the dataset and network

initializati(;;z the following hold.

1. The training process terminates at an iteration Te,g < CT]”

2. Foralli € [2n] then {(Tenq, x;) = 0.

3. The generalization error satisfies

P(sgn(f (Tena, x)) # y) 2

| =

We remark that the above result holds for n > 1 and any k. Indeed, in this regime the noise
components dominate the training dynamics and we therefore expect the performance of the network
on test points to be close to random. We re-emphasize that, unlike in the data model used by [Frei
et al.|(2022) and Xu & Gu|(2023), there does exist a classifier with perfect generalization error for
arbitrarily small . The significance of Theorem is that under the data model considered GD
results in a suboptimal classifier.

Proof sketch. Similar to the proof of Theorem 3.1} in the context of non-benign overfitting we say
the initialization is “good" if max; [(n;,m;)| < £ and if each point in the training sample



activates a neuron of the same sign. Under the conditions of Theorem 3.6]it can be shown that a good
initialization in this context happens with high probability.

Lemma 3.7. In addition to the conditions of Theorem[3.6] suppose we have a good initialization and
that for some iteration to then {(tg,x;) < a foralli € [2n]. Then T(tg,t) < %

As for the benign overfitting case, we need to show that each training point activates a neuron after the
last training iteration. Under the assumptions on -y it can be shown that the loss of a point decreases
during every iteration it participates in, regardless of the status and activations of other points in the
training sample. All that remains is to lower bound the generalization error. To this end observe for a
test point (x, y) that

2m
Y (Tenas ) = f (Tenas %)) = 3 y(~1) (w7 x).
j=1

If the right-hand-side of this equality is negative we can conclude that either x or —x is misclassified.
That this event is true with probability lower bounded by a constant in turn follows by appropriately
upper bounding the norm of the network weights in the signal subspace, as well as lower bounding
the norm of the network weights in the noise subspace. O

3.3 No-overfitting

The following theorem illustrates that for - larger than the upper bound required for benign overfitting,
then after convergence, which occurs in a finite number of iterations, only the clean points achieve
zero loss. By contrast, the corrupt points cease to activate any neurons and are thus zeroed by the
network. The network also achieves asymptotically optimal test error. A detailed proof of this
theorem along with the associated lemmas is provided in Appendix [E]

Theorem 3.8. Letr Assumption hold and further assume m > 2, n > C'log (%) p < ¢y and

en™' < v < ck™. Then there exists a sufficiently small step-size n such that with probability at
least 1 — 0 over the randomness of the dataset and network initialization we have the following.

1. The training process terminates at an iteration To,g < %

2. Foralli € Sy then {(Tona,x;) = 0 while £(Tena, %;) = 1 for alli € Sp.

3. The generalization error satisfies
P(sgn(f(Toua: X)) # y) < exp (—ed?).

We remark that the upper bound on ~ allows us to re-deploy the same proof technique used to prove
convergence in the benign overfitting case, thereby ensuring the training process converges within a
finite number of iterations. We conjecture this upper bound can be relaxed but leave such an analysis
to future work.

Proof sketch. In the context of no-overfitting we identify a “good” initialization as one for which
max; |(n;, ng)| < ﬁ and ' =T_; UT;; = [2m]. Under the conditions of Theorem|3.8|it can
be shown a good initialization in this context occurs with high probability, furthermore the resulting
activation pattern early during training is simple to characterize.

Lemma 3.9. Suppose that the conditions of Theorem[3.8 hold and that we have a good initialization.
Consider an arbitrary j € [2m] and iteration 2 < t < To occurring before a point has achieved zero

loss. Then i € A;t) iff i ~ j.

Next we bound the activations of the training points just before 7y, the iteration at which any training
points first achieve zero loss. In the following we use Fy, F> and F3 as placeholders for expressions
depending on the data and model parameters. Here, for the sake of conveying the ideas in the proof
we do not write them in full and refer the reader to Supplementary Material.



Lemma 3.10. Suppose that the conditions of Theorem|3.8|hold and that we have a good initialization,
then there is an iteration Ty before any point achieves zero loss such that

F:
<w(-7—1),X1'> <1 ifi € Sp,in~j,

J - m
F:
(wi™ xi) = 2 ifi € Srii~

T o
Py < -2 i,

Next we seek to ensure the activation patterns remain mostly fixed: in particular, we show i € A;t) if
i€ Spandi~ j, whilei ¢ A if i £ j.

Lemma 3.11. Suppose that the conditions of Theorem[3.8|hold and that we have a good initialization.
In addition, for a,b € R assume there is a time to such that ((to,x;) < a for all i € Sy and

¢(<W§t0),xi>) <bforalli € Spandi ~ j. Ifi € Sp, i ~ j implies i € ,A;T) and i + j implies
i¢ .A;T) for all T satisfying to < T < t, then

Ck a C(a+ mb)
) < [l ; < —=
Bylto 1) < (b+m), "Gt t) < -

jros

As before, this update bound is finite and iteration-independent, therefore GD converges provided the
assumptions on the activation patterns are not violated. Furthermore, if these activation patterns do
hold, then every clean point activates a neuron and no corrupt point activates a neuron of the same
label sign. Therefore, under the assumption on the activation pattern, at convergence clean points
achieve zero loss while corrupt points have non-zero loss, i.e., they activate no neurons. It therefore
suffices to prove the condition on the activation pattern, which we show holds as long as

P F F+1-F
min{s,z} > Ck(vy + p)n (1+ 2) > n(y + p)Bj(to, 1).
m m m

As C does not depend on the parameters, we can ensure this condition holds by letting C'k(vy + p) be
sufficiently small. With p < cn~1, we show it suffices that v < ck~!. Finally, the generalization
result follows in a fashion almost identical to that used for Lemma[3.3l O

3.4 Comparison of results

We compare the differing regimes of our results side-by-side with those of [Frei et al.| (2022); [Xu &
Gul (2023)) in Tablem We note that comparisons are not like-for-like as [Frei et al.|(2022) consider
smooth, leaky ReLU and logistic loss, Xu & Guf(2023) a generalized family of activation functions,
which includes ReL.U, and logistic loss, and this paper ReLU and hinge loss. Furthermore, in addition
to differences in the noise distribution discussed in Section 2.1} [Frei et al| (2022)); [Xu & Gu| (2023)
assume a data model where the norm of each data point is approximately proportional to v/d. We
therefore re-scale their results in order to make comparison with this work in which all data points
have unit norm.

Taken together these results suggest, at least under the type of data model considered, that benign
overfitting occurs for signal strengths proportional to between roughly 1/+/dn and 1/n. Furthermore,
our results also suggest that above approximately 1/n one might expect to see a transition to no-
overfitting, while below approximately 1/v/nd a transition to harmful overfitting. We provide
preliminary supporting experiments in the Supplementary Material. We again remark that the latter
is non-trivial in our setting as for all v > 0 the classifier h(x) = sign({v,x)) always has perfect
accuracy.

3Frei et al.| (2022) show overfitting results for smaller +y, but assume a data model where benign overfitting is
possible only when 1/(vv/'nd) is asymptotically zero, implicitly showing non-benign overfitting.



Table 1: across all results & < cn while d > Cn?log(n/§) for (Frei et al.l 2022), [ Xu & Gul (2023)
and Theorem [3.1]

Frei et al.|(2022) | Xu & Gul|(2023) Theorem Theorem Theorem

1 m 1 m
>C log( tog () log ( = 1 tog ()
n>C og ( 5) og 5 og 5 og 3
n n n
> . = = b
m>C 1 10g<6> log 5 log<6) 1
< 1 1 1 1 1
T=¢ n n n vnd k
md n
e 1 log(™5) [log(%) 0 1
vnd nd d n
Result Benig Benign Benign Non-benign No-overfit

4 Conclusion

Developing a theoretical description of benign overfitting in neural networks is a highly nascent
area, with mathematical results available only for very limited data models. Furthermore, the
conditions describing the transitions between overfitting versus non-overfitting and benign versus
non-benign even in these simplified settings are yet to be fully characterized. The goal of this work
was to address this issue as well as explore the impact of using the hinge loss. In particular, and
admittedly for a simple data model, we prove three different training outcomes, corresponding to
non-benign overfitting, benign overfitting and no-overfitting, based on conditions on the margin of
the clean data. Our analysis also differs significantly from prior works due to the fact the ratio of loss
between different training points can be unbounded and the implicit bias of using hinge loss versus
exponentially tailed loss is poorly understood.

Limitations and future work: the key limitation of this work is the restrictiveness of the data
model. In particular, as in prior and related works we use a near-orthogonal noise model and assume
a rank one signal, we also place additional conditions on the noise distribution. In addition to
generalizing the signal and noise model as well as improving the bounds required for our results to
hold, we believe the following themes are important areas for future research: first relaxing the near
orthogonal noise condition, second exploring data models beyond those which are linearly separable,
third investigating the role and impact of depth.
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Appendix A Properties of the data and network at initialization

For each of our results to hold we require certain properties on both the network weights and training
sample to hold at initialization. Here we bound the probabilities of these events in turn. Later, for
each specific setting we combine the relevant conditions using the union bound.

First, and in order to prove convergence, we require the noise components of the training sample to
be approximately orthogonal to one another.

Lemma A.1. Let p,§ € (0,1). Given a sequence (n;)?", of mutually i.i.d. random vectors with
n; ~ U(S? ! N span(v)*) for all i € [2n], then assuming d > max {3, 3p 2In (%)}

Pl N {mendl<p)]21-6
i,le[2n],i#l

Proof. Consider two pairs of mutually i.i.d. random vectors n,n’ ~ U(S%! N span(v)') and
u,u’ ~ U(S92), observe

() £ (u,u).
Due to the fact that u and u’ are independent as well as the rotational invariance of U(S%2) it
follows that

(u,u) £ (u,e),
where e; := [1,0..0]7. Let Cap(ey, p) := {z € S?2: (ey,z) > p} denote the spherical cap of
S92 centered on e1. As d > 3 then from Ball| (1997)[Lemma 2.2] it follows that

P((n, )] > p) = B(u € Cap(er, p)) < exp (—(d‘;)”) < exp (—d§> |

Applying the union bound

P N {lmin)l<py|=1-P U {lming] =0}

i,0€[2n],iF£L 1,0€[2n],i#£L
> 1 —2n°P (|(n;,ng)

[ = p)
2
>1—2n? exp (_dg) .

2
Setting § > 2n? exp (—%) and rearranging we arrive at the result claimed. O

In addition to requiring the approximate orthogonality property on the training data, our approach
also requires a large proportion of the neurons at initialization to satisfy particular conditions in
regard to the number of clean versus corrupt activations. To this end, we introduce the following
terms where p € {—1,1}.

e Letl', :={j : (1) = p, G;(0,1)(y —p) — B;(0,1)(v + p) > 2’\7“} denote the set
of neurons with output weight (—1)? which have more clean points activating them than
corrupt ones at initialization. We will show that these sets of neurons have a predictable

behavior early during training before any clean points achieve zero loss. We further let
'=r;ul_;.

e LetO, :={j~T, : Gj(0,1)(yv+p) — B;j(0,1)(y — p) <1—~+ p} C T, Forour
benign overfitting result we will show that neurons in this subset are able to carry corrupt
points throughout training, eventually, at least in the overfitting setting, enabling them to
achieve zero loss. We furtherlet ® = ©; UO_1.

First we show I" accounts for a significant proportion of neurons. To this end we first provide the
following result.
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Lemma A.2. Define i := f—f:k and assume k € (0, 1) satisfies k > u. Given an arbitrary neuron

w, ~ U(S41), we say that a collection of training points is (¢, k)-good iff both T;(0,1) > 1 and
B;(0,1) < kT};(0, 1) with probability at least 1 — € over the randomness of the neuron. There exist
positive constants C, c such that if § := exp(—cn(k — u?)) and n > C then with probability at least

1- g the training sample is (¢, k)-good.

Proof. First we establish certain pieces of notation specific to what follows: we say a point x is
positive iff (x,v) > 0 and is negative iff (x,v) < 0. We use ST and S~ to denote these sets of
points respectively. Note by construction, see (IJ), clean and corrupt points of the same sign are
mutually i.i.d. As here we only ever consider one neuron and the activations of the training sample on
this neuron at initialization, we also drop both the subscript j as well as the argument parentheses on
the counting functions. We also use + superscripts to denote the subsets corresponding to activations
from positive and negative points respectively: as examples 7" is used as shorthand for the total
number of activations, B is the number corrupt positive activations and G~ is the number of clean
negative activations.

First by the symmetry of the distribution of w, P((w,v) > 0) = P((w,v) < 0) = 1. Asaresult
1
P(B<&T)N(T >0)) = §P((B <KT)N(T >0) | (w,v) >0)

+ BB < AT)N (T > 0) | {w,v) <0).

As the analysis and results derived under either condition will prove identical under reversal of the
signs involved, without loss of generality we let (w, v) > 0. Using the union bound

P(B<scT)N(T>0)|(w,v)>0)>1-P(T=0]|(w,v)>0)—P(B>rT|{(w,v)>0),
therefore it suffices to upper bound the two probabilities on the right-hand-side.

Observe if (w,v) > 0 then for x € St we have P((x,w)) > 1/2 and for x € S~ we have
P((x,w)) < 1/2. By the mutual independence of the preactivations ((x, w;))?", then P(T" =
0] (w,v) > 0) < (1/2)™. Consider now a slightly different data model, in which a training sample
consists of n — k clean positive points and 2k corrupt positive points. Abusing notation, we let
¢ denote the event that we are instead drawing our training sample in this manner and also that
(w,v) > 0. In this setting 7" = T and furthermore the event B < xT is equivalent to BT < xT'".
Again, as the preactivations are mutually independent the number of positive activations can be lower
bounded using a binomial distribution with probability 1/2. Applying a Chernoff bound it follows

that L L
n+ n+
P(TH < —— < — .
(10 <25 o) <o ()
Furthermore, observe sampling positive points which activate w; is equivalent to uniformly sampling
without replacement 7'+ points from S¥. Let Z, = 1 iff the ¢-th element sampled from S is corrupt
and is 0 otherwise. Using a variant of Hoeffding’s bound for sampling without replacement (see for
example Proposition 1.2 of Bardenet & Maillard| (2015))
1
P(BY > wT" [¢)=P| x> Ze—p>n—p| <exp (=27 (5— p)*) .
=1
Therefore
P(B > kT | (w,v) > 0) <P (B" > xT" | ()
P

Combining these results it follows that
P(B<skT)N(T>0)|{(w,v)>0)>1-P(T=0]|(w,v)>0)—P(B>xT|(w,v)>0)

(n+k)(ﬁ—u)2)'

>1—3exp<— 16
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Therefore, there exist constants C, ¢ > 0 such that if n > C' then
P(B<kT)N(T>0)|(w,v)>0)>1-4.

Note if instead we condition on the event (x, w) < 0 then swapping the roles of the negative and
positive points in the argument above gives the same outcome. As a result

P(B<kT)N(T>0))>1-0.

For convenience let X := (x;)?"; denote the training sample and X¢, := {X : P,((B >

KT)U (T = 0)) > €} the set of training samples which are not (¢, K)- good. Note here that the
subscript w indicates randomness over the neuron alone, furthermore by construction

P(B>sT)U(T=0)| X e€X,)>¢
Furthermore, as
02P((B2sT)U(T=0)2P((B=sT)U(T=0)|X € X )P(X €x,),

then it follows that P (X € X¢,) <
(e, k)-good training sample is at least

g As a result we conclude that the probability of drawing a
1-24. O
Based on Lemma[A.2] the following lemma bounds the probablhty that the cardinality of I, is large.
We note that the result presented here on non-overfitting requires |I',| = m while the result on benign
overfitting that |I',| > (1 — «)m for some small constant o € (0, 1).

Lemma A.3. Suppose n > 15k, A\, < 77% and v > 4p. Then there exist positive constants
C,c > 0 such that if n > C the following are true.

1. P(IT'y] =m) > 1— mexp(—cn).
2. With a € (0,1) then
BTy > (1 - a)m) > 1 — exp(—en).

Proof. Again as here we only ever consider the activations at initialization, we write 75 (0, 1) as T},
G;(0,1) as G; and B,(0,1) as B;. Let p € {—1,1} and consider an arbitrary neuron j such that
(—1)7 = p, by definition if

2\
Gi(v—p) = Bily+p) 2 =%
we may conclude j € I',. Rearranging this expression, equivalently j € I'j, if

A
B; +—<—T
n 2y

As 7;“ < L-F, then membership to I',, is guaranteed as long as T > land B; < p T};. Note

by the assumptlons of the lemma p : ka g = and 7 £ > 1%5- Conditioning on the event we

draw a (e, 16) good training sample then the probablhty that J ¢ I', is at most € by Lemma
Furthermore, with the training sample fixed the activations of each neuron are mutually independ ent.
Let X = (xi)fgl denote the draw of the training sample and X, ,, = {X : P,,((B > kT) U (T =
0)) < €} the set of (g, k)-good training samples. In what follows we assume x = 3/16 and let
€ = exp(—cn) where ¢ < 1672 is a sufficiently small positive constant, then by Lemmathere
exist constants C, ¢ such thatif n > C'

(2]

PXeXc,)>1—=->1—exp(—cn).

- €
The first result follows by applying the union bound,
P(Tp| =m) 2 P(Tpl =m | X € Xcn) P(X € X )

> (1 — mexp(—en)) (1 — exp (—en)
>1—mexp(—cn).
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For the second result, let o’ € (0, 1) denote the smallest scalar satisfying both o < o and o/m € [m).
Observe

P(T, < (1—a)m| X € Xe)) =P (3T C [2m]p, || =a'm:j ¢ T, Vj € T | X € Xex)

< m ea/m
— \a'm

€e o/m
<(£) .
=\

As « is a constant, there exists positive constants C, ¢ such that if n > C then

©_ exp(—cn + 1 +1log(1/a’)) < exp(—cn).
a

Therefore
P(Tp| > (1—a)m)>P(I'y| > 1 —a)m| X € X .)P(X € X, )
> (1 —exp (—cmna’)) (1 — exp (—cn))
>1—exp(—cn)
as claimed. O

We now turn our attention to establishing the conditions required at initialization on the corrupt points
for the result on benign overfitting. To this end, in the following two lemmas we introduce the notion
of an e-fine training sample and lower bound the probability of drawing one. Then, by conditioning
on drawing such a training sample, we lower bound the cardinality of a set of neurons, which we
denote A, which satisfy a property related to ©.

Lemma A4. Assume v < %n and vy > 5p. We say a training sample is e-fine if for a random neuron

w; the inequality G; < %Tj + 2n holds with probability at least 1 — €. There exist constants

C,c > 0 such that if n > C then with probability at least 1 — e~ exp (—cn) the training sample is

e-fine.

Proof. This lemma is analogous to Lemmal[A.2]and to this end we reuse much of the same notation.
In particular, recall a point x is positive iff (x, v) > 0 and is negative iff (x, v) < 0. Note all points
with the same sign are mutually i.i.d. by construction. We use ST and S~ to denote these sets of
positive and negative points respectively. As here we only consider a single random neuron w; and
the activations at initialization of the training sample on it, we also drop both the subscript j as well
as the argument parentheses on the counting functions. We also use + superscripts to denote the
subsets corresponding to activations from clean and corrupt points. As indicative examples of our
notation going forward, we denote w; as w, T'is used as shorthand for the total number of activations
while BT and G~ are the number of corrupt positive and clean negative activations respectively.

By the symmetry of the distribution of w, P((w,v) > 0) = P((w,v) < 0) = 1. As aresult

4 ) 1 4 b)
1 4 5

As the analysis and results derived under either condition will prove identical under reversal of the
signs involved, without loss of generality we let (w,v) > 0. Consider this problem for a slightly
different data model, in which a training sample consists of 2(n — k) clean, positive points and k
negative points. Abusing notation, we let ¢ denote the event that we are instead drawing our training
sample in this manner and also that (w, v) > 0. Clearly

— 10 10

In this setting, only positive points activate w, therefore all points which activate w are identically
distributed. As a result, sampling positive points which activate w is equivalent to uniformly sampling
without replacement T+ points from ST. Let Z; = 1 if the ¢-th element sampled from ST is clean

4 4
P<G>T+zn|<w,v>>0>§P(G+2T+—|—2n|(:>.

17



and is 0 otherwise. Define p = 22(2::) , then again using a variant of Hoeffding’s bound for sampling

without replacement (Bardenet & Maillard, 2015)[Proposition 1.2] and as long as % + S‘Zﬂ > [, we

have A . A .
P(G*ng++8n \ C):]P’( Gt > +”|<>

on
=F T+Z ’“‘—10 gor M lC “)

4 | bn ?
+

We proceed to lower and upper bound 7', to this end we first lower and upper bound the probability
that a positive point activates w conditioned on the event (w,v) > 0. Let x = \/7v + /1 — ym be
a fixed positive point, then by the symmetry of the distribution of w

P ({w,x) > 0|(w,v) > 0) = P (ﬁ(w,v) + /T ~(w,n) > 0l{w,v) < 0)

>P({w,n) > 0)

1

3
For convenience, let £ denote the event (w,x) > 0, E, the event (w,v) > 0 and E3 the event
|(w,v)| < ¢ for some arbitrary ¢ € (0,1). For the upper bound observe

P((w,x) > 0] (w,v) >0)=P(E; | Es)

(Ev | Ea, E3)P (B3 | Ez) + P (Ey | Bz, E5)P (E3 | Ey)
(Ev | Bo, E3) + P (E35 | E).

P
=P
<P

Let Cap(n, ) := {z € S¥! : (n,z) > ¢} denote the spherical cap of S%~* centered on n. As
d > 3and w ~ U(S?1) then from Ball (1997)[Lemma 2.2] it follows that

2
P(|(w,u)| > @) = P(w € Cap(u, p)) < exp <_d§) '

Furthermore
P(E1 | Eq, Es) =P(/y(w,v) + /1 —7v(w,n) >0 | (w,v)>0,|(w,v)| <)
<]P’<<w,n> > — %gp
1 1 ~
=-+:P <
5+ 57 (1wl < [72=0)

Therefore, and noting under the assumptions of the lemma that ;=

dp? 1 dryp?
P((w,x) > 0[(w,v) >0) <1+exp (—(3'0) — 5 €Xp (—3(1va)>
dp? 1 4dp?
Sl—l—exp(—?)—Qe p(— 3: )

Set 902 = %, then

P ((w,x) > 0[(w,v) > 0) < 1+exp (—vn) — %exp (_4> )

Letting w € (0,1/2) be an arbitrary constant, then as long n > max{In” (1) ,161n> (i)}

P((w,x) > 0)(w,v) >0) < -+

N | =
| &
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In order to take advantage of concentration the upper bound on T must be greater than E[T'"]. On

the other hand, if the upper bound is too large then the condition %

As p < 1if

then this condition is not compromised. Setting w =

100
TH=Y 1(ic AV)< —
4 (ZE.A )_ 96n
i€ST
ifn>16In"

E[T+] =

48’

(2n — k)P(i € A©) <

and therefore, applying a Chernoff bound,

P(T*SZ?nC)Zlexp(

98

9000
19900/ °

*(57) =

: C then

Under the same conditions, to lower bound T+ we again apply a Chernoff, which gives

}P’(T+ >

2(n —
4

k)

C) Zl—eXp(—

16

2(n — k)

).

+ 8T+ > p will be compromised.

Therefore, there exists a small positive constant ¢ and a large constant positive constant C' such that if

n > (C then

p(2n=k) 99,
4 =7 ~9

4> >1—exp(—cn).

In combination with the bound in @), from this result it follows that there also exists a sufficiently
small constant ¢ > 0 such that

+
P(of>g

4

5

+tgn G

2(n — k)
4

As a result, there exist positive constants C, ¢ such that if n > C then

4 5
P
(G_lO +8n|<w,v)<0>

<IP’(G+>£4OT++8n | <>
gP(G+2140T++2n | ¢,
+}P’<G+2§)T++Zn | ¢,
gP(G*zﬁ)TJr—i-zn | ¢,

Note if instead (x, v) < 0, then swapping the roles of the negative and positive points in the argument

— ) <T+<@
96

k) 99

THorTH > —

> or >96
k) <7t <P
- — 96

<TH < gzn) < exp(—cn).

T"'<?n|(

outlined above gives the same result. Therefore, under the assumptions of the lemma,

Let X =

4
<G<T+5n

10 8

neuron w alone. Clearly by construction

) >1— exp(—cn).

4 )
PIG>—T+-n|XeX)>
( Z 10 +8n| € E)_G

19

)P(Wsﬁsgzn | <>
P 2(n —k)
n)P(2>(n4(k) '

)

99
THorTH > =
> or > 96n | ¢

(x;)?", denote the training sample and X¢ = {X : P, (G > 14—0T + %n) > ¢} the set of
training samples which are not e-fine. Note the subscrlpt w above indicates randomness over the

)



Furthermore, as

4 5 4 5 : ,

exp(—en) >P|G> =T+ _-n|>P|G>—-T+-n|X e X |P(X € X?),
10 8 10 8

then it follows that P (X € X¢) < e !exp (—cn). As a result we conclude that there exist positive

constants C, ¢ such that if n > C' then the probability of drawing an e-fine training sample is at least

1 — e Lexp(—cn). O

Lemma A.5. Assumey < ==,y > 5pandlet A := {j € 2m] : G; < BT + %} There exists a

positive constants C' such that for any § € (0,1) if n > C'log(1/9) then
P(|A| > 1.75m) > 1 — 4.

Proof. To bound the size of A with high probability we follow a similar approach used to bound the
size of I, with high probability. As v < % and p < %, then observe

— 1 4 5
7 ijJerf
2y 2y — 10

T, + =n.
.7+8n

Therefore, j € Aif G; < %Tj + %n. Conditioned on the event that the training sample is e-fine for
€ := exp(—cn) for some sufficiently small constant ¢, then with the data fixed the preactivations of

the data on each neuron are mutually independent and identically distributed by construction. As such,

in this setting the events (G; < 75T} + %n)?ﬂl are also mutually independent. Let X = (x;)?7;

denote the training sample and X, the set of e-fine training samples, then

P(JA| <1.75m | X € X.) =P (37 C [2m],,|T| =0.25m:j ¢ AVjie T | X € X,)

< m 0-25m
— \0.25m

< (4ee)"®™
It follows that there exists a sufficiently small positive constant ¢ such that
dee = exp(—cn + 1+ log(4)) < exp(—cn).
Therefore, using Lemma[A 4] there exists a sufficiently small positive constant ¢ such that

P(|A| > 1.75m) > P(|A| > 1.756m | X € X )P(X € X,)
> (1 — exp(—c0.25mn))(1 — exp(—cn))
> (1 - exp(—cn)
from which the result claimed follows. O
Lemma A.6. Assume v < %, v > 5pand |T'p| > 0.99m for p € {—1,1}. There exists a positive
constant C such that for any § € (0,1), ifn > C log(%) and m > C'log (%) then with probability
at least 1 — 0 for all i € Sp there exists a j € O, for which i € .A;O).

Proof. For convenience here we use T}, G; and B, for T;(0,1), G;(0, 1) and B;(0, 1) respectively.
For a neuron to be in ©,, it must satisfy the following condition,
Gi(v+p)—Bij(y—p) <1—7+p.
Adding and subtracting T; (v — p) to the left-hand-side gives
G2y —=Tj(v—p) <l—7+p.

Rearranging this inequality it follows that the conditions j € I', and G; < 32T + % are sufficient
to conclude j € ©,. Let A := {j € 2m] : G; < E—;"Tj + %} Therefore, in order to prove

the desired result it suffices to lower bound the probability that for each corrupt point (x;,y;), the
intersection between the set of neurons which x; activates, the set of neurons I'y, and the set of
neurons A is nonempty.
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By a Chernoff bound there exists a small constant ¢ > 0 such that with probability at least 1 —
exp(—cm) a fixed training point is activated by at least 1/3 of the neurons of each sign. Therefore,
using the union bound, every corrupt training point is activated by at least m /3 of the neurons with
matching sign with probability at least 1 — 2k exp(—cm). Conditioning on this event, then under
the assumption ITp| > 0.99m for p € {—1, 1}, each corrupt point (x;,;) activates at least s=m
neurons in I'y,. Therefore, if for instance, (xi,y;) with

i € Sy that there exists a j € ©,, such thati € .A(.O). Therefore, under the conditions of the lemma,
using the union bound and Lemmas[A.5]and[A.3] we can upper bound the failure probability of this as

2k exp(—cm) 4 exp(—cn).
Therefore, for § € (0,1) there exists a positive constant C' such that if n > Clog(}) and m >
0)

C'log (’g) then the probability that for all ¢ € Sp there exists a j € ©,, such that i € A( is at least
1—9. O

The final lemma we provide here states, under mild conditions on the network width, that with high
probability every point in the training sample activates a neuron whose output weight matches its
label in sign. We use this to prove the result on non-benign overfitting, detailed in Section D}

Lemma A.7. Let6 € (0,1), if m > log2( ) then the probability that for all i € [2n] there exists a
Jj € [2m] such that (—1)7 = y; and i € .Aj is at least 1 — 4.

Proof. Observe by the rotational symmetry of the weight distribution that for any j € [2m)
P(<Wj,Xi> < 0) = IP’((wj,e1> < O) = 1/2

By construction, for each element in the training sample (x;, y;)#", there are m neurons whose output
weight has the same sign. As the preactivations of x; with each neuron are mutually independent
from one another, then using the union bound it follows that

on 2n
P (ﬂ{ﬂj €2m]: (1) =y, i€ A;°>}> =1-P (U{Ej €2m]: (-1 =y, i€ Ag'o)}>
i1 =1

>1-2n(P((wj,x;) <0)"

—1-2p27",

Setting § > 2n2~ "™ and rearranging we arrive at the stated result. O

Appendix B Supporting Lemmas

B.1 Bounds on activations and preactivations

For any pair of iterations ¢, to satisfying ¢t > ¢, unrolling the GD update rule (3)) gives

2n

W§t) (to) +( WZTI’J to, )yexe.
=1
Using (I) and the fact that n; L v for any ¢ € [2n], then
2n
< §t)7 Xz> = <W§'t0)7 Xi> + (_1)]77 Z TZ] (t07 t>y5<xbxi>
=1
= (Wi x;) + (=1)7+y Z Ty; (to, 1) (1) B(0) (x¢, ) 5)

= <W] 7XZ> J+,LB ZTZ‘] t07 l@a

where we define \;y := (—1)73(i)B(¢) (x¢, x;). Towards the goal of bounding the activation of a
neuron with a data point we provide the following results.
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Lemma B.1. Assume |(n;,ne)| < t2 forall i, ¢ € [2n] such that i # (.

. Ifi = Lthen \iyy = 1.

1
2. Ifi# ¢ i€ Sy, andl € Sp, then —(v + p) < Xie < — (v — p).
3 Ifi# 4 1€ Sp,andl € Sy, then —(v+ p) < Aig < —(v — p).
4. Ifi#Llandi,l € Sy, theny —p < Ay < v+ p.
S. Ifi#Vlandi,l € Sp,theny —p < X\jg < v+ p.

Proof. Observe by the data model that

(xi,xe) = (1) (v + (1 = 9)B(0) B(0) (ni, ne)) .

Therefore

Aie = B()B(0)y + (1 —v)(n;,ny)

from which the results claimed follow.

O

Lemma B.2. Assume |(n;,ny)| < 2= forall i, € € [2n] such that i # (. Then for any j € [2m] the

following are true.

1. Ifi € Sp, i ~ j then

(i 3x) = (wii*) )+ (T (to, 1) + G (b0, 1)y = p) = BYY (to, 1) (7 + )

)+ 1 (Tiglto, ) + G (to, Dy + p) = B (20, ) (7 = )

<to) x

®
(wj s xi) < (w;

2. Ifi € Sp, it jthen

S
#
v

(jfo) x

<w(.t),xi> < (w;

3. Ifi € Sp, i ~ j then

Jj> J
4. Ifi € Sp, i o j then

J

Wi xi) < (Wi x3) 4 (T (to, 1) = G (to, )y = p) + B (to, (7 + ) ) -

> (W, xi) = (Tiglto, 1) + G (to, (7 + ) = B (20, ) (7 = )

o) =1 (Tiglto, 1) + G (to, (7 = p) = B (b0, )3 + )

i) = (wi) i) = (T (t,6) = G (0, ) (3 = p) + B (10, )(v + )

Wi xi) < (Wi 32 = (T (to, 1) = G (to, ) + ) + BY (to, 1) (7 = )

D x;) > (Wi x;) 41 (Tij(tmt) - Gy)(to,t)(’Y +p) + B]('i) (to. t)(v — p)

Proof. Considering (3)) we can further separate the summation term as follows,

(wi

LeESE
(i

)

).

)
).

)

).

)

Jxi) = (Wi %) + (17T B | Ty(to )+ Y Tej(to, )M+ Y Tej(to. ) Aie

Note, withi € Sy and i ~ j,ori € Sp and i ¢ j, then (—1)7*?3(i) = 1. On the other hand, with
i€ Srandi g j,ori € Spandi~ j,then (—1)77*[(i) = —1. Substituting the relevant bounds

on A provided in Lemma and observing by definition that Gg.z) (to:t) = D pesp o Lej(to,t)

and B](i) (to:t) = > sesy ezi Lej(to, t), one arrives at the results claimed.
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We will often make use of the following similar but more pessimistic bounds on the activations.
Recall that ¢ is the ReLU function: ¢(a) = max{a, 0}.

Lemma B.3. For any j € [2m] and iterations to,t with ty < t the following hold:
1. Ifi € Sp,i ~ j then
p((wi,x:)) = (W™ %3)) + 0T (to, £) — (v + p) B;(to, 1) — né(p — )G (t0, 1)
p((w,x:)) < p((w ““ x:)) + 0T (to, t) + n(y + )G (to, t) + nd(p — 7) B (1o, ).
2. Ifi e Sp,i o jthen
s((wi,xi)) > o((wi'™, x:)) = 0Ty (to, 1) — (v + p)GY (to, t) — n(p — 7) B;(to, 1)
B((w) o x:)) < ((w) “0) xi)) = T3 (to, 1) + (v + p)B;(to, £) + néd(p — )G (to, 1) + 1.
3. Ifi € Sp,i~ jthen
o((wi,xi)) > o((Wi'™, x:)) = 0Ty (to, 1) — (v + p) B (to, 1) — nélp — 7)G;(to, 1)
s((w, %)) < p((w “‘” xi)) = T35 (to, £) + 0y + p)Gj(to, t) + né(p — ¥)BS (to, t) + n.
4. Ifi € Sp,i o j then
oW, xi)) > G((WS'™, x:)) + 0T (to, 1) — (v + p)G;(to, t) — nélp — 7) B (to, 1)
S((wi xi)) < (W™, x:)) + 0T (to, ) + 0y + p)BY (to, 1) + n(p — 7)G;(to, V).

The 1 term in the upper bound for cases 2 and 3 is only necessary if T;;(to,t) > 0.

_|_

We remark that we will often use this result in a setting where p < . In these cases, the terms that
involve ¢(p — ) are zero and will be dropped.

Proof. For each of these results, we make use of Lemma a < ¢(a) forall a € R, and
0< GV (to,t1) < Gj(to, 1)
0 < B (to,t1) < B;(to, t1)

for all 4, j,to, t1. We will only prove the inequalities for i € St here, as the inequalities for i € Sp
are analogous.

For the first inequality in Statement 1 we claim it suffices to show

S(wWiT %)) > d((w'” ) 0T (r, 7+ 1) =y + p) By (7, 7+ 1) —nd(p—7) G (7, 7 +1)

(6)
Indeed, if @) is true then the result claimed follows as
p((wi xi)) = p((wi™ x; Z H((wi x:)) = o((wi” xi)
g g X
T=to
t—1
> Z (nTij(T,T +1) —n(v+p)B;(r,7+1)
T:to

o — )OO (r 7+ 1))

= nT;;(to,t) — n(y + p)Bj(to. t) — nd(p — 1)GS (o, 1).
In order to prove () we bound

(Wi, %)) > (!
> <W§'7)7Xi> +77Tij(T,T+ 1) _77(’7+p)B (r,7+1)
—6(p =G (7.7 +1).

1
T )7Xi>
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This follows from Statement 1 in Lemma From here, we consider two cases: first, if <W§-T), X;) >
0 then <w§7), x;) = &( (w;T),xZ)) and so (6) clearly holds. Alternatively, if (wJ(»T),xZ) < 0 then

Tij(r,7+1) =0, ¢(<W§-T), x;)) = 0 and as a result the right-hand-side of (6) is non-positive while

the left is non-negative. As such () holds trivially.

For the second equality in Statement 1 we bound
i xi) < Wi xi) 4 (Tis(to, ) + G (to, (3 + p) = BY (to,6)(7 = p))

< o((w x:)) + 0T (to, £) + 0y + p)GS (b0, 1) + nb(p — 1) B (to, ).
Since the right—hand side is non-negative, this inequality is true even if we replace the left-hand side

by o((w'”,x:)).

We now proceed to Statement 2. For the first inequality, notice that if ¢((w (o) ,X;)) = 0 then the
right-hand 51de 1s non-positive and therefore the inequality trivially holds. Otflerw1se it must be the

case that qb(( to) VX)) = (wg-to), x;). Using Statement 2 from Lemma we obtain the bound

¢<<w§”,xi>> > (wi x;)
> <W§'t0)axi> —n (Tij(to,t) + Gg-i) (to,t)(v +p) — B](Z)(to, t)(y — p))
> o((wi x;)) = 0Ty (to,t) — 07 + p)G (to, ) — né(p — ) B;(to, 1).

We now turn to the second inequality in Statement 2. The corresponding statement from Lemma [B.2]
yields

(Wi x;) < (Wi %) — 0Ty (to, t) + n(y + p) By (to, ) + nd(p — )GV (to, 1)
< G((W, %)) = nTyj(to, 1) + 1y + p)Bj(to. t) + né(p — 7)G (to, 1) (7)
< (W) %)) — 0T (to,t) + 1y + p)Bj(to, ) +nd(p — 7)GS (to, 1) + 1,

we remark that the reason for the addition of 7 to the right-hand-side will soon become apparent.
The desired inequality holds as long as the right-hand-side is non-negative, we therefore proceed by
induction to prove

S((w) x:)) — T3 (to, 7) +0(v + p) Bj(to, 7) + ndlp — 4G (Lo, t) + 1 > 0

for 7 > ty. The base case 7 = t is trivial, assume then that the induction hypothesis holds

for some 7 > %(. For iteration 7 + 1 there are two cases to consider: first, if <WJ(.T), x;) < 0 then

T (to, 7+1) = Tj;(to, 7). Inaddition, as B; (to, 7) < Bj(to, 7+1) and G;i)(to,’r) < G;i)(to,T+1)
then
0 < oW %)) = 0Ty (to, 7) + 0y + p)Bj(to, ™) + n(p — )G (to, 7) + 1
< ¢({(w; (t‘) ,%:)) — 1T (to, ™ + 1) + (7 + p)Bj(to, 7 + 1) + nd(p — 7)G (to, 7+ 1) +1
by the induction hypothesis. Alternatively, if instead <W§-T)
inequality from (7)) to conclude that

Wi x) < (W' %)) — T35 (to, ) + n(x + p)Bj(to, 7) + ndl(p — 7)GV (to, 7).
In addition, as T;; (to, 7 + 1) < T;;(to, 7) + 1 it follows that
0 < o((w § x;)) — 1T5 (to, 7) + 0y + p)B;(to, ) +16(p — 1)GV (t0, 7)
< o((wi), ;) — 0T (to, 7 + 1) + n(y + p)B;(to, 7 + 1) +1é(p — 7G (to, 7 + 1) + 1

which Completes the induction.

,X;) > 0 one may use the second

0<({

Lastly, we consider the final remark in the statement of the lemma: if T;;(¢o,¢) = 0 then the right
hand side of the second line in (7) is non-negative trivially, so we do not need the additional 7
term. O
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B.2 Convergence of training

We say that GD terminates if it reaches a finite iteration in which a zero update is applied to the
network parameters. The following lemmas are used to show that GD terminates by in turn upper
bounding the number of clean and corrupt updates. The first lemma facilitates the bounding of the
hinge loss of clean and corrupt points.

Lemma B.4. For any iterations t, ty satisfying t > to,
1. ifi € St then
yif (t, %) > i f(to, x;) +n(Ti(to, 1) — (v + p) B(to, t) — ¢(p — 7)G(to, ) — m),
2. ifi € Sp then
yif (t,%:) > i f(to, ;) + n(Tilto, t) — (v + p)G(to, t) — ¢(p — ) B (to, ) — m).

Proof. Both statements follow from the bounds provided in Lemma[B.3] For Statement 1

Fltx) =D o(wl xi)) = >~ o((wl”

Grvi Jobi
=9 ( wi'™) %)) + 1Ty (to, £) = (7 + p) By (b, 1) = nélp = 7)GY (to, 1))
]Nl

_Z( Wi x,)) — 1T (to, 1) + n(v + p)B;(to, t) + ne(p — )G (to, ¢ )+’7)
Joei

= yif(to, ;) +1(Tilto,t) = (v + p)Blto, 1) — d(p — 7)G (to, 1) — m).

For Statement 2

Fltx) =Y o((wi,x)) = 3 o((wl”

Jobi i
>> (¢ ( wi™) x.)) + 1Ty (ko £) = 03 + )Gy (to, 1) = nd(p ) B (10, 1))
Jobi
—Z( Wi x,)) — 1T (to, 1) + n(y + p)Gj(to, t) + nd(p — ~)BL (t, t )+17)
Joi
> yi f (to, %) + n(Ti(to,t) — (v + p)G(to,t) — d(p — 7) B (to, 1) — m). -

The following lemma bounds the number of updates of corrupt and clean points in an interval of
iterations in terms of their hinge loss at the beginning of the interval as well as the number of clean
and corrupt updates.

Lemma B.5. Lett > ty. Fori € S,

g(th Xi)
n

Ti(to,t) < + (v + p)B(to, t) + d(p — 7)GD(to, t) + 3m.

Fori € Sp,

Titto,t) < %) | (4 p)Glto ) + 6(p — 1) BD (1o, £) + 3m.

Proof. We will show this for ¢ € St; the ¢ € Sp case is analogous but with the roles of corrupt and
clean points reversed. We proceed by induction on ¢ and assume ¢(ty,x;) < a. If t = ¢ this holds
trivially because the left-hand side is zero and the right-hand side is positive. Otherwise, assume the
inequality holds at iteration ¢. By Lemma and our assumption on ¢(tg, X;),

yif (£,%5) > i f (to, x:) + n(Ti(to, t) — (v + p)B(to,t) — d(p — )G (to, t) — m)
> (1= a) +n(Ti(to,t) — (v + p)Bto,t) — ¢(p — 7)GV(to, t) — m).

We consider two cases:
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1. It n(Ti(to, t) — (y+p) Blto, t) — p(p—7)G @ (to,t) —m) > athen we see that £(t,x;) = 0.
Therefore,
Ti(to, t + 1) = Ti(to,t)
< % + (7 + p)Blto, t) + 3m

< %Jr (v + p)B(to,t + 1) + 3m.

2. Otherwise, Ti(to,t) < ¢ + (v + p)Bto, t) + ¢(p— 7)G 9 (tg, ) +m. Since there are only
2m neurons, we bound

Ti(to,t + 1) = Ti(to, t) +2m
< (n (7 + ) Bltont) + 6 — )G (to, ) + m) om

< 5 + (7 + p)Blto, t + 1) + d(p — 7)G (t0, 1) + 3m.

Appendix C Benign overfitting

Assumption 2. With §, p € (0,1) and C a generic, positive constant, then we assume the following
conditions on the data and model hyperparameters.

1. n> C’log(%),
2. m> Clog(%),
3. d > max {3, 3p ?In (%) }

4. k< 155

In(9n2/6) 4

6. Ay < 1.

In addition to the assumptions detailed in Assumption [2] in our analysis we use three further
conditions.
Assumption 3. Let p € (0,1) satisfy v > bp. In addition to the assumptions detailed in Assumption
[ assume that the following conditions hold.

1. |Tp| > 0.99m forp € {—1,1}.

2. Foralli € Sp thereis j € I'y, such that i € Ago)'

3. Foralli,l € [2n], i # lthen |(n;, n;)| < £

We remark that under these conditions then for sufficiently large n the inequalities p <

min {%?’,ffy, m} andy+p < Inin{1 /m, nik,, ﬁ, ﬁ} are satisfied. As shown in the

following lemma, these three additional conditions hold with high probability over the randomness of
the initialization and training sample.

Lemma C.1. There exists a positive constant C such that for any 6 € (0,1) if n > Clog(%) then
the extra conditions of Assumption 3| hold with probability at least 1 — 4.

Proof. Using Lemma[A.3] under the Assumption 3] for sufficiently large n there exists a positive
constant ¢ such that the probability the first condition does not hold is at most exp(—cn). Alternatively,
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setting 6 > 3exp(—cn) and rearranging, as long as n > C'log (%) then the probability the first
condition does not hold is at most g. Conditioned on the first event, using Lemma then if
n>C log( ) and m > C'log (6’“) then the probability condition two does not hold is also at most
5 . Therefore the probablhty that the first two events hold is at least (1 — 3) >1- 235 For the third
COI’ldlthH noting 12— 5 >0p and p < 7/5, then by Lemmache probability the third condition does

not hold is also at most 5 . Therefore, we conclude that all three properties hold with probability at
least 1 — 4. O

C.1 Proof of Lemma[3.2]

The following lemma characterizes an iteration independent upper bound on the number of clean and
corrupt updates. This result will prove significant for proving the termination of GD.

Lemma C.2 (Lemma[3.2). Assume Assumption[3|holds. Suppose further that at some epoch t, the
loss of every clean point is bounded above by a € R>(, while the loss of every corrupted point is
bounded above by b € R>¢. Then the total number of updates which occurs after this epoch is upper
bounded as follows,

2(n — k) a,a b .
G(to,t)g174]<:(n7k)(7+p)2 <n+3 +2k(’y+p)<n+3 )),
2k b a
B(to,t) < Lk B) (1 ) (n—|—3m—|—2(n—/€)(7+p) <n—|—3m>>

forallt > t.

Proof. From Lemma[B.3] p < ~, and the assumption on a and b,

G(to,t) = Y Tilto,t <2n—k)( (7+p)B(t0,t)+3m>,
€S n
T
b
B(to,t) = Y Ti(to,t) < 2k ( + (v + p)G(to, t) + 3m> .
1€ESE

Substituting these bounds into each other, and as v + p < (4(n — k)k)~'/? under Assumption we
arrive at the iteration independent bound on the number of updates as claimed in the statement of the
theorem. O

C.2 Early training and proof of Lemma3.3|

Lemma C.3. UnderAssumption then fori € St and j € T it follows that( (1) xi) > 0iffi ~ j.
Fori € Sp, j € ©,, and i # j it follows that { § ), x;) > 01ifi € .A;- .

Proof. Suppose j € T, i ~ j, i € Sr. Recall from definition of I', that G\”(0,1)(y — p) —
(%) 2w .
B;7(0,1)(vy + p) = == Using Lemma
Wi xi) = (w®x) 41 (T5(0,) + 620, 1)(v = ) = B (0, 1) + )
0
> (wi”xi) + (G0, 1)(v = p) = Bj(0,1)(7 + p))
> (Wi x;) + 22,
> Ao
On the other hand, if ¢ ¢ j then again from Lemma

(wit i) < (wi®xi) = (T4 (0,1) + G (0,1)( = p) = B (0,1)(7 + )
< (Wi x;) = 1(G(0,1)(y = p) = B;(0,1)(y + p))
S _/\w-
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Now consider i € Sp, i o j,and i € A§-O). By Lemmaand the definition of ©,

witx) > (wi i)+ (T50,1) + BP0, D)y = p) = G0, 1) + )

>n(1 =+ p)+n(B;(0,1)(y — p) — G;(0,1)(y + p))
> 0. O

Lemma C.4 (Lemma @ Suppose Assumption@holds. Let j € I'y. Let 0 < t < To. A point
1€ .Ag-t) if one of the following conditions hold:

1. ieSrandi~j

2. i€ Sp it andie AV

Furthermore, if one of the following conditions hold, then i ¢ Ag-t):
1. ieSrandiAj

2. i€ Sp it joandig AV

Proof. We proceed by induction. For ¢t = 1, the ¢ € Sy case was shown in Lemma[C.3] and the
i € Sp, i 7 j case is clear. Now, suppose the lemma holds for iteration ¢ and consider iteration ¢ + 1.

Firstleti € Sp, i 2 j. If i € A\ then

Wi i) 2wl xi) o (T (1,0 1) = GOt L+ D)+ p) + BY (1 4+ 1)( = )

>n(1—(n=k)(y+p))
> 0.
Here the first line is Lemma [B.2] the second line comes from the inductive hypothesis, and the third
line comes from (v + p) < — (Assumption . Ifi¢ A§-1) then
(Wi x;) < (wi %)+ (Tij(t, t+1) — GVt t+1)(y - p) + B (8t + 1)(y + p))
<n(=(n—k)(v—p)+2k(y+p))
= —n((n —3k)y — (n+k)p)
<0.

Again, the first line is Lemma|B.2] the second line uses the inductive hypothesis, and the fourth line
uses p < ’;;_Skkﬂy (Assumption .

Now, let i € S7. We again use, in order, Lemma the inductive hypothesis, and p < %7- If
1 ~ j then

>n(l+p—7)+n((n—k)(y—p)—2k(y+p))
> 0.

Wi xi) = (wi ) 4 (T (8 + D) + G+ 1) (= ) = BY (1 + D3 + )

If i £ j then
Wi xi) < (wi ) = (Tt e+ 1) + GO+ 1)y = p) = Bt +1) (v + )

(n —k)(v —p) — 2k(y + p))
(n —3k)y — (n+k)p)
<0. O

Lemma C.5. Suppose Assumption[3|holds. For all ty < t; < T,

<-n

Il
|
3

1
G,(to,t1) < (n—k)(t1 —to +2) + —
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Proof. First we claim that for all ¢ € Sp, j i, and t < Ty,

(Wi, %) < A+ 20k(y + p).
We prove the claim by induction. The base case ¢t = 0 follows because (wg»o),xi) < Aw. Now
suppose it is true at iteration ¢. If <w§-t), x;) > 0 then by Lemma

t+1
(Wi x;)

IN

<w§t),xi> —n(1—=2k(y+p))

(wi x;)

IN

IN

using v + p < i From this, the claim follows. Otherwise,
(w0 x) < (i) =T (1) iy -+ ) B (8t 4 1)
< 2nk(y + p).

We now turn to the statement of the lemma, again proceeding by induction. The base case t; = g is
clear. Otherwise, we consider two cases:

1 If Gy(to, 1) > P2t OO then forall i € Sy and j i, by Lemma

(Wi 3) < (wit™) i) = (T (to,t0) + G (b, 1) (7 = p) = B (20, 1) (v + )
(

< (Wi, x;) — 1 (Gj(to, t1)(y — p) — Bj(to, 1) (v + p))

< (Aw + 2nk(y + p)) + 2nk(t1 — to) (v + p) — nG;(to, t1) (v — p)
<0

by the claim and \,, < 77 (Assumption[3). Therefore, G (to, t1 +1) < Gj(to, t1) + (n— k).

2. 1 G(to, ty) < Bt DO hen

14 2k(t —to +1)(y + p)

Gi(to,t1 +1) < +2(n—k
j(to,t1 +1) po— (n—k)
1 2k(ty —to 4+ 1)(n — k)
2(n—k
_V—PJF o +2(n—k)
1
§7+(t17t0+3)(’ﬂ7k}) D

Y=p
Lemma C.6. Suppose Assumption[3|holds. Forallt < Ty, i € Sp, and i ~ j,

(Wi, xi) < O+ 20k(y — p)) + 20(y + p)(n — k) + W

Proof. Consider t < Ty. We consider three cases

1. If ¢t = 0 then

2. If <w§t_1), x;) < 0 then by Lemma
(Wi xi) < (wi ™ x)
=0 (Tt = 1,0) = 6Pt = 1,00y +p) + B (t = 1,0(7 = p))

< 2nk(y — p).
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3. If <w§-t71), x;) > 0 then let ¢’ < t be the smallest iteration such that (WJ(-T),xi> > 0 for all
t' <7<t By Lemma Lemma and the previous two cases above,

(wi i) < (w ) = (T (,8) = G, + ) + B (¢, )y = )

—n([1—<v+p)(n—k)]<t—t’)—2(v+ﬂ)<n—k)—ﬁg)'

Byvy+p< ﬁ (Assumption we conclude

(wi x;) < (Aw+2nk(v—p))+2n(v+/’>(”_k)+W' .

C.3 Proof of Lemma[3.4

Lemma C.7 (Lemma [3.4). Suppose Assumption B holds. There is an iteration Ty < To during
training and expressions C1, Cs, and C3 where the following hold:

1. Forallpe {-1,1},j €Ty, i~ j,andi e Sy,

(T1) 3
<Wj Voxg) > Im

2. Forallp e {-1,1}, j €T, i j,andi € Sy,

T 3ny

<W§‘ 1)aXi> < T

3. Foralli € Sr, )

6(7—17Xi) S )

3
Furthermore, )

T +0(1)

T 103gm(1l+ (Y +p)(n— k)
Proof. Fixi € Sp. Atevery iteration 1 < ¢t < 7, we bound
E(t,xi) — g(t + 17Xi) = yz[f(t + 17X1') — f(t,Xl)]

2m
=3 (D)MWl x0)) — s ((wl xi))]
j=1

= Y D)WY x0)) — o((wi x,))]
JET _qyigr

<n > Tytt+1)+ (v + )GVt +1)
JET _qyigr

=n| Y Tutt+1)+(v+ p)Gg-i)(t,t +1)
jGF(,l)i

0 | DTyt t+1) + (v+ )GVt +1)
Jj¢r
< 10.99m[1 + (v + p)(n — k)] + 0.02nm[1 + 2(y + p)(n — k)],
where we use in order: ¢ < T, the definition of f(¢,x), Lemma Lemma r_.,nr; =40,
and Lemmaagain. We also use |I',,| > 0.99m (Assumption . We further simplify this bound to

conclude
0t +1,%:) — £t x:) < 1.03qm[1 + (v + p)(n — )]
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Additionally, we bound

01,%x) =1 -y f(1,x)

2m

= 1= () o(w; xa))
> 13 o((wi,xi))

i~g

> 1= S [o((wi? %)) +0T3;(0,1) + (v + p)G (0, 1)]

i~g

> 1 —m[Ay + 74 2n(y + p)(n — k)].

Therefore as long as

L—mAy +n+2n(y+p)(n—k)] 1
E N [ Sy Loy B Wi e oy T oy A
then
Ot xi) =01, %) + Y L +1,%x:) — Lt %)
> 1= mfdy + 1+ 20y + p)(n — k)] — LO3( — Dym[1 + ( + p)(m — ¥)]

> 0.

Notice that this does not depend on ¢ or p. Therefore we can let 7; be the largest integer satisfying
this bound for ¢ and bound ¢(77,x,) > 0 for all I € Sy. To verify that 71 < T, consider i € Sp:

2m

yif(txi) =Y (-1 o((wl x))

<3 (T50.0) + (v + ) B (0,) + A
ig
< mmt[l +2(y + p)k] + mAy,
This is less than 1 for all ¢ < 77 since k < % (Assumption@).
Now, fix i € St again. For i ~ j, we then can use Lemma[B.2]and Lemma[C.4}

Wi xi) = (wi i)+ (T (1L, T) + (v = )G (1L T) = (v + ) B (1))
>0+n(Th —2) 1+ (n—k—=1)(y—p) —2k(y+p)
_1+—k=1)(y=p) =2k(y+p)

LO3mI+ (v + p)n—k)] T o)
1 2p(n—Fk)—2k(y+p) = (v+p) —2k(y+p)
= m(1+ (v +p)(n—k)) +00)
S 1/6+4/?ng+1/100 +om)
3
> .
~ 4m
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using p < & (nl 7+ 1 is sufficiently small, and 7 + p < min {oar 155} (Assumptlon. Now assume
i 9 j. Using Lemma[B.2]and Lemma[C.4]we can bound

Wi xi) < (Wi xi) = (T(LT) + (= G (LT = (7 + p) B (1, Th))
<0—n(Th —2)((n —k)(v—p) — 2k(y + p))
_ (n=k)(y—p) —2k(v+p)
=TT+ (= T OW
<_ (n— 3]{1705 (n+k)p + o)
097n7 10111

- 1.03m
3y

4m

+O(n)

using 7 is sufficiently small and k& < 1—80 and p < % (Assumption . Likewise, for 1 <t < 77,

e(t7xi) —f(t—‘,— 17X2) Yi [ (t+1 Xz) - (t Xl)]

2m

Z z+] (t+1)7Xi>) - ¢(<Wj(t)’xz>>}

ST D)WY x0)) — o(wl xi))]

JET (_iyit1

=1 ( S WY ) — <w§”,xi>])

jGF(fl)i

+ (Z (—)"p((wi, %)) — ¢><<w§”,xi>>]>

J¢r

> 1) ( S° Tiylto,t) + GV (to, ) (v = p) — B](i)(to,t)(7+ﬂ))

JEL (i

+n | DTyt t+1) = (y+p)Bj(t,t+1)
JEr
>0.99m[1+ (v —p)(n—k —1) = 2(y + p)k] — 0.04nm(v + p)k
>0.99m[l+ (v — p)(n — k —1)] — 2.02nm(y + p)k
In the first six lines we use: ¢ < 7T, the definition of f(¢,x), Lemma|C.4] Lemma[B.2Jand Lemmal[B.3]
Lemmaagain, and |T'p| > 0.99m (Assumption [3)), respectively.
We also bound

0(1,%;) = 1 =i f(1,x%;)

2m

= 1= (0w x)
< 1+Z¢ (1)

ik

<1+ (6 —1Ti;(0,1) + n(y + p)B;(0,1) + 1]
]
<1+ m[Ay + 1420y + p)k].
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Combining these two bounds we see that

0T, %) < L(1,%x;) —n(T1 — 1)(0.99m(1 + (v — p)(n — k — 1)) — 2.02m(y + p)k)

0.99m[1 + (v — p)(n — k —1)] —2.02m(y + p)k
L.03m(1+ (v + p)(n — k))

_099((v+p) +20(n —k—1)) + 008+ % 404

= 103m(1+(’y+ﬂ)(n—k))

_ 0.99(155 + & + 0.08 + 431) o)

- 1.03
1

< -

-3

<1- +O(n)

+O(n)

. . . . . 1 1 1
at this iteration, as desired. Here we use (7 + p) < min {@, 1000 Tk

p < 6(n 7y (Assumption | O

}, 7 is sufficiently small, and

C.4 Late training

Lemma C.8. Suppose Assumption[3|holds. Fix e > 0. We will say a neuron is aligned (at iteration t)
if

(—1)? sgn (W;t),xi> =y
foralli € Sp. Fort > Ty, if

than at least (1 — €)m neurons in each I',, will be aligned.

Proof. Let p € {—1,1} and t be such that em different neurons in I, are unaligned at iteration ¢.
For any neuron index j € Iy and ¢ € Sp, we can use Lemma@to bound

(D)™ (Wl x) = ()™ (w! T %) + 0Ty (T, t)
+(y - p)G”(Tl,) (v + p) B (Ti, 1)

3 3n7
—mln{4m . }n(v+p)3j(71,t)

3ny
2 I —n(y+ p)B;(T1,1).

Since ny < 1 (Assumpt1on ' we see that min{ -, :m} = %' If the lower bound above is
(t)

positive then ( 1)’ sgn(w,;’,x;) = y;. Therefore, if a neuron j is unaligned then B;(7:,t) >
3ny

Ty 2 87]m (using p < < 7 from Assumptlon . If there are em unaligned neurons, then

Hen

2m
B(Tl,t):ZBj(Tl,t)zg. O
j=1

Denote the first iteration after 7; where more than em neurons in one of the I';, are unaligned as 7.
If no such iteration exists, let 7. = co. We will eventually show that indeed 7. = oo, by showing
that the training process reaches zero loss before such an iteration can happen.

Lemma C.9. Assume Assumptionholds and also v+ p < %. There is an iteration Ty > Tq

so that for all iterations t satisfying To <t < T. and all i € S,
£, x;) < dn(y + p)km.
Furthermore, we can choose T3 so that

1
m(0.99(1 —¢) — k(1 + p)) !

7’2*7'1§377
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Proof. Fixi € Sy andt < T2 — 1. Suppose £(¢,x;) > 0. Using Lemma|B.3|and t < T,

2

3

yif (4 1,%x0) — yif(txi) = > (1) (6wl %)) — o (Wl x:)))

NERING

v

n(Tij(t,t+1) — (v +p)Bj(t,t + 1))
1

99(1 — e)m — dnymk(y + p).

IV
= e
S

Therefore,
0t +1,%x;) < min{l(t,x;) —nm(0.99(1 — ¢) — 4k), 0}.

By Lemma the loss of each clean point at 77 is at most %, so each clean point reaches zero loss
1n at most

1
[3?7m(0~99(1 — &) — 4k(y + M
iterations.

Now suppose £(t, x;) = 0. We similarly argue

2

3

yif (t+1,%0) —yif(txi) = Y (=) (o((wi™ %)) — o((wl, x:)))

Y

INgERNG

<
Il
—_

> —4dnmk.

This implies £(t + 1,x;) < 4pmk. By induction, we see that if t < 7 and £(t, x;) < 4nmk, then
0t +1,%x;) < dnmk. O

Lemma C.10. Assume Assumptionholds and v+ p < %. For all t1,t5 satisfying To <
t1 < to <T5andieST,

Aty —t1)(y + p)k + 4k + 3

; <
Silt t2) < 0.99(1 — ¢)

Proof. Recall Lemma[B.3|(restated in this setting, using Lemma [C.9):
dnmk
Tilts, o) £ == + (1 + ) B(ts, 1) + 3m.

Using ¢ < 7. we bound
0.99(1 — e)mS;(t1, t2) < Ti(t1,t2)
< @ + (v +p)B(tr,t2) +3m
< dAmk + 4(ta — t1)(y + p)mk + 3m.

From this, the desired inequality follows. O

Lemma C.11. Assume Assumptionholds and v+ p < min { 0'99&_5)7 A/ 08‘?39,52) } Leti € Sp.
Suppose there is j + i such that

MnfMW+MMk+$.

T
fw; ™) > 0.99(1 — <)

J

Then for all t satisfying To <t < T, <Wj(f), x;) > 0 for some neuron j' depending on t.
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Proof. Let 1y > T be the first iteration after 75 where ¢(¢,x;) = 0. We will show by induction that
for all ¢ satisfying 75 < t < 7¢ that (w§-t), x;) > 0. The case t = T3 follows immediately by the

assumption of the lemma. Otherwise, assume (w;-t’)7 x;) > 0forall T <t < t. By Lemma
and Lemmal[C.10]

(Wi x> (Wi x,)
1 (Ty(Tast + 1) = G (Tt + (3 + p) + B (Tt + (7 = )

> (W )+t +1-T) —n(v+p) Y SilTa,t +1)
1€EST

> (W™, x) + it +1-To)
—n2(n—k)(y+p) (4(t+ ! _75)(7+p)k+4k+3>

0.99(1 —¢)
—(t+1-To) (1 - ) + )

2(n — k)(y + p)(4k + 3)
0.99(1 —¢)

> 0.

We now continue the induction past 79. If (¢, x;) = 0, then point 7 clearly activates some neuron.
Let 71 be the first iteration after 7o where £(¢,x;) > 0. By Lemma[B.3|

2m

yif (1, %:) — yif (= 1,x:) = > =(=1)"™ (p((wi™, x:)) — o((w{™ 7Y x,))

=1

> n(Ty(t,m) — Gy(t,m = 1))

> —4nm(n — k).
This means '
ST (1 oUW, %) 2 yif (r1,x:) > 1 — dgm(n — k)
j' A
and there is some j’ satisfying
1

ollwy) i) = o

2(n — k)(y + p)(4k + 3)
0.99(1 —¢) ’

—4n(n —k) > n

assuming 7 is sufficiently small (Assumption[3). We can run the original induction argument with
71 replacing T2 and 72 = min{t > 7 : {(t,x;) = 0} replacing 7 to verify the conclusion for
71 <t < 79. By switching back and forth between these two arguments, we can show that point ¢
activates some neuron for all 75 < ¢ < 7. O

Lemma C.12. If Assumption[3|holds, the training process reaches loss.

Proof. In this proof, let e = +. The conditions of Lemma Lemma|C.10| and Lemma hold
5

By Lemma [C.2] there is a finite bound on the number of updates, independent of the number of
iterations spent training. If we carry out the training procedure for infinitely many iterations, there
must be some iteration where we make no updates. Since the training procedure is deterministic, we
will not make any updates after this point, and we will have converged. It remains to show that this
convergence results in zero training loss. The only way for a point to not update any neurons is for
that point’s loss to be zero or for that point to activate no neurons.
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LemmalC.8Jand Lemma[C.T1|say, under certain conditions, that every clean point and every corrupted
point activates some neuron for each iteration ¢ < 7.. We need only to verify that these conditions
hold and that B(7;,t) remains below the limitation set in Lemma|C.8§]

We apply Lemma starting at to = 7;. By Lemma|C.7} {(T1,%;) <
LemmalC.6] for i € S,

% for all i € Sp. Using

2m
0T, %) < 1=y Y (1Y o((wi x3))
j=1
2m
<1+ o(wi™ x))
i
<1+ 0(n)
With these bounds, Lemma[C.2]shows that for all t > T,
2k 1 1
B(Ti,t) < <+2n—kz ’y+p>+01
(7:2) 1—4k(n — k) (v +p)* \7 (=t )377 W

< 2R+ (2/3)(n — K)(y + p))
(1 —4k(n — k) (v + p)*)
2k(5/3)

S Ji—4/99) O

10

using v + p < min{—1+, 51}, n sufficiently small, and k < % (Assumption . By Lemma

Te = ooif 15 < %%, which is clearly true for e = £.

o)

<

We now show that every training point ¢ activates at least one neuron each iteration. By Lemma|[C.9]
this is true if i € Sp. By Lemma|C.11] this is true for i € S if there is a neuron j ¢ i such that

<W§7§)7xi> > nW. Fix i € Sp.

First, assume that £(t, x;) > 0 for all ¢ < 73. By Assumption [3]and Lemma|[C.3] we know there is
we can bound

j €Ty, suchthati € A(»l). Using Lemmaand Lemma

(Wi x;) > (Wi xi) + 0T (L Ta) = n(y + p)GYV (1, T0) + (v — p)BY (1, T7)
Zn(l—(7+p)(n— E)(T1—1)
and
(Wi x;) > (Wi i)+ 0T (T, T2) =y + )G (T2, To) + 0y — ) BY (Ti, Ta).

By induction on ¢ we see that
B; t/
G;(Ti,t) < max ((n —k)(t+1-t)+ WW)
Ti<t'<t Y—=p
for t > 71. The base case t = T; + 1 is clear. Suppose the inequality holds for ¢. Either G;(77,t)

increases by at most n — k or there is some i’ € Sy N A(Hl) with ¢/ ¢ j. By Lemmaand
LemmalC.7]

0< <W(.t),xi/> 1)

(Wi i) = n(y = p)G;(Ti, t+1) + (v + p) B (Ti, )
—n(y = p)G;(T1, t) + (v + p)B;(Ti, t)
from which the inequality follows. Since % <3k(t' —T1) < (n— k)’ — T1) (using
p < 3 and k < 155 from Assumptlon , this maximum occurs at 7 = 7. This yields
(wi™xi) 201 = (v +p)(n = k) (T2 + 1 = Dy = p) B} (T3, T)
>n(l=(v+p)(n—k)T

IAIA
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We want to show this bound is larger than a quantity that is O(n). This happens when both of the
following hold:

o) <(1-0+phn—k)T,
which holds when 7 is sufficiently small.

Now suppose £(7,x;) = 0 for some iteration 7 < 73. By Lemma 71 < 7. In this case, we see
that

yif (Ta,%:) = yi f (T3, %) }j D)W x)) — oWl %))

o1y 4 T
2(n — k)
=4k — K+ )

2 12 1
>1-— =
= 1—4/99( 99)+O() 4

where in the third line we use Lemmaand the fourth line we use v + p < min{-1, % 5oz} and 7
sufficiently small (Assumption [3). Sine this is positive, there is some neuron j with i ¢ j such that

¢(<w§7—2), x;)) is at least - this bound. This is an (1) lower bound. Since the required condition is

<wj(v7_2)7 x;) > O(n), this can be achieved by taking 7 sufficiently small. O

>1—(y+p) [;Jr?k(wrp)] +O(n)

C.5 Proof of Lemma[3.3]

Lemma C.13 (Lemma . Assume Assumptionh()lds. Let y € {—1,1} chosen uniformly and
x 1= y/7v + /I = n, where n ~ Uniform(S*~* N span{v}+). Suppose that |(n,ng)| < £
foralll € [2n), then y f(Tena, x) > 0.

Proof. Following the same steps as in (5) for any j € [2m]

; ,X> = <Wj(1) T]ZTEJ ye X57XZ>
= <w§t°) ynZTeg to, t)(—1) yB() (x¢, x)

= (wi" x; ynz Tyj(to, t) A,

where X} := (—1)'yB(¢)(x¢,x) = B(£)y + (1 — v){ne, n). Then as in Lemma
Y=p <N, <y+p, ifi €Sy,
—(v+p) SN < —(v—p), ifi € SF..

Recall, from Lemma for any j € T then G,(1, Tend) > G;(1,T1) = Ti(n — k). As a
consequence, for j € I';, we have

<w§7z“d),x> > (W](-l) X;) +1nG5(1, Tena) (v — ) B;j(1, Tend) (v + )
Om) +Ti(n—k)(vy—p) - (, Tena) (v + p)-
For j such that (—1)7 = y then
((w!T) %)) < S((w %) = 0G(L, Tena) (v — p) + 1B;(L, Tena) (3 + )

< O(n )+773 (1,7an (v +p).
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As a result

y endv Z (b (ﬁ“d)a}(»

Jj€[2m]
Ten Ten
>3 Wi - N e(wlT x))
jET, Ji(=1)i#y
>n Y Tiln—k)(v—=p)—n Y Bi(l, Tena)(y +p) +O(n)
jery, J€[2n]

> 0.99ymTi(n — k) —nB(1, Tena) (v + p)) + O(n)
using |T'p| > 0.99 (Assumption [3). From Lemma|C.7]
T _ 1
T L3+ (v + p)(n — k)]
furthermore, combining the assumptions 100k < n, n sufficiently small, and v + p < ﬁ with
Lemmal|C.2] we see

B(17 7;nd)

+O(1),

IN

2% 1 1
I ak(n R 1) 0 2n =k +o) <n>} +0m)

n
< —.
— 109
Here we also use that £(0,x;) < 1+ mA, =1+ O(n) for all .

Combining these inequalities it follows that

099 n—k
> . — -
yf( end; X ) =1.03 9 (’Y p) 10 (’Y +p) + O( )
n  3n
> -2
2375 +0(n) >
again using 100k < n, n sufficiently small, and v + p < —ni e O

C.6 Proof of Theorem 3.1]

Theorem C.14 (Theorem . Let Assumption IZ| hold with p = ~ /5. There exists a sufficiently small
step-size 1 such that with probability at least 1 — § over the randomness of the dataset and network
initialization the following hold.

1. There exists a positive constant C' such that the training process terminates at an iteration
7;nd < %

2. Foralli € [2n] then {(Topa, ;) = 0.

3. There exists a positive constant c such that the generalization error satisfies
P(sgn(f(Tenas X)) # y) < exp (—cdy?) .

Proof. Under Assumption[3|Statement 1 and 2 follow from Lemma|C.12] Note the bound in Statement
1 comes from Lemma |(C.2|applied from iteration 0 to iteration Teng, using 4k(n — k) (v + p)? < 4 99
and ¢(0, xl) = 1+ O(n) for all i € [2n]. With regards to Statement 3, from Lemma if
|(n,ng)| < 2= forall [ € [2n] it follows that sgn(f(7ena, %)) = y. Therefore, as 2~ > p and
analogous to Lemma@ under Assumption [3|there exists a positive constant ¢ such that

2n 0
P(sgn(f(Tens, X)) # y) <P (H (|(n, ng)| > 1—7))
< 2nPP(n € Cap(e,7/5))

d 2
< 2nexp (—1’2)

< exp (—cdny) .
Finally, under Assumption [2] then Assumption [3|holds with probability at least 1 — § by Lemma
IC.1l O
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Appendix D Non-benign overfitting

Assumption 4. With §,p € (0,1) we assume the following conditions on the data and model
hyperparameters.

1. n>1,
2. m > log,(42),
— 4n?
3. d > max {S,Sp 21n (T) }

4. k>0,

6. < 57—

7. Aw <M.
In our analysis we require two additional assumptions on the training sample and activations at
initialization.
Assumption 5. Let p € (0,1) satisfy p < min{*2, -1 — v} and in addition to the conditions
detailed in Assumption[5] assume the following two conditions hold.

1. Foralli € [2n] there exists a j € [2m] such that (—1)” = y; and i € A;-O).

2. Foralli,l € 2n), i # 1 |(ng,n)| < 2.

. 1—
Tl gng >y and p < min{ 7, 5 — v}
if p < % As demonstrated in the following Lemma, these additional two conditions hold with high
probability over the randomness of the initialization and training set.

Note under these assumptions that v < this implies

Lemma D.1. The additional conditions of Assumption 3| hold with probability at least 1 — 6.

Proof. Using Lemma , then as long as m > logQ(%”) the probability the first condition does not

hold is at most 4/2. Using Lemma and observing ﬁ > p, then as long as

2
d > max {3, 3p_2 In (Zl;l)}

the probability that the second condition does not hold is also at most § /2. Using the union bound we
conclude that both properties hold with probability at least §. O

D.1 Proof of Lemma[3.7]

Lemma D.2 (Lemma . In addition to Assumption |5| assume also that ((tg,x;) < a for all

€ [2n]. Then
2n a
T8 < g (o H o)

Proof. From Lemma[B.3] ¢(p — ) < p + 7, and the assumption on a,
a .
Ti(to, t) < ot 3m+ (v + p)TY(to, t).
If we sum over 7, we get
2na
T(to,t) < o + 6mn + (2n — 1)(y + p)T(to, t),

from which the result follows. O
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D.2 Supporting lemmas

Lemma D.3. If Assumption[5|holds, then the training process converges to zero loss.

Proof. By Lemma|D.2] there is an upper bound on the number of updates independent of iteration.
This can only happen if there is some iteration after which we make no updates. In turn, this can
only happen if every point is either at zero loss or activates no neurons. We prove by induction that
every point activates a neuron each iteration ¢ = 0. Consider an arbitrary point ¢ € [2n], att = 0
the induction hypothesis is true by Statement 1 of Assumption[5] Suppose the induction hypothesis
is true at iteration ¢, we consider the following two cases separately in order to show the induction
hypothesis also holds at iteration ¢ + 1.

1. If ¢(¢,x;) > 0, then by assumption we can choose a j € [2m] such that gi)((wj(.t), x;)) > 0.
We bound
. ,
(Wi i) = d(wy) i) 0 — (v + )T} (88 + 1)
> ¢((wy) %)) + [l = (v + p) (20 = 1)]
> 0,
which follows as v + p < 5. (Assumption|5).
2. If £(t,x;) = 0, then

2m

vil (tx5) = i ) (=1 o((w}) 1))

j=1
< 3 suw! xi))

3 (=1 =y

is bounded below by 1. This means that there is some j such that (b((Wj(-t), x;)) > L. We
bound
o((wy ™. xi)) = o((w) x)) =y + )T} (1,1 + 1)
1

> — — 2n—1

= ——n(y+p)(2n-1)

>0
as 7 < 5— (Assumption . O

Lemma D.4. Suppose that at epoch T every point is at zero loss. Then
nT(0,7) = n+O(n).

Proof. If £(7,x;) = 0 for all i € [2n], then y; f(7,%;) > 1 for all ¢ € [2n]. We bound
vf(rx) < Y0 (@wy xi) = (W) %)) + O(n)
Ji(=1) =y
< Y a0 + (v + TP (0,7)] + On)
I (=1 =y
< 0T;(0,7) + 0y + p)T(0,7) + O(n).
Summing over i € [2n] we see that
2n <[l + (2n —1)(v +p)IT(0,7) < 29T(0,7) + O(n),
from which the result claimed follows. O

Lemma D.5. Lety ~ U({—1,1}) and consider a clean test point x = y(\/yv + /1 — yn), where
n ~ U(S?Nspan(v)t). IfAssumption@holds, then

P(yf(Tena, x) < 0) =

|

40



Proof. Observe by symmetry of the distributions of both y and n that —x is identically distributed to x
and furthermore that the labels of x and —x are opposite. As a result, if y( f(Tend, X) — f (Tend, —X)) <
0 then at least one of y(f(7end, X) < 0 or —y(f(Tena; —X) < 0, in turn implying at least one of them

is misclassified. By construction, < (¢ ) x) >0 1ff< (¢ ), —x) < 0, therefore

2m

VS T ) = 1T, =) = (1 P (olwi™3)) = o((wi), —x.))

_ Zy (7§nd X>.

Unwinding the GD update to a neuron we have

2n
Ten 0 i+j
wi ) = wi® Y 150, Tena) (—1) s
i=1
Furthermore, as

(xi,%) = y(=1)"(7 + (1 = )B(i)(ny, )))

then
2m 2m 2n
Zy DT 0 = Dy %) 3 Dy 1P T (0, Tw) (1) i )
2n
< 2mAu + 1S 140, Tend) (3 + (1 = 7)B(0) (i, )
=1

= 2m>\w + n <T(O7 %nd)'}/ + <na (1 - '7) Z Tz(oa %nd)ﬁ(i)ni>>

L 2m, + 1 (20, Tena)y — |12l (1 =) (n,u)),

where the ﬁnal equality follows from symmetry of the noise distribution, z := Zzn T;(0, Tena)12;
and u = H ik Observe

2 = 3° 1,0 0, Tond) (0, 1)
i,l=1
2n P
2 Z Ti2 (07 7;nd) - m Z TZ (07 ﬁnd)Tf(Oa 7;nd)
A i#£L
B 1— s p 2n

1—7v 1 1—7v

K2

L p \e
> (5 - 12 ) T20. T

where the final inequality follows from Jensen’s inequality. By assumption 4np < 1 — +, and
10mA, < ny < \G furthermore trivially (1 — ) > 0.8. Conditioning on the event (n, u) > 0,
which holds with probablllty 1/2, these inequalities in combination with Lemma give

Zy (o), >§2m/\w+n’)’—?(1_7) (n,w)

1 /n 4
<, )i - = .
_5\/; 10\/ﬁ<n,u>

Therefore, if (n, u) > 0 then the condition

(Vidn,u) > ®)

DN | =
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implies at least one of x or —x is misclassified. Suppose n ~ U(S? N span(v)~) is such that (§)
holds. Then as y ~ U({—1,1}) it follows given n that either x or —x are sampled each with equal
probability and thus the chance of misclassifying is at least 1/2. As a result, the probability of
misclassification is at least

4 8

as claimed. We note the final inequality above follows by showing that the two spherical caps
corresponding to the set of unit vectors z satisfying (n, u) > 1/(2v/d) account for less than half the
area of S?~!, which can be derived from formulas provided in (S} [2011). This inequality has also
appeared for instance in (Asi & Duchil [2019)). O

lp (<\/8n7u> > ;) >1

D.3 Proof of Theorem 3.6

Theorem D.6 (Theorem . Assume Assumption 4| holds with p = % With probability at least
1 — & over the randomness of the dataset and network initialization the following hold.

1. There exists a positive constant C' such that the training process terminates at an iteration
7;nd § @

7
2. Foralli € [2n] {(Tena,xi) = 0.

3. The generalization error satisfies

P(sgn(f (Tena, x)) # y) 2

| =

Proof. Under AssumptionE] Statement 1 and 2 come from Lemma@ The bound on 7T.pg comes
from Lemma|D.2|applied between iterations 0 and Teng, using £(0,x;) = 1 + O(n) for all i € [2n]
and (v + p)(2n — 1) < 2. Statement 3 follows from Lemma We conclude by observing under
Assumption 4] that Assumption [5|holds with probability at least T — ¢. O

Appendix E No-overfitting

Assumption 6. With §,p € (0,1) and C a generic, positive constant, we assume the following
conditions on the data and model hyperparameters.

1. n > Clog (sz)

2. m>2

54> {3,372m (=)},

n
4. k<m,

5.3 <y < g min{k!, 1},
6. Ay < 1.

For our analysis we make two additional assumptions.

Assumption 7. Let p € (0,1) satisfy v > bp. In addition to the assumptions detailed in Assumption
[6] suppose the following conditions hold.

1. T =[2m).

2. Foralli,l € [2n] such that i # | then |(n;, ;)| < 7£=.
We remark under these assumptions that for sufficiently large n then p satisfies the inequality

y(n—3k)—2 Y n
n+k 75711

hold with high probability over the randomness of the initialization and training set.

p < min { } As shown in the following lemma, these two additional conditions
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Lemma E.1. There exists a positive constant C' such that if n > C'log (sz) then the extra conditions

of Assumption[7|hold with probability at least 1 — .

Proof. Using Lemma there exists a positive constant C' such that for n > C there in turn
exists a constant ¢ such that the probability the first condition does not hold is at most m exp(—cn).
Setting 0 > 2m exp(—cn) and rearranging, as long as n > C'log (sz), then the probability the first
condition does not hold is at most §/2. Using Lemma and observing ﬁ > p, then under the
condition on d stated in Assumption 7} the probability that the second condition does not hold is also

at most g Using the union bound, we therefore conclude that both properties hold with probability at
least . O

E.1 Proof of Lemma[3.9]

Lemma E.2 (Lemma . Suppose Assumption |Z holds. Consider an arbitrary j € [2m] and
iteration t satisfying 2 <t < To. Theni € .Agt) iffi ~ j.

Proof. First we establish at iteration t = 1 that foralli € Sy, 7 € A;t) iff ¢ ~ j. The argument here
is similar to that of Lemma|C.3] Suppose i ~ j and i € Sp. By Assumption|[7]all neurons are in T,

therefore from the definition of I',, for all j € [2m] we have GSD 0,1)(y—p) — B.y) 0,1)(y+p) >

2’\7"% Using Lemma

wi i) = (Wi xi) + 0 (T35 (0,1) + G (0,1) (7 = p) = B (0,1)(7 + )
> (wi” %) +1(G(0,1)(y — p) — Bj(0,1)(y + p))
> (wi” %) + 2\

> Ay
On the other hand, if ¢ 7 j then again from Lemma|[B.2]
wi i) < (Wi xi) = (T4 (0,1) + G (0,1) (7 = p) = B (0,1)(7 + p) )
< (Wi i) =0 (G5(0,1) (v = p) = B;(0,1) (7 + p))
< —Aw-
Now we consider ¢t = 2. If i € Sy and ¢ ~ j then
wi i) = (witxi) 0 (T (1,2) + G (1,2)(r = p) = B (1,2)(7 + )
>n(1+m—k—=1)(y—p)—2k(y+p))
whereas if ¢ € St and i ¢ j then
Wi xi) < (wit xi) = (Ti5(1,2) + G (1,2)(r = p) = B (1,2)(7 + )
< =n((n —k)(v = p) — 2k(y + p))-
By assumption v > 2+7§7i§,f)p > (Zf];,)f and therefore for i € Sy then s € .A;-Q) iff i ~ j. Again
using Lemma[B.2] fori € Sp and i ~ j

i xi) = (Wi xi) = (T450,1) = G0, 1) = p) + B (0,1)(7 + )

2 w
>_)\w_77<1_)\>
n

>7777
and for¢ € Spandi ¢ j

Wi xi) < (wi® x) 41 (T5(0,) = 6700, 1)(v = ) + B (0, 1) + )

2\
<)\w+n(1—)
n

<.
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2+ (n+k)p
n—3k

(wf),xﬁ > <W§1),Xi> - (Tij(lvz) G(l (L,2)(y —p) + B§i)(172)(7+/’))

>-—n+n((n—k)(y—p) —2k(y+p)—1)
>0
and fori € Sp and i ¢ j

(w;-z),xi> < (Wj(-l),Xi> +n (Tij(L 2) — Gﬁ-i)(l, 2)(y —p) + B]('i)(lv 2)(y + P))

<n-n(n—=Fk—p) —2k(y+p)—1)
<0.

Therefore, as v > then fori € Spand¢ ~ j

With the base case established we proceed by induction to prove if ¢ € A(t Y iff i ~ j,theni € .A( )
iff i ~ 7. By the assumptions on 7, the induction hypothesis and again usmg Lemma[B2] for i ~ j

(Wit i) = WiV i) = (T (= 1,8) = G4 = 1,0)(y = p) + B (t = 1,)(7 + )
>n((n—k)(y=p) —ky+p) 1)
>0
and for i 4 j

i xi) < (w0 i) (Tt = 1,8) = G = 1,6)(y = p) + B (= 1,0)(7 + p))
<-=n((n—k)(y—p) —k(y+p)—1)

Therefore, for an epoch ¢ satisfying 2 < ¢ < 7; then i € A Viff i ~ J. O

E.2 Proof of Lemma|3.10|

Lemma E.3 (Lemma[3.10). Suppose Assumption[/|holds, then there is an iteration Ty < To such
that

Y(n—2k)+pn—1+(y—p)
m(1+7(n—2k) + pn = (v = p))
(W, ;) > LFm=2k) = pn = (v = p)
7T m(L 4y (n = 2k) + pn — (v — p))
y(n —2k) —
m(1+y(n—2k) + pn — (v = p))

+O0(n) ifi € Sp,i~j

+O0m)ifi€Sr,in~j

,Xi) < — O(n) ifi o j.
Furthermore for i € St

2pn
14 i) <
Tox) < T =om + = (=)

+ O(n).

Finally,
1

m(1+y(n —2k) 4+ pn — (v — p))

T = +0(1).

Proof. Lett < To. By Lemma[E.2Jand Lemma[B.2] we can bound for ¢ € Sp and i ~ j as follows,

(Wi xi) < (W xq) =0 T3(2,1) =0y — p)BY(2,1) + 0y + p)G4(2,1)
=nt((y + p)(n — k) — (v — p)(k — 1) — 1) + O(n)
=nt(y(n —2k) +pn—1+ (v —p)) +O(n).
Similarly, for i € Sg, i o j,
(Wi 3y < (W' xi) + 0T (2,0) + (v + p) B (2,) — n(y — p)Gy(2,1)
= —nt((y —p)(n — k) — (v + p)k) + O(n)
= —nt(y(n — 2k) — pn) + O(n).
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Fori € St,i~ j,

(wi xi) < (W xi) +0T3(2, 1) +0(y + )GV (2,8) = n(y = p)G5(2,1)
=nt(l+(+p)(n—k—1)—(y—pk)+0(n)
=nt(l+~(n—2k) +pn—(v+p)) + On)

and

(wit i) = (Wi i) 40T (2,0) + 0y = )G (2,6) =l + )Gy (2.1)
=nt(l+(y—p)(n—k—1) = (v+p)k) +On)
=nt(1+~(n—2k) — pn— (v = p)) + O(n).

Lastly, for i € St, 1 # j,

=-nt((v—p)(n—k)—(y+p)k)+ O(n)
= —nt(y(n — 2k) — pn) + O(n)

Therefore, for ¢ € Sp,

(Wi x;) < (Wi, x0) +0T3(2,0) — n(y — p)GY(2,8) + 0y + p)Gy(2.1)

from which we conclude
nmt(1+vy(n—2k)—pn—(v—p))+0(n) < f(t,x;) < pmt(1+v(n—2k)+pn—(y—p))+0(n).

Therefore, as long as

nmit(1+y(n —2k) + pn — (v = p)) + O(n) <1, )
then ¢(¢,x;) > 0. Let 77 be the largest value of ¢ satisfying (9) and ¢ < 7. We see that
1
T =2k + = (1 —p) o).
From this, the bounds claimed follow. O

E.3 Proof of Lemma3.11]

Lemma E.4 (Lemma[3.11). Let Assumption[7|hold. Suppose at iteration t, the following conditions
are satisfied.

a. U(to,x;) < aforallie Sy,

b ¢((w"),x;)) < bforalli € Sp andi ~ j,

c. For all iterations T satisfying to < 7 < t it holds that i € A§T) only if i ~ j,
d. For all iterations T satisfyingto <17 <t, i € ./45.7) ifi~jandi€ Sr.

Then for j € [2m] and p € {—1,1} we have



Proof. Consider an arbitrary neuron j € [2m], using Lemma and assumption (b) we bound for
t<1T<t,i€Sp,andi~ j

S(wWi™,x:)) < b—n(Ti(to, 7) — (v + p)Gy(to, 7) — 1.

As qb((wg.r), x;)) > 0 in general we may conclude that

b

Summing over all ¢ € Sg such that i ~ j then by assumption (c)

Z Tij(t()ﬂ') = Bj(lf(),T).

1€ESE
i~j

Combining these expressions it follows that
kb
Bj(to, 7) < P k(v + p)Gj(to, 7) + k.

As the number of clean updates on a pair of neurons ¢ and j with £ ~ j is the same by assumptions
(c) and (d), then we may rewrite this bound as

kb k

t~j

Let s € [2m)] be arbitrary, we proceed to bound > .
i~

(Wi xi) = (Wi xi) (T (to, ™ — 1)+ (3 = )G (to, 7 = 1) = (7 + p) By (b0, ™ — 1)).
By assumptions (c) and (d)

yif(r—1,x) =Y o((wiV x,))

Jrvi

>> ( ) %) + 0Ty (to, ™ — 1)

Jri
+(y = p)G (to, 7 — 1) — 0y + p) By (to, T — 1))

> (1—a) +n(1—(y—p)Ti(to,7 — 1)

G;(to,t). Using Lemma fori € S and

gros

+{ (v = PGyt = 1) = (v + p) By (to, 7 — 1))

i
Note either T;(to, 7) = T;(to, 7 — 1) or £(7,x;) > 0. Consider the case where the latter holds, then
(1= (v = p)Tilto, ™ = 1)+ Y _ (v = p)Gj(to, ™ = 1) = (v + p) B;(to, 7 — 1)) < a.

jri

Furthermore, suppose 7/ < 7 is the first iteration before 7 such that G;(7/,7) = 0 and let ¢ € S,
1 ~ s be a point that makes an update at iteration 7/ — 1. Using the above bound it follows that

1(1= (v = ) Tilto, ™' = 1)+ 37 (v = )Gy (to, 7 = 1) = (7 + ) Bylto, 7' = 1)) < .
This implies
> (= PGilto, ™ = 1) = (y + p)Byto, 7 = 1) <
and

Y (v = p)Gilto, ™) = (v + p)Bj(to, 7)) < % —2(n = k)(y = p)-

jr~s
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By the construction of 7’ it follows that

a
> (v = p)Gj(to,7) — (v + p)Bj(to, 7)) < ,~2n=R0=p).
jr~s

From this we get the bound

> Git0t) < —— | £+ (r+0) X Byta.) | +0(0) (an

Jrvs Jrvs

Combining (T0) summed over j ~ s with (TI), then

S Git00) < —— [ S (o) [T k40 T Gi(tot) + | | +00)

= Y=p\n =
1 a kmb(’y—i—p))
< =+ +0(1
Y—p—k(y+p)? (77 n o
and
kb k(v +p) (a kEmb(~y + p))
Bi(to,7) < — < +0(1).
jto. ) n o m(y—p—k(y+p)?) \n o

Using p < 2, 5 sufficiently small and v < ﬁ (Assumption these bounds simplify to

k (3b 2a
Biltg.r) < = (2422
](077.)—77(2+m>7

ZGj(to,t)gl(S;erb). O

e n

E.4 Late training

Lemma E.5. Under Assumption[7|the training process terminates at an iteration Tenq satisfying
€(Tena,xi) =0
foralli € Sy and
7;’!
o((wi" x:)) = 0
foralli € Sp and j € [2m).

Proof. By LemmalEJ3] at iteration t = 77 with
- 2pn
L+5(n—2k)+pn—(v—p)
Y(n—2k) +pn—1+ (v —p)
b= +O(n
(20— 20+ on— (- p))

then the first two conditions of Lemma E.4]are satisfied. Next, using Lemma[B.2} we see by induction
ont > 7Ty thatif

a

+O(n),

| 7(n — 2k) — pn
BT < e -2+ pn— (=) O

then fori % jand 77 < 7 <'t,

(™)

<Wj T1)

IN

(Wi x;) + 0y + p)Bj(Ti, 7)
(
J

TV xi) +n(y + p)B;(Th, t)

7Xi>

IN

(w
0

A
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and fori € Sp,i~ j,and T; <7 <,

T T
(Wi xqy > (wi™ %)~y + p) By (Th,7)
(T1)

> <wj aXi> - 77(’7 + p)Bj(,Tl?t)
1-—(y—»p)

= m(1+v(n —2k) + pn — (v = p)) + 0t

>0

for 7 sufficiently small. Thus we have shown under an additional assumption on B;(71,t) that with
to = 71 and a and b as defined above, then all four conditions of Lemma[E.4]are satisfied. As a result
GD converges or terminates as long as

3b  2a v(n —2k) — pn
k<2n * nm> = m(y + p)(1 +(n —2k) + pn — (v — p)) o)

which is equivalent to

ko -+) (5 (=20 = 1 (3= ) + o) < 5(n=20) = pn + O

This is true by Assumption[7] as

kr-4) (5 00 =20~ 1+ =) + o) < 5 (5o - 20 - 5+ 5+ 3)
1

where above we used v < min { 537, 3= } and p < min {Z, =+ }. O
Lemma E.6. Assume Assumption |z holds. Lety € {—1,1} be drawn uniformly at random and
x 1= y/7v + /1= yn where n ~ Uniform(S*~! N span{v}+). Suppose that |(n,n;)| < ﬁ
Soralll € [2n), then yf(Tena,x) > 0.

Proof. We proceed as in the proof of Lemma [C.13] Following the same steps as in (3), for any
J € [2m]

T
0 )+ 13 e
= (w,x;) ynZng (2,8)(—1) yB(£) (x¢, %)
= (wi? x ZT
J y77 fj 'LE7

where X, := (—1)!yB(0)(x¢,x) = B()y + (1 — 'y)<ng, n). Then as in Lemma|[B.1]
y—p <N, <y +p, ifie Sy,
—(v+p) SN < —=(y—p), ifi € Sp,.

Recall, from Lemma for any j € [2m] then G;(2, Tend) > G;(2,71) = (T1 —2)(n — k). Asa
consequence, for j € I';, we have

(w9 %) > (Wi %) + 0G5 (2, Tena) (v = p) — 0B (2, Tena) (7 + )
On) +Tiln—k)(v — p)*nBj(, Tend) (v + p).-
For j such that (—1)7 = y then

(W) %)) < (W %3) = 0G(2, Tena) (¥ — p) + 1B5(2, Tena) (v + )
<O(n )+773 (2,7an)(7+/>)
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As a result

yf(Tena, x Z d((w ;X))
J€[2m]
= <w§7?"d),x>— Z o((wi'™, )
J:(=1)i=y —1)i#y
>n Y (7'1—2)(71— ) =1 Y Bji(2,Tena) (v + p) + On)
Ji(=1i=y j€[2n]

= nmTi(n —k)(y = p) = nB(2, Tena) (v + p)) + O(n)
Decompose B(2, Tend) = B(2,71) + B(Ti, Tena) and observe from Lemma[E.2] that
B(2,T1) = 2km(T1 —2) = 2kmT; + O(1).
From Lemma and LemmaE using the assumptions p <
min{ £ 36 36} then

1> m sufficiently small and v <

nm

§2mk7'1< (y(n —2k)+p;1—1+(v—p))

B(Ti, Tena) < 2k (;’b + 2“)

+4pm) +0(1)

n—-2k 1 1 1 4
<2 S 1
_mT1< 51 T3 3tm T >+0()

< mTi(n — k) .

- 12
Using the assumption that k < 155 and 7 is sufficiently small we see that

mTi(n—k
B(Qa %nd) S % .
As
Yf (Tena, x) Z mmTi(n — k)((y — p) = (v 4+ £)/9) + O(n),

then y f (Tena, X) is positive provided (7 — p) — (v + p)/9 is positive and 7 is sufficiently small. Both
these conditions are guaranteed by Assumption [7]and thus the test point is correctly classified. [

E.5 Proof of Theorem 3.8

Theorem E.7 (Theorem . Let Assumption @hold with p = /5. There exists a sufficiently small
step-size 1) such that with probability at least 1 — § over the randomness of the dataset and network
initialization we have the following.

1. There exists a positive constant C such that the training process terminates at an iteration

,End < %

2. Foralli € St then {(Tong,%;) = 0 while {(Topa,x;) = 1 foralli € Sp.
3. There exists a positive constant c such that the generalization error satisfies
P(sgn(f(Tenas X)) # y) < exp (—cdy?) .

Proof. Under Assumption[7] Statements 1 and 2 follow from Lemma|E.5] The bound on 7eng follows
from Lemma [E4] apphed at typ = 2, indeed the number of iterations cannot exceed the number of
updates which, as y > 2 is bounded as

B2, Tond) + G2, Tent) < (4) 2 (3) +oWm)

nm/) v \21
Again under Assumption [7]using Lemma [E.6|then Statement 3 follows in exactly the same manner as

the proof of Statement 3 for Theorem Finally, Lemma [E-T]implies that under Assumption |§|
then Assumption [7]holds with probability at least 1 — 4.
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Appendix F  Numerical simulations
Reproducibility statement: the code used to generate the following figures can be found athttps:
//github.com/wswartworth/benign_overfitting.

To investigate our theory we train two-layer neural networks with ReLU activations using full-batch
gradient descent and a fixed step size. We train on a synthetic binary classification dataset generated
as per Section [2.1] Finally, we train using both the hinge and logistic loss.

Clean Loss Corrupt Loss Test Loss

Hinge Loss
Hinge Loss
5 & @&
-
%

— hinge s — hinge
logistic logistic

0 200 400 600 800 1000 1200 1400 0 500 1000 1500 2000 2500 3000 0 200 400 600 800 1000 1200 1400
Iteration Iteration Iteration

Correctly Classified Clean Points Correctly Classified Corrupt Points Correctly Classified Test Points
10 10— hinge 10
logistic

Fraction of Points
Fraction of Points

— hinge 04 06 — hinge
logistic logistic

0 200 400 600 800 1000 1200 1400 0 200 400 600 800 1000 1200 1400 0 200 400 600 800 1000 1200 1400
Iteration Iteration Iteration

Figure 1: from left to right, the first row shows the clean, corrupt, and test losses as a function of
epoch (or iteration). The second row shows the fraction of clean, corrupt, and test points that are
classified correctly. These plots were generated with n = 100, d = 800, k/n = 0.1, m = 100,
v = 0.015, and a step size of n = 0.01.

In Figure [I] we call attention to the difference in the training dynamics of hinge loss versus logistic
loss. Perhaps the key difference between the hinge loss and logistic loss is that the contributions
from any given point do not get smaller as the point approaches 0 loss. Furthermore, unlike with the
logistic loss, points can actually attain zero hinge loss after a finite number of epochs. While a point
has zero loss it ceases to contribute to the update of the network parameters. As a result, points close
to zero hinge loss periodically activate and deactivate giving rise to the chaotic behavior observed
as the training loss approaches zero. We emphasize that managing this behavior required a careful
analysis distinct from that of prior works analysing the logistic loss.

In Figure 2] we call particular attention to the bottom right plot. Our theory predicts a phase transition
between benign overfitting and non-benign overfitting when y & ¢/n: the phase transition we observe
empirically in the bottom-right heatmap suggests this estimate is reasonable. With regard to the hinge
loss over the corrupt points, displayed in the top-right heatmap, we observe another phase transition,
this time between overfitting and non-overfitting. The top and bottom heatmaps of the left-hand
column display the hinge loss over the clean training set and total training set respectively, these
appear very similar due to the fact that clean points make up 95% of the training set. The clean points
fail to achieve zero, or close to zero, hinge loss only when +y is small and n is large. As stated in the
caption, in these experiments d is fixed and thus as n increases the near-orthogonality condition we
require on the noise components in order to prove convergence to zero clean loss is compromised. As
a result, when -y is small and the correlations between noise vectors is potentially large it is possible
for pairs of points with opposite labels to be significantly correlated.

50


https://github.com/wswartworth/benign_overfitting
https://github.com/wswartworth/benign_overfitting

Clean Loss Corrupt Loss

-10 -10
-11 -11
-12 -12
-13 -13
-14 -14
-15 -15

bbb Udbhbwhibo

logzy

logay
bbb ubdbdbblio

20 35 50 65 80 95 110125140155170185200 20 35 50 65 80 95 110125140155170185200
Total Loss Test Loss

0 0

-1 -1

-2 2

3 3

4 4

5 5

6 -6

> 7 >~ 7
e ™
9 9

-10 -10
-11 -11
-12 -12
-13 -13
-14 -14
-15 -15

20 35 50 65 80 95 110125140155170185200 20 35 50 65 80 95 110125140155170185200
n n

Figure 2: from left to right in the top row we show the loss on clean training and corrupt training points
after training. In the bottom row and again from left to right we show the total loss after training and
the test loss on 10000 randomly generated points. For each plot we set d = 1000, m = 30,7 = 0.005
and train for 5000 iterations of gradient descent using hinge loss. In each plot we vary ~y and n and
hold the fraction of corrupt points constant at 0.05. In the bottom right plot we also graph the curve
¢/n for ¢ = 0.6
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