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ABSTRACT

Do large language models (LLMs) represent concepts abstractly, i.e., independent
of input format? We revisit Function Vectors (FVs), compact representations of in-
context learning (ICL) tasks that causally drive task performance. Across multiple
LLMs, we show that Vs are not fully invariant: FVs of the same concept are
nearly orthogonal when extracted from different input formats (e.g., open-ended vs.
multiple-choice). We introduce Concept Vectors (CVs) which produce more stable
concept representations. Like FVs, CVs are composed of attention head outputs;
however, unlike Vs, head selection is optimized via Representational Similarity
Analysis (RSA) to encode concepts consistently across input formats. While these
heads emerge in similar layers to /V-related heads, the two sets are largely distinct,
suggesting different underlying mechanisms. Steering experiments reveal that 7Vs
excel in-distribution, when extraction and application formats match (e.g., both
open-ended in English), while CVs generalize better out-of-distribution across both
question types (open-ended vs. multiple-choice) and languages. Our results show
that LLMs do contain abstract concept representations, but these differ from those
that drive ICL performance.
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Figure 1: Function vs. Concept Vectors. Top: Similarity matrices for Vs (left) and CVs (right) in
Llama 3.1 70B; cells show how similar two prompt representations are (warmer = more similar).
Middle: Schematic highlighting the distinction between heads with causal effect (AP-selected) and
heads that encode format-invariant structure (RSA-selected). Bottom: Example prompts for two
concepts across three formats (EN open-ended, FR open-ended, multiple-choice). Takeaway: F Vs

cluster by input format; CVs cluster by concept across formats.
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1 INTRODUCTION

Do large language models represent concepts abstractly, i.e., in a way that is stable across surface
form? Cognitive science argues that such abstraction underlies human generalization (Gentner,
1983; \Hofstadter, [1995} [Mitchell, [2020), and recent work shows that LLMs exhibit representational
structures similar to humans (Pinier et al.l 2025} |Du et al.| 2025} |Doerig et al.,|2025). We show that
LLMs do contain abstract concept information, but the components that encode it differ from those
that causally drive in-context learning (ICL) behavior.

We revisit Function Vectors (FVs)—compact vectors formed by summing outputs of a small set of
attention heads that mediate ICL (Todd et al.| [2024; |[Hendel et al., 2023} [Yin & Steinhardt, 2025).
Because F Vs transfer across contexts (e.g., differently formatted prompts and natural text), they are
often treated as encoding the underlying concept (Zheng et al., |[2024} (Griffiths et al., 2025} |Bakalova
et al.,[2025; |Brumley et al., [2024; |[Ful 2025). We update this view: F Vs are not fully invariant. For
the same concept, F Vs extracted from different input formats (open-ended vs. multiple-choice) are
nearly orthogonal (cosine similarity = 0.9), indicating that Vs mix concept with format (§2.2.1).

To isolate format-invariant structure, we contrast activation patching (AP), which localizes compo-
nents with causal effects on outputs, with representational similarity analysis (RSA) (Kriegeskortel
2008)), which localizes components whose representations organize by concept independent of format.
Using RSA to select heads and then summing their activations yields Concept Vectors (CVs). Across
seven concepts, three input formats (open-ended English, open-ended French, multiple-choice), and
four models (Llama 3.1 8B/70B; Qwen 2.5 7B/72B), we find that CV heads arise in similar layers but
are largely disjoint from FV heads, suggesting separable mechanisms for invariance vs. causality
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Finally, we test whether CVs can steer. In steering experiments, F Vs produce larger in-distribution
gains when extraction and application formats match (§3.2.1)), whereas CVs generalize more con-
sistently out-of-distribution across question type and language (§3.2.2) and produce fewer format
artifacts (e.g., tokens and language from extraction prompts; §3.2.3).

Overall, our contributions are as follows:
* FVs are not input-invariant. They mix concept with input format; same-concept F Vs
differ sharply across formats.

* RSA reveals CV heads. These heads encode concepts at a higher level of abstraction than
FV heads.

* Mechanistic separation. F) and CV heads are largely disjoint, suggesting distinct mecha-
nisms for causality vs invariance.

* Steering trade-off. FV's steer more strongly in-distribution, while CVs generalize more
consistently out-of-distribution, albeit with smaller absolute gains.

2 IN SEARCH OF INVARIANCE

We test whether concept representations are stable across surface form, using AP (causal heads) and
RSA (format-invariant heads) across models, datasets, and formats. We then form Function/Concept
Vectors to compare clustering by format vs. concept; AP/RSA heads lie in similar layers but show
minimal top-K overlap.

2.1 METHODS
2.1.1 MODELS

We test Llama 3.1 (8B, 70B) and Qwen 2.5 (7B, 72B) models (Meta Al [2024; Qwen et al., 2025).
All models are autoregressive, residual-based transformers (Vaswani et al., 2023). Each model, f
internally comprises of £ layers. Each layer is composed of a multi-layer perceptron (MLP) and
J attention heads a,; which together produce the vector representation of the last token of layer /,
h,=h,_; + MLP; + ZjeJ ag; (Elhage et al., 2021).
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2.1.2 TASKS

Datasets We define a dataset as one concept expressed in one input format (e.g., Antonym in open-
ended English). For each dataset we build a set of in-context prompts Py = {p;} where i indexes
individual prompts within dataset d. Each prompt contains few-shot input—output examples (z, y)
that illustrate the same concept, followed by a query input xfI whose target output yfl is withheld. The
input—output pairs (z,y) were either sourced from prior work or generated using OpenAI’s GPT-40
(see Appendix [DJfor details). Example prompts are provided in Appendix [A]

Concepts. We consider seven concepts:

* Antonym Map a word to one with opposite meaning (e.g., hot — cold).

» Categorical Map a word to its semantic category (e.g., apple — fruit).

e Causal Map a cause to an effect (e.g., rain — wet).

* Synonym Map a word to one with similar meaning (e.g., big — large).

* Translation Translate a word to another language (e.g., house — maison).
* Present—Past Convert a verb from present to past tense (e.g., run — ran).
 Singular-Plural Convert a noun from singular to plural (e.g., cat — cats).

Input formats. We vary only the prompt’s surface format; the (x, y) relation stays the same. Formats:

* Open-ended in English (OE-EN)
* Open-ended in a different language (French or Spanish; OE-FR or OE-ES)
* Multiple-choice in English (MC)

We use 5-shot prompts for open-ended and 3-shot for multiple-choice to reduce computational load
given prompt length. Altogether, we have 21 datasets (7 concepts x 3 input formats). We build 50
prompts per dataset (total N = 1050 prompts).

2.1.3 ACTIVATION PATCHING

Activation patching replaces specific activations with cached ones from a clean run to assess their im-
pact on the model’s output. The cached activations are then inserted into selected model components
in a corrupted run, where the systematic relationships in the prompt are disrupted. For example, in
an antonym ICL task, consider a clean prompt: Hot — Cold, Big — Small, Clean —
? and a corrupted prompt: House — Cold, Eagle — Small, Clean — ? The goal of
activation patching is then to localize model components that push the model to the correct answer,
Dirty, on the corrupted prompt.

We compute the causal indirect effect (CIE) for each attention head ay; as the difference between
the probability of predicting the expected token y when processing the corrupted prompt p with and
without the transplanted mean activation ay; from clean runs:

CIE(ar) = (5 | s = a0, ) ly] = £ (7)Y M
We then compute the average indirect eﬁ‘ect (AIE) over a collection D of all datasets (§2.1.2).
AIE(ay;) Z Z CIE(ay;) )
IDI = \73 |5,

where P  denotes the set of corrupted prompts for dataset d.

2.1.4 REPRESENTATIONAL SIMILARITY ANALYSIS
To find attention heads encoding concepts invariant to input formats, we employ representational
similarity analysis (RSA; [Kriegeskorte| (2008))).
For each attention head a,; we compute representational similarity matrices (RSMs) where v; denotes
the output extracted from a; for the ith prompt p; € Py, and 6(-, -) is a cosine similarity function.
1 ceo B(v,uN)
RSM = : : 3)
O(vn,v1) -+ 1
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Figure 2: Representational Similarity Analysis (RSA). For each attention head, we compute a represen-
tational similarity matrix (RSM) over prompts spanning concepts and input formats (cosine similarity
of head outputs). We construct a binary design matrix that marks pairs sharing the same concept,
independent of format. The RSA score for a head is Spearman’s p between the lower-triangular
entries of the RSM and the design matrix; higher p indicates stronger concept-invariant encoding.

We then construct a binary design matrix, DM, where each entry is set to 1 if the corresponding pair
of prompts share the same attribute value, and O otherwise. In this paper, we consider two attributes:
(1) concept - does a pair of prompts illustrate the same concept, regardless of the input format?
and (2) prompt_format - does a pair of prompts have the same question type (i.e. open-ended or
multiple-choice)?

We then quantify the alignment between the RSM and DM for the lower-triangles (since similarity
matrices are symmetric) using the non-parametric Spearman’s rank correlation coefficient (p).

To localize attention heads carrying invariant concept information we compute the RSA for each
attention head obtaining a single Concept RSA score for each attention head.

Concept-RSA (ar;) = p(RSMy;, Concept-DM) 4)

2.1.5 FUNCTION & CONCEPT VECTORS

To form Function/Concept Vectors we create sets of top K ranking attention heads, Ay and Acy,
based on their AIE and RSA scores respectively. Function/Concept Vectors for prompt 4 are then
computed as the sum of activations for this prompt, aj;, from the sets Axy and Acy respectively.

FVi=)Y a; CV;=) aj )
al, €Ary al,€Acy
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Figure 3: Similarity matrices. Full similarity matrices extracted from top K = 5 heads in CVs and
FVsin Llama 3.1 70B for all concepts. See Appendix for other models.
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Figure 4: Concept vs. format RSA. Question type and Concept RSA scores for C)s and F Vs in all
models. Takeaway: CVs encode more concept information and less input format than FVs.

2.2 RESULTS

2.2.1 CONCEPT VECTORS ARE MORE INVARIANT TO INPUT FORMAT

We test invariance to input format by computing RSA with design matrices for concept and question
type (following the setup in §2.1.4). We form FVs/CVs by summing the top-K heads ranked by
AIE/RSA (Eq.[5). Across models and K, CVs show higher concept RSA and lower question-type
RSA than FVs (Figure[d), indicating that F Vs encode format more strongly while CVs track concept.
Consistently, similarity matrices for Llama 3.1 70B cluster by concept across formats for CVs, but
by format for FVs (Figure[3), where within-format type FV clusters are nearly identical with mean
cosine similarity = 0.90. CVs nonetheless exhibit a weaker within-format type cluster (mean cosine
similarity = 0.55), suggesting they retain some low-level format information. Overall, however, CVs
remain markedly more invariant to input format than FVs.

2.2.2 FUNCTION & CONCEPT VECTORS ARE COMPOSED OF DIFFERENT ATTENTION HEADS

If we compare which heads are selected by the two procedures, we see that FVs and CVs are
composed of different attention heads. First, we ranked each head for each method, i.e., AIE (§|Tl_73'[)
for Vs and by Concept-RSA (§2.1.4) for CVs. Then we examined depth and top-K overlap. Layer-
averaged scores show similar layer profiles (Figure3)), but head identities barely overlap: for K < 20
the intersection is near zero and stays small at larger K (Table[T)). We also note that AIE scores are
highly sparse: their histogram peaks at zero with a long right tail (Figure [T2)—so only a few heads
have measurable causal effect. Together this supports that AIE-selected causal heads are largely
distinct from the invariant, RSA-selected heads.

Model K=3 K=5 K=10 K=20 K=50 K=100
Llama-3.1 8B 0 0 1 1 12 28
Llama-3.1 70B 0 0 0 0 1 6
Qwen2.5 7B 0 0 0 4 15 39
Qwen2.5 72B 0 0 0 1 3 13

Table 1: RSA—AIE head overlap. Overlap between RSA and AIE heads (number of overlapping
heads among top-K’). Bold numbers indicate overlap significantly above chance (p < 0.05; details in
Appendix EI) Takeaway: FVs and CVs are composed of different attention heads.
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Figure 5: Layer-wise AIE vs. RSA. AIE and RSA scores averaged across all heads per layer.
Takeaway: FV and CV heads are in similar layers.

3 CAN CONCEPT VECTORS STEER?

We now test whether these invariant heads can steer: we introduce how we construct vectors, the
AmbiguousICL setup with conflicting cues, and the intervention protocol. Vs win in-distribution;
CVs transfer better out-of-distribution with fewer format artifacts, at a cost of smaller gains.

3.1 STEERING METHODS

Steering Vectors Construction. For each concept and input format (OE-ENG, OE-FR, MC), we
compute for every selected head ay; the mean last-token activation across the 50 extraction prompts
of that concept—format. We then form one vector per format by summing these mean activations
over the top-K heads selected for CV or FV (as in Eq. [5] but using per-format means in place of
per-prompt activations). This yields one ID vector (OE-ENG) and two OOD vectors (OE-FR, MC)
per concept.

AmbigousICL Task. We evaluate on AmbigousICL tasks (Figure[6): each prompt interleaves two
concepts (3 then 2 exemplars) followed by a query. The second concept is always English—French
translation, which allows us to test whether vectors store low-level language information. Unsteered
models tend to continue with the second concept; we aim to steer toward the first. Note that these
steering prompts are distinct from the extraction prompts used to construct the vectors.
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Figure 6: Overview of steering results. Top: We extract CVs and FVs from antonym ICL prompts
in formats that are in-distribution (ID; OE-ENG) or out-of-distribution (OOD; OE-FR, MC) relative
to the AmbiguousICL task (bottom-left). Bottom-left: We interleave two concepts—antonym and
EN—FR translation—within one prompt; the model’s original prediction is the French translation.
Bottom-right: Predictions after steering. Takeaways: (1) F Vs yield larger ID gains. (2) CVs show
more stable OOD effects across formats. (3) F Vs can conflate concept with input format (e.g., French
version of antonym and multiple-choice formatting).
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Figure 7: Steering effect across layers. We inject CVs and FVs into Llama-3.1-70B and plot the
change in target-token probability (A P) for four representative concepts (columns). Curves compare
ID extraction format with OOD formats relative to the AmbiguousICL task (Figure [6). Higher
AP means the model assigns more probability to the expected token than the unsteered model.
Takeaways: (1) F Vs typically achieve larger ID gains but often drop OOD. (2) CVs yield smaller
gains yet show more stable OOD behavior across formats. See Figure @for other concepts/models.

Steering with CVs and FVs. We add a vector v to the last-token residual stream at a chosen layer:
h) < h;+av (6)

We measure effectiveness as AP = Pyper(y) — Poefore (¥), averaged over 100 prompts per concept.
We sweep « and K and report the best per model (Appendix [F).

3.2 STEERING RESULTS
3.2.1 FUNCTION VECTORS OUTPERFORM CONCEPT VECTORS IN DISTRIBUTION

Extracted from OE-ENG (ID setting), F Vs yield the largest gains on ambiguous prompts (Figure 7).
CVs also help but with smaller AP and minimal zeroshot effect (Figure[T7). At the token level both
vectors lift plausible English antonyms in the ID case (Table [2).

3.2.2 CONCEPT VECTORS ARE MORE STABLE OUT OF DISTRIBUTION

Performance gains (A P). Out of distribution (extracting vectors from OE-FR or MC), CVs more
often maintain positive effects across formats, whereas FVs frequently degrade—especially for
MC—and only occasionally stay consistent for specific concepts/models (Figs. [7} [I6). CVs raise the
probability of the correct English answer across formats, and their top-A tokens remain concept-
aligned (Table[2).

Query: salty —

+ Antonym  Top A Tokens

OE-ENG _sweet (+56%), _fresh (+16%), _bland (+6%), _taste (+3%), _uns (+2%)
FV OE-FR _su (#31%), _dou (+27%), _frais (+5%), _fade (+5%), _ins (+3%)

MC _((#53%), _A (+1%), _\n (+1%), _space (+0%), __) (+0%)

OE-ENG _sweet (+49%), fresh (+8%), _bland (+3%), _taste (+3%), _uns (+3%)
CY OE-FR _sweet (+54%), _fresh (+9%), _bland (+3%), _uns (+3%), _taste (+2%)

MC _sweet (+35%), _fresh (+12%), _bland (+4%), _uns (+3%), _taste (+3%)

Table 2: Token-level steering effects. Top tokens with largest probability gains when injecting CVs or
FVsinto Llama-3.1-70B on the AmbiguousICL prompt (query shown above). Results shown at the
layer with the strongest in-distribution effect per vector. Without intervention, the model predicts
French _sa (from salé) with 49%; antonym _sweet has 2%. English antonyms in red, French in
blue, and the opening bracket (MC token) in green.
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Distributional consistency (KL). To quantify consistency across formats independent of absolute
gains, we compare the model’s next-token distributions after steering with ID and OOD vectors. For
each concept and vector type, we select the top 5 layers that achieve the highest ID AP. At each
selected layer we compute KL divergence

Dkr [p(x|voop) || p(x | vip)]

between the post-intervention distributions at the query token, where lower values indicate more
similar effects of ID and OOD vectors. We average this KL divergence over prompts and selected
layers to obtain one score per concept, and then summarize per model (Figure ). Across models,
CVs yield lower KL than FVs. The CV-FV KL gap is larger for MC than for OE-FR.

3.2.3 FUNCTION VECTORS MIX CONCEPT WITH INPUT FORMAT

Out of distribution, F Vs reflect both prompt format and concept. When vectors are extracted from
OE-FR, they push the model toward the French translation of the concept (e.g., French antonyms),
and when extracted from MC, they increase the probability of format tokens such as the opening
bracket (Table [2). We quantify the language effect by measuring AP for the French translation
across concepts (Figure[T3). In the larger models, FVs substantially increase the probability of the
French token, whereas CVs remain near zero; in smaller models the effect is negligible. Notably, F Vs
extracted from open-ended Spanish prompts induce almost the same bias toward the French translation
as FVs extracted from French prompts (Figure [T4), even though the AmbigousICL alternatives are
French only. This pattern suggests that FVs capture a generic translation/foreign-language signal
tied to the extraction format rather than language-specific content. Combined with the MC bracket
effect (Figure[T3)), these findings indicate that Vs mix concept with surface format, while CVs are
comparatively format-invariant.

4 RELATED WORK

Attention Head Categorization. Recent work has made significant progress in characterizing
specialized attention heads that process in-context learning (ICL) tasks. For instance,
(2022) identified induction-heads, which|Yin & Steinhardt (2025) found can develop into FV-heads

during training. Other specialized head types include semantic-induction heads (Ren et al,[2024),

symbol-abstraction heads (Yang et al. , and various others (Zheng et all [2024). Our work
extends this line of research by 1dent1fy1ng CV heads, attention heads that invariantly represent
concepts in ICL tasks at high levels of abstraction.

Linear Representation of Concepts. A substantial body of research has established that concepts
are represented linearly in LLMSs’ representational space (Mikolov et al., 2013}, Arora et al.,[2016};
Elhage et al,[2022). This phenomenon, often termed the "Linear Representation Hypothesis"
et al.; 2024), has been extensively studied across various tasks and domains. [Hernandez et al.| (2024)
demonstrated that relational concepts—similar to those we study in this paper—can be decoded from
LLM activations using linear approximation. Subsequent work by Merullo et al.| (2025) revealed




that the success of such decoding depends on the frequency of concepts in the pretraining corpora,
which may explain why some concepts are represented more consistently than others in our study.
Our findings contribute to this literature in two ways: (1) providing further support for the Linear
Representation Hypothesis, and (2) extending previous work on relational concept representations by
localizing specific attention heads that carry such representations and demonstrating their invariance
to input formats.

Symbolic-like reasoning in LLMs. Recent work has demonstrated that LLMs can exhibit symbol-
like representational properties even without explicit symbolic architecture (Feng & Steinhardt, |2024;
Yang et al., 2025} |Griffiths et al.| 2025)). | Yang et al|(2025) define symbolic processing as requiring
two key properties: (1) invariance to content variations, and (2) indirection through pointers rather
than direct content storage. Our CVs exhibit both properties: they are invariant to input format
changes and function as pointers to content stored elsewhere, unlike /s which directly store content

(B.2.3).
5 DISCUSSION AND LIMITATIONS

Our results separate two representational roles in LLMs: components that cause strong ICL perfor-
mance and components that encode abstract concept structure. Function Vectors (FVs) occupy the
first role, steering models effectively when extraction and application formats match, but deteriorating
out of distribution (formats/languages). Conversely, Concept Vectors (CVs) built from RSA-selected
heads encode higher-level, format-invariant structure and generalize more robustly across languages
and question types, albeit with smaller causal effects. This supports a view that invariance and
causality are mediated by largely distinct mechanisms in similar layers; trends hold on average but
vary by concept and model size.

Relation to Function Vectors. Prior work shows that 7 Vs compactly mediate ICL and can transfer
across contexts (Todd et al., 2024)). We refine this: FV portability is strong within families of prompts,
but is not fully invariant to surface format. Same-concept F Vs extracted from different formats are
nearly orthogonal and can carry language/format signals (e.g., French subword or multiple-choice
bracket tokens), while CVs track concept across formats with less surface content. At the token level,
we observe that F Vs produce plausible outputs (not merely output-space vocabulary), yet out of
distribution they also boost format-specific tokens, consistent with /s mixing task procedure with
surface constraints.

Implications for steering and interpretability. The dissociation between FVs and CVs sug-
gests a practical trade-off. For maximal in-distribution control, FVs are preferable. For robust
out-of-distribution control or probing abstract knowledge, CVs are more reliable. Methodologically,
AP identifies what causally drives behavior, while RSA reveals how representations organize by
concept regardless of format. This distinction highlights that effective behavioral control and abstract
conceptual representation can be mediated by different mechanisms.

Limitations and Future Directions. Our CV head selection targeted heads that encode all concepts
simultaneously; this global criterion may miss concept-specific heads, which a per-concept RSA could
reveal. We also did not probe how FVs and CVs emerge during model training or how they interact
during inference; we hypothesize that CVs act as a backup circuit—a format-invariant scaffold that
stabilizes concept information which downstream ) pathways can recruit or override—consistent
with evidence of multiple, partially redundant circuits and compensatory self-repair under ablations
(McGrath et al., [2023; [Wang et al.| |[2022).
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A PROMPT EXAMPLES

A.1 OPEN-ENDED (5-SHOT)

Q: resistant
A: susceptible

Q: classify
A: disorganize

Q: posterior
A: anterior

Q: goofy
A: serious

Q: stationary
A: moving

Q: hairy
A

A.2 MULTIPLE-CHOICE (3-SHOT)

Instruction: Q: unveil A: ?
(a) optional

(b) mild

(c) con

(d) conceal

Response: (d)

Instruction: Q: hooked A: ?
(a) unhooked

(b) stale

(c) sturdy

(d) sell

Response: (a)

Instruction: Q: spherical A: ?
(a) unconstitutional

(b) flat
(c) demand
(d) healthy

Response: (b)

Instruction: Q: minute A: ?
(a) conservative

(b) hour

(c) retail

(d) awake

Response: (
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651
652
653
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655
656
657
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662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

B SIMILARITY MATRICES FOR OTHER MODELS

Function Vectors Concept Vectors
H o e

Antonym Antonym 1
Category Category a
Causal - Causal - a
Synonym - Synonym | %
Translation - Translation n
Past Tense - Past Tense - 2

Plural Form - Plural Form 0

Figure 9: Similarity matrices extracted from top K = 1 heads in CVs and F Vs in Llama 3.1 8B.

Function Vectors Concept Vectors

Antonym - Antonym ‘ Er 1
Category Category A
Causal Causal - @
Synonym Synonym %
Translation Translation - w
Past Tense & Past Tense 8
Plural Form Plural Form - 0

Figure 10: Similarity matrices extracted from top K = 1 heads in CVs and FVs in Qwen 2.5 7B.

Function Vectors Concept Vectors

Antonym Antonym 1
Category Category I~
Causal - Causal - @
Synonym - Synonym %
Translation Translation w
Past Tense Past Tense 8

Plural Form : Plural Form ° 0

Figure 11: Similarity matrices extracted from top K = 2 heads in CVs and FVs in Qwen 2.5 72B.
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C AIE SCORES
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Figure 12: Histogram of AIE scores for Llama 3.1 8B, 70B, Qwen 2.5 7B, and Qwen 2.5 72B. Note,
the y-axis is on a log-scale. Takeaway: AIE scores are highly sparse.

D DATA GENERATION PROCESS

Concept sourcing: For most concepts (antonym, synonym, translation, present—past, singular—plural), we
sourced word pairs from the datasets used by [Todd et al.| (2024). For categorical and causal concepts, we
generated word pairs using OpenAI’s GPT-40 model (OpenAl, |2024)).

Translation generation: French and Spanish translations were created using DeepL’s translation service (DeepL
SEl 2025) to ensure high-quality, contextually appropriate translations.

Generated concepts (categorical and causal): We prompted GPT-40 to generate exemplar:category pairs (e.g.,
“apple:fruit”, “blue:colour”) and cause:effect pairs (e.g., “stumble:fall”, “storm:flood”). The model was given
examples of the desired format and asked to produce 100 pairs per batch. We generated pairs in batches of 100
until reaching approximately 1000 examples per concept, with retry mechanisms to ensure sufficient coverage.
The final datasets were saved as JSON files containing input-output pairs.

Quality filtering: Generated pairs underwent several filtering steps: (1) removal of duplicates based on input
words, (2) exclusion of pairs containing underscores or numbers, (3) restriction to single words or two-word
phrases (maximum one space per input/output), and (4) conversion to lowercase for consistency.

Multiple choice format: For multiple choice prompts, we generated four options per question by randomly
sampling three additional outputs from the same concept dataset, ensuring all four options were unique. The
correct answer was randomly positioned among the four options.
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E SIGNIFICANCE TEST FOR RSA—AIE HEAD OVERLAP

We assess whether the observed overlap between the top- K heads selected by Concept-RSA and by AIE is larger
than expected by chance under a simple null model. Let N denote the total number of attention heads in the
model (layers X heads per layer). For a fixed K, each method selects a size-K subset of heads. Under the null
hypothesis that these two subsets are independent, uniformly random size- K subsets of {1, ..., N}, the overlap
size

X = |Srsa,x N Sa, x|
follows a hypergeometric distribution X ~ Hypergeom(N, K, K).

For an observed intersection x, we report the one-sided tail probability

pzx:Pr[sz]:iw

= ®

Entries with p>, < 0.05 are typeset in bold in Table[]

F STEERING HYPERPARAMETERS

To optimize the intervention performance, we conduct a hyperparameter search for two parameters:

¢ «: the steering weight that controls the strength of the intervention

¢ K: the number of attention heads to extract for concept vector computation
We evaluate the following parameter ranges:

« K €11,3,5,10,20,50} for the number of heads
* a€{1,3,5,10, 15} for the steering weight

The hyperparameter optimization is performed separately for each model using antonym prompts. We select the
parameter combination that maximizes the average steering effect across all input formats. This ensures that our
chosen hyperparameters generalize well across different prompt structures. We report the best hyperparameters
for each model in Table

Model Best X Best «
Llama 3.1 8B 1 10
Llama 3.1 70B 5 10
Qwen 2.5 7B 3 10
Qwen 2.5 72B 5 15

Table 3: Optimal hyperparameters for steering interventions across different models. K represents
the number of attention heads used for FV/CVextraction, while « controls the intervention strength.
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G INPUT FORMAT MIXING IN FUNCTION VECTORS

Llama 8B Llama 70B Qwen 7B  Qwen 72B

0.2
Fy Antonym
Categorical
0.0-—f“---ﬁ- --&-% FRatanw V=, -
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—— Synonym
CVO'Z- —— Present-Past
—— Singular-Plural
00 ugzET—| (PR [N

o
w1
o
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Figure 13: AP for French translations of all the concepts. FVs and CVs are extracted from open-
ended French prompts.

Llama 8B Llama 70B Qwen 7B Qwen 72B

0.2
Fy Antonym
Categorical
0.0t g o B~ ca IR G v ===
—— Synonym
CVO.Z- —— Present-Past
Pl A —— Singular-Plural
0.0 1= --ﬁev v/ 0 - 1
| [ [ ([
0 20 0 50 0 20 0 50

Figure 14: AP for French translations of all the concepts. FVs and CVs are extracted from open-
ended Spanish prompts.
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Figure 15: AP for the opening bracket token _ (. FVs and CVs are extracted from mulitple-choice
prompts.
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H STEERING RESULTS
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Figure 16: Steering effect across layers and all concepts for different models.
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0-SHOT STEERING RESULTS
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Figure 17: 0-shot steering effect across layers and all concepts for different models.
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J  QWEN 2.5 72B OUTLIER ANALYSIS

We identified anomalous CIE values for Qwen 2.5 72B in the Categorical concept across French open-ended
and multiple-choice formats. As shown in Figure[T8] these conditions exhibit unusually high CIE values with a
bimodal distribution that deviates from the expected pattern. We excluded these two datasets from the final AIE
calculations. This exclusion has minimal impact on our results: the top-5 head rankings remain identical (100%
overlap), confirming that our main findings are robust to this methodological decision.
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Figure 18: Violin plots of CIE for different concepts and prompts.
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