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Abstract

Large language models (LLMs) have recently shown impressive perfor-
mance on tasks involving reasoning, leading to a lively debate on whether
these models possess reasoning capabilities similar to humans. However,
despite these successes, the depth of LLMs’ reasoning abilities remains
uncertain. This uncertainty partly stems from the predominant focus on
task performance, measured through shallow accuracy metrics, rather than a
thorough investigation of the models’ reasoning behavior. This paper seeks
to address this gap by providing a comprehensive review of studies that go
beyond task accuracy, offering deeper insights into the models’ reasoning
processes. Furthermore, we survey prevalent methodologies to evaluate
the reasoning behavior of LLMs, emphasizing current trends and efforts
towards more nuanced reasoning analyses. Our review suggests that LLMs
tend to rely on surface-level patterns and correlations in their training data,
rather than on sophisticated reasoning abilities. Additionally, we identify
the need for further research that delineates the key differences between
human and LLM-based reasoning. Through this survey, we aim to shed
light on the complex reasoning processes within LLMs.

1 Introduction

“These models are castles in the air. They have no foundations whatsoever.”
— Jitendra Malik (2021)

Reasoning is an integral aspect of human intelligence and deliberate, rational thought
(Holyoak & Morrison, 2005). It allows individuals to draw conclusions from available
information and move beyond their current knowledge (Lohman & Lakin, 2011). As such,
reasoning plays a fundamental role in problem-solving and decision-making, and has been
a long-standing goal within the field of artificial intelligence (Robinson & Voronkov, 2001).

In recent years, large language models have demonstrated remarkable performance on tasks
that require reasoning (Bubeck et al., 2023; Wei et al., 2022; Kojima et al., 2022). This has
sparked a vigorous debate about the extent to which these models possess reasoning abilities
similar to humans (Mitchell & Krakauer, 2023; Mitchell, 2023; Borji, 2023). While proponents
argue that reasoning capabilities emerge with scale, referring to LLMs as foundation models
(Bommasani et al., 2021; Kaplan et al., 2020), skeptics contend that the models’ performance
primarily reflects their capacity to memorize the vast amount of data they have been trained
on (Wu et al., 2024; Dziri et al., 2023; Razeghi et al., 2022; Zhang et al., 2023). Thus, the
question arises: are these models simply “castles in the air” with “no foundations whatsoever,”
as Malik (2021) once stated, or do they possess genuine reasoning capacities? One of the
major challenges in this debate is the immense size, complexity, and closed-source nature
of popular LLMs and their underlying training data. Moreover, the focus often lies on
the models’ performance on downstream reasoning tasks (Fu et al., 2023; Liu et al., 2023),
overshadowing in-depth analyses of their reasoning behavior. In this study, we seek to shed
light on the ongoing debate by providing a comprehensive overview of research that goes
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beyond task accuracy, offering more nuanced insights into the models’ reasoning processes.
Specifically, we address the following research questions:

RQ1: How do current LLMs behave across diverse reasoning tasks?
RQ2: What are the prevalent evaluation methods employed to assess the reasoning

behavior of large language models?

Other Surveys. While various surveys on reasoning within large language models have
emerged in recent years (Huang & Chang, 2023; Yu et al., 2024; Sun et al., 2024; Yang et al.,
2023; Qiao et al., 2023; Chu et al., 2023; Mialon et al., 2023; Liu et al., 2024; Ahn et al., 2024),
these studies predominantly focus on techniques that seek to enhance or benchmark the
performance of LLMs on downstream reasoning tasks. However, there seems to exist no
review of work yet that assesses the reasoning behavior of LLMs, rather than their final task
performance. Hence, the contributions of this survey are as follows: (i) To the best of our
knowledge, we present the first comprehensive review of literature that evaluates LLM-
based reasoning beyond task accuracy, offering deeper insights into the models’ reasoning
behavior, and (ii) we suggest a taxonomy that categorizes prevalent evaluation methods
designed to analyze the reasoning dynamics of LLMs.

2 Terminology

We begin this survey with an introduction to fundamental concepts and terminologies
pertinent to reasoning in both humans and LLMs. The study of reasoning has captivated
scholarly interest for centuries, with insights from diverse disciplines such as philosophy,
logic, psychology, neuroscience and artificial intelligence (Holyoak & Morrison, 2005). Over
the years, various definitions of reasoning have been proposed, with each discipline offering
its unique perspective. In this survey, we define reasoning in the broadest sense (Leighton,
2003; Holyoak & Morrison, 2005; Byrne et al., 1993), and direct the interested reader to the
work by Yu et al. (2024) and Sun et al. (2024) for more domain-specific definitions.
Definition 2.1 (Reasoning). The process of drawing conclusions based on available information
(usually a set of premises).

It is imperative to note that reasoning is a fundamentally process-oriented activity, rather
than a singular endpoint (Leighton, 2003; Johnson-Laird, 2006). Although this process
often remains hidden in humans, manifesting predominantly through the final conclusions
inferred, cognitive psychology leverages methodologies like “think aloud” protocols to
unveil the cognitive mechanisms underpinning reasoning (Wolcott & Lobczowski, 2021;
Van der Henst et al., 2002; Rips, 1989). Similarly, to understand the reasoning capabilities of
large language models, it is crucial to consider not merely the end result, but the reasoning
process itself. Thus, we differentiate between reasoning behavior and reasoning performance.
Drawing from behavioral psychology, which views behavior as an organism’s response to
stimuli (American Psychological Association, n.d.), we define reasoning behavior as follows:
Definition 2.2 (Reasoning Behavior). The system’s computed response to a reasoning task (the
stimulus), particularly its actions, expressions and underlying mechanisms exhibited during the
reasoning process.

Our working definition highlights the procedural aspects of reasoning, rather than its final
outcome. Understanding a model’s reasoning behavior involves analyzing how it arrives
at its conclusions. Conversely, reasoning performance is outcome-oriented. It is typically
measured in terms of accuracy or the efficiency with which relevant conclusions are drawn
(Barredo Arrieta et al., 2020). While performance can be helpful in evaluating a system’s
capacities to tackle specific reasoning tasks, an analysis of reasoning behavior can yield deeper
insights into the process itself, thereby offering a more comprehensive understanding.

2.1 A Categorization of Reasoning Tasks

Analogous to the assessment of human reasoning within the field of cognitive psychology
(WOOD, 1969; Byrne et al., 1993; Dewey, 2022), the evaluation of reasoning capabilities in
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Figure 1: Schematic overview of the two types of reasoning tasks distinguished in this
survey. Core reasoning tasks are designed to assess a particular reasoning ability within a
given context. Conversely, integrated reasoning tasks involve the concurrent use of various
reasoning skills. Tasks and abilities listed are not exhaustive.

large language models predominantly occurs through their engagement with designated
reasoning tasks (Sun et al., 2024). These tasks are designed to elicit the system’s capability of
drawing conclusions relevant to the problem at hand. In this survey, we distinguish between
core and integrated reasoning tasks. Core reasoning tasks are designed to assess fundamental
reasoning skills in an isolated manner. They typically aim to test a single type of reasoning,
such as logical, mathematical or causal reasoning. Examples of such tasks may include
syllogisms, basic arithmetic problems or structured causal-graph predictions. Conversely,
integrated reasoning tasks require the concurrent use of various reasoning types, thereby
assessing a combination of fundamental reasoning skills. Examples are commonsense or
scientific reasoning tasks. Such problems often reflect the complex cognitive challenges
humans encounter in everyday life and professional settings. A schematic representation
distinguishing these task categories is provided in Figure 1.

For the purpose of this survey, our focus is confined to examining the behaviors of LLMs in
the context of core reasoning tasks, specifically logical, mathematical, and causal reasoning
tasks. We leave a review of the models’ reasoning behaviors within the context of integrated
reasoning tasks to future work.

3 Reasoning Behavior of LLMs

This section reviews studies that extend beyond mere task accuracy, focusing instead on
evaluating the reasoning behavior of large language models.1 Through this review, we intend
to address RQ1 and shed light on how these models currently behave across three core
reasoning tasks: logical reasoning (Section 3.1), mathematical reasoning (Section 3.2), and
causal reasoning (Section 3.3).

1We consistently specify when a particular technique, other than standard prompting, is utilized.
For a review of prompting approaches designed to improve the models’ reasoning performance, we
recommend consulting prior surveys by Huang & Chang (2023), Yu et al. (2024), or Sun et al. (2024).
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3.1 Behavior in Logical Reasoning Tasks

The study of logical reasoning evolves around the question of how individuals infer valid
conclusions from a set of given premises within a structured framework of logical rules
and principles (Holyoak & Morrison, 2005). Based on how conclusions are inferred, logical
reasoning can be classified into three types: deductive, inductive, and abductive reasoning
(Johnson-Laird, 2008; Flach & Kakas, 2000). While in deductive reasoning, conclusions
necessarily follow from the premises’ truth, inductive and abductive reasoning are considered
defeasible, i.e. conclusions are at most probable, but never necessary (Koons, 2022). Inductive
reasoning is concerned with deriving general conclusions from specific instances, whereas
abductive reasoning entails formulating plausible hypotheses that explain the data observed.
For additional details on the distinction between the three types of logical reasoning, we
refer to prior surveys on reasoning performance within LLMs, such as the ones by Yu et al.
(2024) or Sun et al. (2024).

3.1.1 Behavior in Deductive Reasoning Tasks

Extensive research has been dedicated to examining the reasoning behavior of LLMs in the
context of deductive reasoning tasks. Various studies analyze the validity and consistency
of logical proofs generated by LLMs within deductive reasoning problems. For instance,
Saparov & He (2023) conduct a systematic assessment of the rationales produced by various
GPT-3 iterations (Brown et al., 2020), through chain-of-thought (CoT) prompting (Wei et al.,
2022). By parsing each step of the generated reasoning trace into first-order-logic, its validity,
atomicity, and utility2 is measured. Findings indicate that, in comparison to their smaller
counterparts, larger models are more adept at generating both valid and atomic steps.
However, the utility of these steps is often low, resulting in misleading steps from which the
models struggle to recover. In a similar vein, Dziri et al. (2023) study rationales of LLMs by
parsing them into computation graphs, where each node represents a partial solution of the
multi-step reasoning process. Evaluations on Einstein’s puzzle (Vassberg & Vassberg, 2009)
indicate that GPT-3, ChatGPT (OpenAI, 2022) and GPT-4 (OpenAI et al., 2024) solve the task
by reducing multi-step reasoning into shortcut pattern matching. This shortcut behavior
can yield correct answers when the model has been exposed to similar patterns during
training, but falls short in generalizing to novel or more complex instances. Furthermore,
theoretical findings suggest that due to the models’ autoregressive nature, mistakes in early
stages of the reasoning process can lead to compounding errors that exponentially diminish
the likelihood of arriving at the correct solution in subsequent steps.

Further studies highlight that LLMs tend to rely on superficial statistical features, rather
than engaging in systematic reasoning. Chen et al. (2024b) illustrate that the premise order
markedly influences the LLMs’ behavior in propositional reasoning tasks. Specifically, when
premises are presented in an order that does not align with the ground-truth proof, models
such as ChatGPT, GPT-4, PaLM 2-L (Anil et al., 2023) and Gemini Pro (Team et al., 2023)
encounter significant difficulties within their reasoning, even though such an ordering does
not change the underlying logic. Zhang et al. (2023) show that an over-reliance on statistical
features in the training data can hinder a model’s reasoning and generalization capacity.
By eliminating certain statistical cues from its training dataset, BERT (Devlin et al., 2019)
demonstrates enhanced generalization capabilities in propositional logic. Similarly, Pirozelli
et al. (2023) indicate that various fine-tuned language models show difficulties in transferring
their logical reasoning ability when cross-probed on unseen deductive reasoning tasks.

Additional research points to the difficulties of LLMs in understanding specific logical
operators. Sanyal et al. (2022) show that GPT-3, RoBERTa (Liu et al., 2019), and models from
the T5 series (Raffel et al., 2020) exhibit deficiencies in comprehending logical negations,
often failing to correctly deduce the implications of negated statements and rules. Similar
findings have been reported by Truong et al. (2023), who demonstrate that models lack
a sensitivity to negations within a broad range of natural language inference tasks. Wan

2Validity denotes whether the proof step logically follows from preceding steps, atomicity reflects
whether it can be proven with exactly one application of a deduction rule, and utility measures its
direct contribution towards the derivation of the final conclusion.
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et al. (2024) comprehensively assess a suite of formal reasoning scenarios, subjecting GPT-3,
ChatGPT, GPT-4, Bard (PaLM 2), Vicuna (Vicuna, 2023) and Guanaco (Dettmers et al., 2023)
to minimum functionality tests (MFTs), serving as logical reasoning unit tests that gauge
the models’ inherent logic comprehension. Their analysis uncovers a common difficulty
among models in identifying logical fallacies. In addition, GPT-4 appears to struggle with
De Morgan’s Laws, which relate conjunctions and disjunctions through logical negation.

A growing body of research investigates the extent to which LLMs exhibit human-like
reasoning patterns, particularly in deductive reasoning tasks. For example, Eisape et al.
(2024) explore the parallels between human reasoning and that of LLMs in syllogisms. Their
findings suggest that LLMs, much like their human counterparts, are susceptible to common
logical fallacies and cognitive biases. Similarly, Dasgupta et al. (2022) find that LLMs, akin
to humans, display content effects, indicating that the problem’s semantic content can
significantly influence the models’ reasoning behavior. Further research corroborates the
manifestation of human reasoning patterns in LLMs, as outlined in Appendix A.

Mechanistic Evaluation. Additional research evaluates the reasoning behavior of LLMs by
inspecting the models’ internal mechanisms during the reasoning process. For example, Hou
et al. (2023) analyze the models’ attention patterns, specifically those of GPT-2 (Radford et al.,
2019) and LLaMA (Touvron et al., 2023), to uncover if and how these models perform multi-
step reasoning internally. Findings indicate a structured, step-wise information processing
within the models. Furthermore, layer-wise probing reveals that LLMs tend to focus on
identifying relevant information from the task in lower layers, transitioning to more intricate
reasoning processes in higher layers. Pirozelli et al. (2023) similarly probe individual layers
of a fine-tuned RoBERTa-large model, corroborating the pivotal role of higher layers in the
reasoning process. Dutta et al. (2024) present an in-depth investigation into the internal
mechanisms of LLaMA 2-7B (Touvron et al., 2023) when instructed via chain-of-thought
prompting. Findings indicate a notable functional rift in the model’s middle layers, where
token representations in the initial half are biased towards pre-training priors, and an abrupt
shift to in-context priors occurs in the latter half. As opposed to the findings by Hou et al.
(2023), the study suggests that LLaMA 2-7B employs multiple, concurrent pathways, instead
of following a singular path of reasoning.

3.1.2 Behavior in Inductive Reasoning Tasks

In contrast to the well-examined domain of deductive reasoning, the reasoning behavior of
LLMs in inductive reasoning tasks remains comparatively underexplored. Nevertheless,
research exists that seeks to evaluate the capability of LLMs to infer general conclusions
from specific examples. For instance, Yang et al. (2024) investigate how LLMs, such as
GPT-J (Wang & Komatsuzaki, 2021) and LLaMA 7B, induce general rules from given facts.
While in principle the models seem able to infer general rules from the data provided,
challenges arise in ensuring that the rules are consistent with the premises, extend beyond
the given information, align with real-world knowledge, and are pertinent to the given task.
Similarly, Qiu et al. (2024) find that LLMs such as GPT-3.5, GPT-4, Claude 2 (Anthropic,
2023), and LLaMA 2-70B are capable of inferring rules from given data. However, the
models frequently err in the application of these rules, highlighting a gap between their
ability to generate and apply rules. Moreover, the rules derived often diverge significantly
from those humans might produce, exhibiting a tendency towards verbosity and an inability
to concentrate on the fundamental patterns for generalization. In addition, the study finds
that LLMs display a pronounced sensitivity to alterations of the task descriptions. Han et al.
(2024) examine the reasoning behaviors of GPT-3.5 and GPT-4 in property induction tasks,
where properties common among different categories need to be induced. Findings suggest
that GPT-4’s behavior closely aligns with human judgments. However, challenges arise
when the models need to handle premise non-monotonicity, a scenario in which adding
more information to an argument can actually decrease its likelihood. For instance, Han
et al. (2024) illustrate that the three-premise argument {crow, peacock, rabbit} → bird is
considered weaker by humans than the two-premise argument {crow, peacock} → bird, a
line of reasoning that both GPT-3.5 and GPT-4 seem to struggle with.
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3.1.3 Behavior in Abductive Reasoning Tasks

Some efforts have been made to evaluate the behavior of LLMs in abductive reasoning
tasks. Collins et al. (2022) ask both humans and GPT-3 to generate plausible explanations for
unexpected counterfactual scenarios, for instance why a window did not break despite being
struck by a rock. Analyses indicate that GPT-3’s ability to generate plausible and coherent
explanations for scenarios that require reasoning beyond established patterns is limited. In
scenarios demanding inventive, coherent, and context-sensitive responses, especially when
the usage of common nouns is restricted, human performance distinctly surpasses that
of GPT-3, underscoring a pronounced deficiency in the model’s ability to reason beyond
its training distribution. Further, Rudinger et al. (2020) reveal that language models such
as GPT-2, BART, and various T5 variants exhibit difficulties in identifying or generating
arguments that either weaken or strengthen a given hypothesis. Even after fine-tuning,
models tend to struggle with the task, often contradicting themselves by producing identical
statements to strengthen and weaken the same premise-hypothesis pair. Xu et al. (2023)
explore the behavior of GPT-3.5, ChatGPT, and PaLM 2 on various abductive reasoning
tasks, paying particular attention to the models’ rationales and errors manifested during
reasoning. The paper highlights a tendency for LLMs to incorporate redundant information
in their explanations and to generate content not grounded in the context, resulting in
hallucinations. In comparison to deductive reasoning scenarios, findings suggest that
models seem to particularly struggle with multi-hop reasoning in abductive reasoning tasks.

3.2 Behavior in Mathematical Reasoning Tasks

Mathematical reasoning encompasses the structured process of arriving at conclusions
based on established mathematical principles and logical deduction (Horsten, 2023). Several
studies explore the behavior of LLMs in the context mathematical reasoning tasks, especially
in arithmetic and math word problems (MWPs). For instance, Srivastava et al. (2024)
evaluate a set of LLMs on a functional variant of the MATH dataset (Hendrycks et al.,
2021), where the underlying mathematical principles of each problem are captured rather
than a static problem formulation. This allows for evaluating models on different dataset
snapshots, each comprising unique problem formulations but the same underlying reasoning
process. Results reveal inconsistencies across varying snapshots, indicating a tendency
of models to rely on memorization rather than reasoning. Razeghi et al. (2022) further
highlight the impact of how a problem is formulated, noting a marked correlation between
the frequency of terms in the models’ pre-training data and their ability to solve arithmetic
tasks. Similarly, Wu et al. (2024) observe that models struggle with two-digit additions
expressed in mathematical bases that are less represented in the models’ training data.

Further studies underline the models’ susceptibility to perturbations of the reasoning task.
Shi et al. (2023) find that LLMs such as code-davinci-002 and GPT-3.5 can be distracted
by context irrelevant to the MWP solution, especially when the irrelevant context shares
lexical similarities with the original problem formulation. In a similar vein, Stolfo et al.
(2023) report that LLMs are sensitive to interventions on MWPs, such as changing numerical
values or altering the textual framing of the problem.

Other studies investigate whether human-like reasoning behavior in mathematical tasks
manifests in LLMs. Hagendorff et al. (2023) show that, akin to humans, GPT-3 variants
tend to offer intuitive yet incorrect answers to cognitive reflection tests (Frederick, 2005).
Notably, GPT-3.5 and GPT-4 provide more deliberate responses, outperforming humans in
avoiding intuitive errors. At the same time, McKenzie et al. (2023) demonstrate a form of
goal misgeneralization, where models, tasked with rounding numbers to a specific number
of significant digits, consistently round based on the number of decimal places. This reflects
a cognitive bias known as attribute substitution (Morewedge & Kahneman, 2010), where a
more challenging task is replaced with a simpler, related task. In a mechanistic evaluation,
Chen et al. (2024a) conduct a layer-wise analysis of LLaMA’s mathematical reasoning
capabilities, discovering that higher layers exhibit superior mathematical problem-solving
abilities, while lower layers seem to lack basic arithmetic and factual knowledge.
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3.3 Behavior in Causal Reasoning Tasks

Causal reasoning is the process of discerning the cause-and-effect relationships that govern
the dynamics of our environment (Sloman, 2005). Extending beyond correlation, it offers a
more nuanced understanding of how changes in one variable can bring about changes in
another (Pearl, 2009). For a comprehensive introduction to causal reasoning, we strongly
recommend the work of Pearl (2009). While research on the behavior of LLMs in causal
reasoning tasks is still in its early stages, the field is receiving growing attention. Various
studies to date suggest that LLMs are capable of reciting causal facts from their training
data, but lack an intrinsic ability to comprehend or construct causal relationships. For
instance, Zečević et al. (2023) indicate that while LLMs, including GPT-3, Meta AI’s Opt,
and AlephAlpha’s Luminous (AlephAlpha, 2022), demonstrate some proficiency in causal
reasoning tasks that align with causal facts seen during training, they exhibit limited ability
to accurately discern and apply causal relationships in scenarios that demand more than
associative recalls from their training data. Jin et al. (2023) probe the models’ behavior across
three levels of causation: (1) the associational, (2) the interventional, and (3) the counterfactual,
as outlined by Pearl & Mackenzie (2018)’s Ladder of Causation. Similarly, their findings
indicate that LLMs are more adept at answering associational queries than tackling interven-
tional or counterfactual tasks. Models seem to particularly struggle with causal relationships
that deviate from commonsense or are unlikely to be part of their training corpora. Jin
et al. (2024) evaluate the ability of LLMs to infer causation from statements that describe
correlations between variables. Analyses reveal significant challenges in solving the given
task across seventeen LLMs. Although fine-tuning offers substantial improvements, models
still fail to generalize in out-of-distribution scenarios. Kosoy et al. (2023)’s evaluation of
GPT-3 and PaLM on the blicket detector task (Gopnik & Sobel, 2000), where models need
to infer which objects cause a light to switch on, further highlights challenges in causal
reasoning with LLMs. While models can identify the correct causal structure when a set of
causal hypotheses is provided, they struggle in conditions where the hypotheses are not
given, underscoring a limitation in their ability to infer causal relationships from limited
data.

Behavior in Counterfactual Reasoning Tasks. Positioned at the last level of Pearl &
Mackenzie (2018)’s Ladder of Causation, counterfactual tasks assess the models’ ability to
reason about hypothetical scenarios. Research into the behavior of LLMs in counterfactual
scenarios reveals notable challenges in current models. Studies, like those conducted by
Frohberg & Binder (2022), focus on the ability of LLMs to predict outcomes in hypothetical
setups, identifying a significant gap between the capabilities of humans and LLMs, partic-
ularly in highly unrealistic scenarios. Li et al. (2023) further illustrate that while models
like GPT-3 can produce outcomes that seem to align with counterfactual propositions, these
models heavily rely on simple lexical cues within the given context, rather than demonstrat-
ing a profound grasp of the scenarios’ hypothetical essence. Yu et al. (2023) evaluate LLMs
on questions embedded in counterfactual presuppositions, pushing the models beyond
simple fact retrieval. Their findings suggest that “closed-book” models such as GPT-3 and
code-davinci-002 may fabricate facts or base their responses on flawed premises when
answering counterfactual questions. Huang et al. (2024) explore a different angle by asking
models to modify a given piece of argumentative text so that it upholds a specified logical
relationship under new premises. Findings indicate that while LLMs like GPT-3.5 and GPT-4
demonstrate a capacity for solving such tasks, they struggle with modifying arguments
such that a new premise makes the argument less likely to be true, an observation also made
by Rudinger et al. (2020) in the context of abductive reasoning.

Summary. Regarding RQ1, our review suggests that the reasoning behaviors of LLMs
are nuanced and diverse, yet a significant trend emerges: while current LLMs demonstrate
proficiency in reasoning problems that align with their training distribution, they frequently
encounter substantial conceptual difficulties in out-of-distribution scenarios. Notably, slight
alterations in the task context can markedly impair the models’ reasoning capabilities.
Multi-step reasoning is often reduced to shortcut pattern matching, and fundamental
conceptual errors highlight the models’ deficiency in understanding basic principles of logic,
mathematics, and causal reasoning, particularly in counterfactual setups.
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Model Preference Itzhak et al. (2024); Stolfo et al. (2023);
Model Confidence Dasgupta et al. (2022); Frohberg & Binder (2022);

Error Analysis

Conceptual Errors Sanyal et al. (2022); Wan et al. (2024);
Context Sensitivity Wu et al. (2024); Razeghi et al. (2022);
Cognitive Biases Dasgupta et al. (2022); Eisape et al. (2024);
Inverse Scaling McKenzie et al. (2023);

Dynamic Benchmarks Functional Benchmarks Srivastava et al. (2024);

Rationale-Based
Evaluation (§4.2)

Structured Parsing

FOL Conversion Saparov & He (2023); Saparov et al. (2024);
Computational Graphs Dziri et al. (2023);
FAC2E Wang et al. (2024a);
Causal Graphs Willig et al. (2022); Zečević et al. (2023);

Interpretable
Quantitative Metrics

ROSCOE Golovneva et al. (2023); Jin et al. (2023);
RECEVAL Prasad et al. (2023);

Qualitative Inspection Human Evaluation Collins et al. (2022); Mondorf & Plank (2024);
Diagnostic Agents Huang et al. (2024);

Interactive
Evaluation (§4.3)

Adaptive Evaluation Computerized Adaptive Testing Zhuang et al. (2023);

Dialectic Evaluation Belief Defense Wang et al. (2023);
Game-Theoretic Analysis Bertolazzi et al. (2023);

Mechanistic
Evaluation (§4.4)

Layer-Wise Probing Pirozelli et al. (2023); Chen et al. (2024a); Dutta et al. (2024);
Attention Pattern Analysis Hou et al. (2023);
Activation Patching Dutta et al. (2024);

Figure 2: A taxonomy of evaluation methods to analyze the reasoning behaviors of LLMs.
Only representative approaches for each method are listed.

4 Evaluation Methods

So far, we have provided an overview of studies that evaluate the behavior of LLMs on
three core reasoning tasks. However, to date, a standardized methodology for assessing
the reasoning capabilities of large language models is lacking. To address RQ2, we review
and categorize predominant evaluation frameworks for analyzing the behavior of LLMs in
reasoning tasks. As depicted in Figure 2, we categorize evaluation methodologies into four
distinct groups: (i) conclusion-based, (ii) rationale-based, (iii) interactive, (iv) and mechanistic
evaluations. In the following sections, we further delineate each category by discussing
prevalent techniques. An overview of the advantages and disadvantages of each evaluation
procedure can be found in Table 1. Additional details are provided in Appendix B.

4.1 Conclusion-Based Evaluation

In conclusion-based evaluation schemes, emphasis is placed on the model’s final answer
rather than the process by which the model arrives at its conclusion. This outcome-oriented
approach, despite its limitation of overlooking the model’s rationales, can nonetheless
provide insights into the model’s reasoning behavior. For instance, a thorough error analysis
can unveil conceptual errors (Sanyal et al., 2022), reflections of cognitive biases (Dasgupta
et al., 2022), or sensitivities to the task context (Wu et al., 2024). Similarly, an examination of
the model’s output distribution may reveal inherent predispositions towards certain outcomes
(Itzhak et al., 2024), or serve as an indicator of the model’s confidence in specific conclusions
(Frohberg & Binder, 2022). However, relying solely on the model’s final conclusion can be
less reliable than also considering how the model arrives at its conclusion. For example,
candidate answers derived from first token probabilities in multiple-choice setups are often
not robust (Wang et al., 2024b), and final answers might not always align with the model’s
verbalized reasoning (Mondorf & Plank, 2024; Ye & Durrett, 2022). Moreover, answers to
benchmark datasets might have been compromised by data leakage during the model’s
training process, limiting the insights that can be drawn from a correct conclusion (Balloccu
et al., 2024; Xu et al., 2024). To address the issue of data contamination and test the model’s
capacity to generalize, dynamic benchmarks can be employed that update over time. For
instance, functional benchmarks capture the underlying reasoning process rather than a
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static problem formulation, probing the model’s reasoning capabilities on dataset snapshots
released quarterly (Srivastava et al., 2024).

4.2 Rationale-Based Evaluation

In contrast to conclusion-based evaluation schemes, rationale-based evaluation methods
focus on examining the reasoning trace generated by the model, typically assessing its
logical validity and coherence. While this approach allows for more nuanced insights
into the model’s reasoning behavior, rationale-based evaluation schemes are often more
challenging to automate and scale. Given the variability in the model’s reasoning, a spectrum
of assessment techniques exist. For rationales following a highly consistent format—either
through structured contexts or methods that guide the model’s response style (Wan et al.,
2024)—rationales can be parsed into more formalized representations such as first-order
logic (Saparov & He, 2023), computation graphs (Dziri et al., 2023), or causal graphs (Willig
et al., 2022), facilitating a more granular examination. Alternatively, interpretable quantitative
metrics, such as ROSCOE (Golovneva et al., 2023) or RECEVAL (Prasad et al., 2023), may
be utilized to evaluate the rationales’ semantic alignment with the reasoning task, their
coherence, factual consistency, and logical validity. In instances where rationales are less
structured, qualitative inspections are commonly employed, either through diagnostic
agents (Huang et al., 2024), or human judgments (Mondorf & Plank, 2024).

4.3 Interactive Evaluation

Similar to the principle of dynamic assessment within psychology (Haywood & Tzuriel,
2002), interactive evaluation offers a framework to engage with LLMs during the evaluation.
This approach allows for more flexible assessments tailored to the model’s specific reasoning
behavior. Although such evaluations are often costly and challenging to scale, several
techniques have been developed to automate the process. For instance, adaptive evaluations
dynamically select reasoning tasks based on the model’s responses, thus providing deeper
insights into its capabilities and limitations beyond what static questionnaires can reveal
(Zhuang et al., 2023). Dialectic evaluation methods assess the model’s reasoning in dialogue
form, for example, by challenging the model’s conclusions (Wang et al., 2023), or engaging
it in game-theoretical scenarios (Bertolazzi et al., 2023). While interactive evaluations yield
nuanced insights, they lack the structure of traditional methods, posing challenges in terms
of standardization and reproducibility.

4.4 Mechanistic Evaluation

Mechanistic evaluations of LLMs delve into the underlying processes that drive the model’s
responses, aiming to uncover the “how” and “why” within their reasoning processes. By
analyzing the internal mechanisms such as attention patterns (Hou et al., 2023), activation
flows (Dutta et al., 2024), and the functional attributes of individual layers (Pirozelli et al.,
2023), deeper insights into the model’s operational logic can be gained, as illustrated
in Section 3.1.1. Focusing on the model’s intrinsic processes, this framework contrasts
with previous approaches, drawing parallels to the study of human reasoning from a
neuroscientific perspective (Papo, 2015). Nonetheless, current methods remain compute-
intensive, and their findings may not always generalize across different models and tasks
(Bereska & Gavves, 2024; Ferrando et al., 2024).

5 Discussion

Despite the notable performance of large language models in prominent reasoning tasks
(Bubeck et al., 2023; Fu et al., 2023), our review suggests that current models more closely
resemble stochastic parrots (Bender et al., 2021) than systematic reasoners. As discussed in
Section 3, we find that although many LLMs demonstrate proficiency in reasoning problems
that align with their training data, the models’ reasoning behavior reveals significant con-
ceptual errors and limitations in out-of-distribution scenarios. As highlighted by Mahowald
et al. (2024), this suggests a limited functional linguistic competence in LLMs. It is likely
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Evaluation Method Advantages Disadvantages

Conclusion-based evaluation Allows for controlled setups Limited insights
Provides metrics for comparison Less reliable
Easy to automate and scale
Easy to reproduce

Rationale-based evaluation Offers more nuanced insights Difficult to automate and scale
More robust in certain scenarios Might require expert interpretation

Interactive evaluation Highly flexible Expensive
Customizable to model behavior Difficult to automate and scale

Less standardized and reproducible

Mechanistic evaluation Identifies features or circuits re-
sponsible for specific behaviors

Findings may not generalize across
tasks or models

Supports direct interventions on
model internals

Results may be hard to interpret
Compute-intensive

Table 1: Comparison of strengths and limitations of the different evaluation methods.

that the apparent success of LLMs in reasoning tasks predominantly reflects their ability to
memorize the extensive data they have been trained on (Wu et al., 2024; Dziri et al., 2023).
Recent studies indicate that a substantial amount of benchmark datasets has been leaked
to current LLMs (Balloccu et al., 2024; Xu et al., 2024), raising concerns about the insights
derived from their performance on such benchmarks. Therefore, we advocate for more
nuanced analyses of the models’ reasoning behavior, particularly in novel scenarios that the
models have not previously encountered.

While human reasoning is not infallible (Johnson-Laird, 2010), the human capacity for
robust reasoning and generalization from limited data remains unmatched by current LLMs.
Various studies point to the fundamental differences between human reasoning and that of
LLMs, especially the models’ restrictive autoregressive pre-training objective (McCoy et al.,
2023; Shanahan, 2024; Lenci, 2023). We call for further research—particularly on reasoning
behavior—within both humans and LLMs to better discern and comprehend the essential
components missing in LLMs, which are crucial for robust and systematic reasoning.

6 Conclusion

This survey provides a comprehensive review of literature that evaluates LLM-based rea-
soning beyond mere task accuracy, offering deeper insights into the reasoning behavior
of large language models. We discuss the behavior of LLMs across three core reasoning
tasks (RQ1), assessing logical, mathematical and causal reasoning. Furthermore, we outline
predominant evaluation frameworks and compare their respective strengths and limitations
(RQ2). Our findings indicate that although LLMs demonstrate proficiency in reasoning
problems that align with their training data, they often encounter significant conceptual
challenges in out-of-distribution scenarios. Considering these insights and the recent issue
of benchmark dataset leakage (Balloccu et al., 2024; Xu et al., 2024), we caution against
relying solely on shallow accuracy metrics for static reasoning tasks. Instead, we advocate
for more sophisticated reasoning assessments, such as those discussed in Section 4.
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Simone Balloccu, Patrı́cia Schmidtová, Mateusz Lango, and Ondrej Dusek. Leak, cheat,
repeat: Data contamination and evaluation malpractices in closed-source LLMs. In Yvette
Graham and Matthew Purver (eds.), Proceedings of the 18th Conference of the European
Chapter of the Association for Computational Linguistics (Volume 1: Long Papers), pp. 67–
93, St. Julian’s, Malta, March 2024. Association for Computational Linguistics. URL
https://aclanthology.org/2024.eacl-long.5.

Alejandro Barredo Arrieta, Natalia Dı́az-Rodrı́guez, Javier Del Ser, Adrien Bennetot, Si-
ham Tabik, Alberto Barbado, Salvador Garcia, Sergio Gil-Lopez, Daniel Molina, Richard
Benjamins, Raja Chatila, and Francisco Herrera. Explainable artificial intelligence (xai):
Concepts, taxonomies, opportunities and challenges toward responsible ai. Information
Fusion, 58:82–115, 2020. ISSN 1566-2535. doi: https://doi.org/10.1016/j.inffus.2019.12.012.
URL https://www.sciencedirect.com/science/article/pii/S1566253519308103.

11

https://aclanthology.org/2024.eacl-srw.17
https://aclanthology.org/2024.eacl-srw.17
https://dictionary.apa.org/behavior
https://aclanthology.org/2023.naloma-1.1
https://aclanthology.org/2023.naloma-1.1
https://www-cdn.anthropic.com/files/4zrzovbb/website/bd2a28d2535bfb0494cc8e2a3bf135d2e7523226.pdf
https://www-cdn.anthropic.com/files/4zrzovbb/website/bd2a28d2535bfb0494cc8e2a3bf135d2e7523226.pdf
https://aclanthology.org/2024.eacl-long.5
https://www.sciencedirect.com/science/article/pii/S1566253519308103


Published as a conference paper at COLM 2024

Emily M. Bender, Timnit Gebru, Angelina McMillan-Major, and Shmargaret Shmitchell. On
the dangers of stochastic parrots: Can language models be too big? In Proceedings of the
2021 ACM Conference on Fairness, Accountability, and Transparency, FAccT ’21, pp. 610–623,
New York, NY, USA, 2021. Association for Computing Machinery. ISBN 9781450383097.
doi: 10.1145/3442188.3445922. URL https://doi.org/10.1145/3442188.3445922.

Leonard Bereska and Efstratios Gavves. Mechanistic interpretability for ai safety–a review.
arXiv preprint arXiv:2404.14082, 2024.

Leonardo Bertolazzi, Davide Mazzaccara, Filippo Merlo, and Raffaella Bernardi. Chat-
GPT’s information seeking strategy: Insights from the 20-questions game. In C. Maria
Keet, Hung-Yi Lee, and Sina Zarrieß (eds.), Proceedings of the 16th International Natu-
ral Language Generation Conference, pp. 153–162, Prague, Czechia, September 2023. As-
sociation for Computational Linguistics. doi: 10.18653/v1/2023.inlg-main.11. URL
https://aclanthology.org/2023.inlg-main.11.

Rishi Bommasani, Drew A. Hudson, Ehsan Adeli, Russ Altman, Simran Arora, Sydney
von Arx, Michael S. Bernstein, Jeannette Bohg, Antoine Bosselut, Emma Brunskill, Erik
Brynjolfsson, S. Buch, Dallas Card, Rodrigo Castellon, Niladri S. Chatterji, Annie S. Chen,
Kathleen A. Creel, Jared Davis, Dora Demszky, Chris Donahue, Moussa Doumbouya,
Esin Durmus, Stefano Ermon, John Etchemendy, Kawin Ethayarajh, Li Fei-Fei, Chelsea
Finn, Trevor Gale, Lauren E. Gillespie, Karan Goel, Noah D. Goodman, Shelby Grossman,
Neel Guha, Tatsunori Hashimoto, Peter Henderson, John Hewitt, Daniel E. Ho, Jenny
Hong, Kyle Hsu, Jing Huang, Thomas F. Icard, Saahil Jain, Dan Jurafsky, Pratyusha
Kalluri, Siddharth Karamcheti, Geoff Keeling, Fereshte Khani, O. Khattab, Pang Wei
Koh, Mark S. Krass, Ranjay Krishna, Rohith Kuditipudi, Ananya Kumar, Faisal Ladhak,
Mina Lee, Tony Lee, Jure Leskovec, Isabelle Levent, Xiang Lisa Li, Xuechen Li, Tengyu
Ma, Ali Malik, Christopher D. Manning, Suvir P. Mirchandani, Eric Mitchell, Zanele
Munyikwa, Suraj Nair, Avanika Narayan, Deepak Narayanan, Benjamin Newman, Allen
Nie, Juan Carlos Niebles, Hamed Nilforoshan, J. F. Nyarko, Giray Ogut, Laurel Orr, Isabel
Papadimitriou, Joon Sung Park, Chris Piech, Eva Portelance, Christopher Potts, Aditi
Raghunathan, Robert Reich, Hongyu Ren, Frieda Rong, Yusuf H. Roohani, Camilo Ruiz,
Jack Ryan, Christopher R’e, Dorsa Sadigh, Shiori Sagawa, Keshav Santhanam, Andy Shih,
Krishna Parasuram Srinivasan, Alex Tamkin, Rohan Taori, Armin W. Thomas, Florian
Tramèr, Rose E. Wang, William Wang, Bohan Wu, Jiajun Wu, Yuhuai Wu, Sang Michael Xie,
Michihiro Yasunaga, Jiaxuan You, Matei A. Zaharia, Michael Zhang, Tianyi Zhang, Xikun
Zhang, Yuhui Zhang, Lucia Zheng, Kaitlyn Zhou, and Percy Liang. On the opportunities
and risks of foundation models. ArXiv, 2021. URL https://crfm.stanford.edu/assets/
report.pdf.

Ali Borji. Stochastic parrots or intelligent systems? a perspective on true depth of under-
standing in llms, July 2023. Available at SSRN: https://ssrn.com/abstract=4507038 or
http://dx.doi.org/10.2139/ssrn.4507038.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared D Kaplan, Prafulla
Dhariwal, Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, Sandhini
Agarwal, Ariel Herbert-Voss, Gretchen Krueger, Tom Henighan, Rewon Child, Aditya
Ramesh, Daniel Ziegler, Jeffrey Wu, Clemens Winter, Chris Hesse, Mark Chen, Eric
Sigler, Mateusz Litwin, Scott Gray, Benjamin Chess, Jack Clark, Christopher Berner, Sam
McCandlish, Alec Radford, Ilya Sutskever, and Dario Amodei. Language models are
few-shot learners. In H. Larochelle, M. Ranzato, R. Hadsell, M.F. Balcan, and H. Lin
(eds.), Advances in Neural Information Processing Systems, volume 33, pp. 1877–1901. Curran
Associates, Inc., 2020. URL https://proceedings.neurips.cc/paper files/paper/2020/
file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf.
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Philippe Blache, Khalid Choukri, Christopher Cieri, Thierry Declerck, Sara Goggi, Hitoshi
Isahara, Bente Maegaard, Joseph Mariani, Hélène Mazo, Jan Odijk, and Stelios Piperidis
(eds.), Proceedings of the Thirteenth Language Resources and Evaluation Conference, pp. 2126–
2140, Marseille, France, June 2022. European Language Resources Association. URL
https://aclanthology.org/2022.lrec-1.229.

Yao Fu, Litu Ou, Mingyu Chen, Yuhao Wan, Hao Peng, and Tushar Khot. Chain-of-thought
hub: A continuous effort to measure large language models’ reasoning performance.
arXiv preprint arXiv:2305.17306, 2023.

Olga Golovneva, Moya Peng Chen, Spencer Poff, Martin Corredor, Luke Zettlemoyer,
Maryam Fazel-Zarandi, and Asli Celikyilmaz. ROSCOE: A suite of metrics for scoring
step-by-step reasoning. In The Eleventh International Conference on Learning Representations,
2023. URL https://openreview.net/forum?id=xYlJRpzZtsY.

Alison Gopnik and David M. Sobel. Detecting blickets: How young children use information
about novel causal powers in categorization and induction. Child Development, 71(5):1205–
1222, 2000. ISSN 00093920, 14678624. URL http://www.jstor.org/stable/1131970.

Thilo Hagendorff, Sarah Fabi, and Michal Kosinski. Human-like intuitive behavior
and reasoning biases emerged in large language models but disappeared in chat-
gpt. Nature Computational Science, 3(10):833–838, Oct 2023. ISSN 2662-8457. doi:
10.1038/s43588-023-00527-x. URL https://doi.org/10.1038/s43588-023-00527-x.

Simon Jerome Han, Keith J. Ransom, Andrew Perfors, and Charles Kemp. Inductive
reasoning in humans and large language models. Cognitive Systems Research, 83:101155,
2024. ISSN 1389-0417. doi: https://doi.org/10.1016/j.cogsys.2023.101155. URL https:
//www.sciencedirect.com/science/article/pii/S1389041723000839.

H. Carl Haywood and David Tzuriel. Applications and challenges in dynamic assessment.
Peabody Journal of Education, 77(2):40–63, 2002. doi: 10.1207/S15327930PJE7702\ 5. URL
https://doi.org/10.1207/S15327930PJE7702 5.

Dan Hendrycks, Collin Burns, Saurav Kadavath, Akul Arora, Steven Basart, Eric Tang, Dawn
Song, and Jacob Steinhardt. Measuring mathematical problem solving with the MATH
dataset. In Thirty-fifth Conference on Neural Information Processing Systems Datasets and
Benchmarks Track (Round 2), 2021. URL https://openreview.net/forum?id=7Bywt2mQsCe.

Jordan Hoffmann, Sebastian Borgeaud, Arthur Mensch, Elena Buchatskaya, Trevor Cai,
Eliza Rutherford, Diego de Las Casas, Lisa Anne Hendricks, Johannes Welbl, Aidan Clark,
Tom Hennigan, Eric Noland, Katie Millican, George van den Driessche, Bogdan Damoc,
Aurelia Guy, Simon Osindero, Karen Simonyan, Erich Elsen, Jack W. Rae, Oriol Vinyals,
and Laurent Sifre. Training compute-optimal large language models. arXiv preprint
arXiv:2203.15556, 2022.

K.J. Holyoak and R.G. Morrison. The Cambridge Handbook of Thinking and Reasoning. Cam-
bridge Handbooks in Psychology. Cambridge University Press, 2005. ISBN 9780521824170.
URL https://books.google.de/books?id=znbkHaC8QeMC.

Leon Horsten. Philosophy of Mathematics. In Edward N. Zalta and Uri Nodelman (eds.),
The Stanford Encyclopedia of Philosophy. Metaphysics Research Lab, Stanford University,
Winter 2023 edition, 2023.

14

https://doi.org/10.1007/978-94-017-0606-3_1
https://www.aeaweb.org/articles?id=10.1257/089533005775196732
https://www.aeaweb.org/articles?id=10.1257/089533005775196732
https://aclanthology.org/2022.lrec-1.229
https://openreview.net/forum?id=xYlJRpzZtsY
http://www.jstor.org/stable/1131970
https://doi.org/10.1038/s43588-023-00527-x
https://www.sciencedirect.com/science/article/pii/S1389041723000839
https://www.sciencedirect.com/science/article/pii/S1389041723000839
https://doi.org/10.1207/S15327930PJE7702_5
https://openreview.net/forum?id=7Bywt2mQsCe
https://books.google.de/books?id=znbkHaC8QeMC


Published as a conference paper at COLM 2024

Yifan Hou, Jiaoda Li, Yu Fei, Alessandro Stolfo, Wangchunshu Zhou, Guangtao Zeng,
Antoine Bosselut, and Mrinmaya Sachan. Towards a mechanistic interpretation of multi-
step reasoning capabilities of language models. In Houda Bouamor, Juan Pino, and Kalika
Bali (eds.), Proceedings of the 2023 Conference on Empirical Methods in Natural Language
Processing, pp. 4902–4919, Singapore, December 2023. Association for Computational
Linguistics. doi: 10.18653/v1/2023.emnlp-main.299. URL https://aclanthology.org/
2023.emnlp-main.299.

Jie Huang and Kevin Chen-Chuan Chang. Towards reasoning in large language models: A
survey. In Anna Rogers, Jordan Boyd-Graber, and Naoaki Okazaki (eds.), Findings of the
Association for Computational Linguistics: ACL 2023, pp. 1049–1065, Toronto, Canada, July
2023. Association for Computational Linguistics. doi: 10.18653/v1/2023.findings-acl.67.
URL https://aclanthology.org/2023.findings-acl.67.

Yinya Huang, Ruixin Hong, Hongming Zhang, Wei Shao, Zhicheng Yang, Dong Yu, Chang-
shui Zhang, Xiaodan Liang, and Linqi Song. Clomo: Counterfactual logical modification
with large language models. arXiv preprint arXiv:2311.17438, 2024.

Itay Itzhak, Gabriel Stanovsky, Nir Rosenfeld, and Yonatan Belinkov. Instructed to Bias:
Instruction-Tuned Language Models Exhibit Emergent Cognitive Bias. Transactions of
the Association for Computational Linguistics, 12:771–785, 06 2024. ISSN 2307-387X. doi:
10.1162/tacl a 00673. URL https://doi.org/10.1162/tacl a 00673.

Zhijing Jin, Yuen Chen, Felix Leeb, Luigi Gresele, Ojasv Kamal, Zhiheng LYU, Kevin Blin,
Fernando Gonzalez Adauto, Max Kleiman-Weiner, Mrinmaya Sachan, and Bernhard
Schölkopf. CLadder: A benchmark to assess causal reasoning capabilities of language
models. In Thirty-seventh Conference on Neural Information Processing Systems, 2023. URL
https://openreview.net/forum?id=e2wtjx0Yqu.

Zhijing Jin, Jiarui Liu, Zhiheng LYU, Spencer Poff, Mrinmaya Sachan, Rada Mihalcea,
Mona T. Diab, and Bernhard Schölkopf. Can large language models infer causation from
correlation? In The Twelfth International Conference on Learning Representations, 2024. URL
https://openreview.net/forum?id=vqIH0ObdqL.

P. N. Johnson-Laird. Mental models and human reasoning. Proc Natl Acad Sci U S A, 107
(43):18243–18250, 2010. doi: 10.1073/pnas.1012933107.

Philip Johnson-Laird. How We Reason. Oxford University Press, 10 2008. ISBN
9780199551330. doi: 10.1093/acprof:oso/9780199551330.001.0001. URL https://doi.
org/10.1093/acprof:oso/9780199551330.001.0001.

P.N. Johnson-Laird. How We Reason. Oxford University Press, 2006. ISBN 9780198569763.
URL https://books.google.de/books?id=UjYsJN0krNYC.

Jared Kaplan, Sam McCandlish, Tom Henighan, Tom B Brown, Benjamin Chess, Rewon
Child, Scott Gray, Alec Radford, Jeffrey Wu, and Dario Amodei. Scaling laws for neural
language models. arXiv preprint arXiv:2001.08361, 2020.

Karl Christoph Klauer, Jochen Musch, and Barbara Naumer. On belief bias in syllogistic
reasoning. Psychological Review, 107(4):852–884, 2000. doi: 10.1037/0033-295X.107.4.852.
URL https://doi.org/10.1037/0033-295X.107.4.852.

Takeshi Kojima, Shixiang (Shane) Gu, Machel Reid, Yutaka Matsuo, and Yusuke Iwa-
sawa. Large language models are zero-shot reasoners. In S. Koyejo, S. Mo-
hamed, A. Agarwal, D. Belgrave, K. Cho, and A. Oh (eds.), Advances in Neu-
ral Information Processing Systems, volume 35, pp. 22199–22213. Curran Associates,
Inc., 2022. URL https://proceedings.neurips.cc/paper files/paper/2022/file/
8bb0d291acd4acf06ef112099c16f326-Paper-Conference.pdf.

Robert Koons. Defeasible Reasoning. In Edward N. Zalta (ed.), The Stanford Encyclopedia of
Philosophy. Metaphysics Research Lab, Stanford University, Summer 2022 edition, 2022.

15

https://aclanthology.org/2023.emnlp-main.299
https://aclanthology.org/2023.emnlp-main.299
https://aclanthology.org/2023.findings-acl.67
https://doi.org/10.1162/tacl_a_00673
https://openreview.net/forum?id=e2wtjx0Yqu
https://openreview.net/forum?id=vqIH0ObdqL
https://doi.org/10.1093/acprof:oso/9780199551330.001.0001
https://doi.org/10.1093/acprof:oso/9780199551330.001.0001
https://books.google.de/books?id=UjYsJN0krNYC
https://doi.org/10.1037/0033-295X.107.4.852
https://proceedings.neurips.cc/paper_files/paper/2022/file/8bb0d291acd4acf06ef112099c16f326-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/8bb0d291acd4acf06ef112099c16f326-Paper-Conference.pdf


Published as a conference paper at COLM 2024

E. Kosoy, D. M. Chan, A. Liu, J. Collins, J. Hamrick, S. H. Huang, et al. Towards under-
standing how machines can learn causal overhypotheses. In Proceedings of the Annual
Meeting of the Cognitive Science Society, volume 45. Cognitive Science Society, 2023. URL
https://escholarship.org/uc/item/9q29w1xh.

Jacqueline P. Leighton. Defining and Describing Reason, pp. 3–11. Cambridge University
Press, 2003.

Alessandro Lenci. Understanding natural language understanding systems. a critical
analysis. arXiv preprint arXiv:2303.04229, 2023.

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan Ghazvininejad, Abdelrahman Mohamed,
Omer Levy, Veselin Stoyanov, and Luke Zettlemoyer. BART: Denoising sequence-to-
sequence pre-training for natural language generation, translation, and comprehension.
In Dan Jurafsky, Joyce Chai, Natalie Schluter, and Joel Tetreault (eds.), Proceedings of the
58th Annual Meeting of the Association for Computational Linguistics, pp. 7871–7880, Online,
July 2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.acl-main.703.
URL https://aclanthology.org/2020.acl-main.703.

Jiaxuan Li, Lang Yu, and Allyson Ettinger. Counterfactual reasoning: Testing language
models’ understanding of hypothetical scenarios. In Anna Rogers, Jordan Boyd-Graber,
and Naoaki Okazaki (eds.), Proceedings of the 61st Annual Meeting of the Association for
Computational Linguistics (Volume 2: Short Papers), pp. 804–815, Toronto, Canada, July 2023.
Association for Computational Linguistics. doi: 10.18653/v1/2023.acl-short.70. URL
https://aclanthology.org/2023.acl-short.70.

Hanmeng Liu, Ruoxi Ning, Zhiyang Teng, Jian Liu, Qiji Zhou, and Yue Zhang. Evaluating
the logical reasoning ability of chatgpt and gpt-4. arXiv preprint arXiv:2304.03439, 2023.

Wentao Liu, Hanglei Hu, Jie Zhou, Yuyang Ding, Junsong Li, Jiayi Zeng, Mengliang He, Qin
Chen, Bo Jiang, Aimin Zhou, and Liang He. Mathematical language models: A survey.
arXiv preprint arXiv:2312.07622, 2024.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Mandar Joshi, Danqi Chen, Omer Levy,
Mike Lewis, Luke Zettlemoyer, and Veselin Stoyanov. Roberta: A robustly optimized bert
pretraining approach. arXiv preprint arXiv:1907.11692, 2019.

David F. Lohman and Joni M. Lakin. Intelligence and Reasoning, pp. 419–441. Cambridge
Handbooks in Psychology. Cambridge University Press, 2011.

Kyle Mahowald, Anna A Ivanova, Idan A Blank, Nancy Kanwisher, Joshua B Tenenbaum,
and Evelina Fedorenko. Dissociating language and thought in large language models.
Trends in Cognitive Sciences, 2024.

Jitendra Malik. Workshop on foundation models. https://www.youtube.com/watch?v=
dG628PEN1fY&t=15830s, August 2021. YouTube video.

R Thomas McCoy, Shunyu Yao, Dan Friedman, Matthew Hardy, and Thomas L Griffiths.
Embers of autoregression: Understanding large language models through the problem
they are trained to solve. arXiv preprint arXiv:2309.13638, 2023.

Ian R. McKenzie, Alexander Lyzhov, Michael Martin Pieler, Alicia Parrish, Aaron Mueller,
Ameya Prabhu, Euan McLean, Xudong Shen, Joe Cavanagh, Andrew George Gritsevskiy,
Derik Kauffman, Aaron T. Kirtland, Zhengping Zhou, Yuhui Zhang, Sicong Huang,
Daniel Wurgaft, Max Weiss, Alexis Ross, Gabriel Recchia, Alisa Liu, Jiacheng Liu, Tom
Tseng, Tomasz Korbak, Najoung Kim, Samuel R. Bowman, and Ethan Perez. Inverse
scaling: When bigger isn’t better. Transactions on Machine Learning Research, 2023. ISSN
2835-8856. URL https://openreview.net/forum?id=DwgRm72GQF. Featured Certification.
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A Human-Like Reasoning Behavior in LLMs

Recent research has begun to explore the extent to which human reasoning behaviors are
reflected in large language models, given their training on human-generated data. Various
studies delve into the manifestation of human-like reasoning behaviors within LLMs in the
context of deductive reasoning tasks. For instance, Eisape et al. (2024) compare the behaviors
of humans and LLMs, particularly those from the PaLM 2 series, in syllogistic reasoning
tasks. The findings reveal that, similar to humans, LLMs are prone to logical fallacies and
cognitive biases such as ordering effects. This susceptibility persists across model sizes,
though larger models tend to engage in more deliberate reasoning, showing a reduced sen-
sitivity towards these errors. A notable finding indicates that LLMs, unlike humans, rarely
produce the “nothing follows” response, even when it represents the accurate deduction.
In a similar vein, Dasgupta et al. (2022) demonstrate that LLMs, akin to humans, exhibit
content effects in predicate logic problems, i.e. their reasoning is influenced by the semantic
content of the task. This effect is evident in various LLMs including ChatGPT, PaLM 2, and
Chinchilla (Hoffmann et al., 2022). In particular, analyses indicate that the models’ reasoning
in syllogisms is biased by the believability of the conclusion, a behavior known as belief
bias (Klauer et al., 2000). Further research corroborates the influence of semantic content on
the models’ reasoning. Ando et al. (2023) demonstrate a belief-bias in models like ChatGPT,
RoBERTa and BART (Lewis et al., 2020) by comparing the models’ behavior on abstract,
belief-consistent, and belief-inconsistent syllogisms. Their analyses also uncover a predispo-
sition towards conversion errors and atmosphere effects, where logical quantifiers are either
misinterpreted or lead to uninformed inferences, respectively (Tversky & Kahneman, 1974).
Itzhak et al. (2024) further show that methods such as instruction tuning and reinforcement
learning from human feedback (RLHF) (Ouyang et al., 2022) may amplify cognitive biases
within LLMs. Mondorf & Plank (2024) delve into the inferential strategies of open-access
LLMs in problems of propositional logic. Comprehensive manual evaluations of the models’
rationales reveal that LLMs utilize inferential strategies similar to those employed by human
reasoners. Their evaluations further underline difficulties of LLMs with logical negations
and a vulnerability to logical fallacies commonly observed in human reasoning. Similarly,
McKenzie et al. (2023) indicate that LLMs tend to replicate human-like logical errors when
engaging with the logical principle of modus tollens, suggesting an imitation of flawed
reasoning patterns from their training data. Notably, this trend becomes more pronounced
with increasing model size, a phenomenon denoted as inverse scaling.
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B Further Details on Evaluation Methods

In this section, we offer a more detailed overview of the evaluation frameworks commonly
employed to examine the reasoning behavior of large language models. Expanding on the
taxonomy depicted in Figure 2, we present conclusion-based evaluation methods in Table 2,
provide an overview of rationale-based evaluation approaches in Table 3, discuss interactive
evaluation techniques in Table 4, and delineate mechanistic evaluation strategies in Table 5.

Category Evaluation Method Description Exemplary Reference

Output Distribution
Analysis Model Preference Evaluate the likelihood of various candidate answers from

a predefined set to assess the model’s tendency towards
specific answers.

Itzhak et al. (2024)

Model Confidence Interpret the probability assigned to an answer as a mea-
sure of confidence towards that answer.

Dasgupta et al. (2022)

Error Analysis Conceptual Errors Assess the model’s errors with respect to fundamental
principles and concepts within the domain of reasoning.

Sanyal et al. (2022)

Context Sensitivity Evaluate the model’s robustness towards perturbations of
the task’s context.

Wu et al. (2024)

Cognitive Biases Probe the model with respect to cognitive biases or heuris-
tics commonly encountered in human reasoning.

Eisape et al. (2024)

Inverse Scaling Analyze scenarios in which larger models tend to exhibit
more pronounced errors than smaller models.

McKenzie et al. (2023)

Dynamic Benchmarks Functional
Benchmarks Transform static benchmarks in question-answer format

into functional form, where triplets of (problem, solution,
input) are defined that represent the underlying reasoning
process of the task, and thus allow to produce flexible
question-answer pairs.

Srivastava et al. (2024)

Table 2: Overview of conclusion-based evaluation methods that assess the model’s reasoning
behavior by focusing on the final answers they produced.

Category Evaluation Method Description Exemplary Reference

Structured Parsing FOL Conversion Translate the model’s rationale into first-order-logic (FOL)
language and evaluate the logical expressions.

Saparov & He (2023)

Computational
Graphs Parse the rationale into a computation graph where ver-

tices represent intermediate results and edges denote func-
tion mappings.

Dziri et al. (2023)

FAC2E Use capability-specific instructions to elicit intermediate
structured reasoning steps (crystallized and fluid reason-
ing). Evaluate each step separately, using ground truth
responses and the BARTScore-Recall metric.

Wang et al. (2024a)

Interpretable
Quantitative Metrics ROSCOE Assess the model’s rationale using a suite of nuanced

metrics, quantifying its semantic alignment, semantic sim-
ilarity, logical inference, and language coherence.

Golovneva et al. (2023)

ReCEval Analyze the model’s rationale using metrics that quantify
its intra-step and inter-step logical validity, as well as the
informativeness of each reasoning step.

Prasad et al. (2023)

Qualitative Inspection Human Evaluator Inspect rationales manually through human annotators. Mondorf & Plank (2024)
Diagnostic Agents Assess rationales by means of additional language models,

acting as diagnostic agents.
Huang et al. (2024)

Table 3: Rationale-based evaluation methods that examine the model’s reasoning behavior
through an analysis of its underlying rationale.
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Category Evaluation Method Description Exemplary Reference

Adaptive Evaluation
Computerized

Adaptive Testing
(CAT)

Dynamically adapt questions presented during the evalu-
ation procedure based on the model’s responses.

Zhuang et al. (2023)

Dialectic Evaluation Belief Defense Test the model’s reasoning through challenging its prior
response in a conversational discourse.

Wang et al. (2023)

Game-Theoretic
Analysis Evaluate the model’s reasoning by engaging with it in a

game-theoretic scenario.
Bertolazzi et al. (2023)

Table 4: Interactive evaluation techniques designed to assess the model’s reasoning behavior
through dynamic interaction.

Evaluation Method Description Exemplary Reference

Layer Probing Probe the functional role of different layers of the model’s architecture. Pirozelli et al. (2023)
Attention Pattern

Analysis Analyze the model’s attention matrices to gain insights into the underlying informa-
tion flow within the model.

Hou et al. (2023)

Activation Patching Alter specific neuron activations within a model and observe its impact on the model’s
output.

Dutta et al. (2024)

Table 5: Overview of mechanistic evaluation methods that assess the model’s reasoning by
delving into its internal mechanisms throughout the reasoning process.
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