Under review as a conference paper at ICLR 2026

CONSTRAINED LINEAR BEST ARM IDENTIFICATION
WITH COVARIATE SELECTION

Anonymous authors
Paper under double-blind review

ABSTRACT

This paper studies a constrained linear best arm identification problem with covari-
ate selection in the fixed-confidence setting, where each arm is evaluated across
multiple performance metrics. The mean performance of each metric depends lin-
early on the feature vectors of both arms and covariates. The goal is to identify the
arm with the highest expected value of one targeted metric while ensuring that the
means of the remaining metrics stay below specified thresholds for each covariate.
We first establish an instance-dependent lower bound on the sample complexity,
formulated as a multi-level optimization problem that captures both feasibility and
optimality. We then prove that this bound is tight by designing an algorithm that
asymptotically matches it. Since the original algorithm is computationally inten-
sive, we develop a relaxed version of the bound through a surrogate optimization
problem and derive its convex dual. Using this bound, we propose a duality-based
decomposition algorithm that is computationally efficient, updating only two co-
ordinates and performing a single gradient step per iteration. We further show that
the algorithm achieves the relaxed bound in theory and demonstrates its practical
effectiveness through numerical experiments.

1 INTRODUCTION

Best arm identification (BAI) is a well-studied problem in machine learning, with broad applications
in areas such as large language models (Shi et al.,[2024), quantum computing (Wanner et al.,|[2025)),
and pharmaceutical development (Wang et al., 2024). This paper studies a constrained linear BAI
problem with covariate selection. In this setting, each arm is evaluated across multiple performance
metrics, where the mean of each metric is modeled as a linear function of feature vectors associated
with both arms and covariates. Given a specific covariate, the goal is to identify the arm with the
highest expected value in a target metric, while ensuring that the means of the remaining metrics
remain below predefined thresholds. At each time step ¢, the agent selects an arm-covariate pair to
sample and observes an independent random performance vector covering all metrics. In the fixed-
confidence setting, the agent seeks to learn the underlying performance functions through sampling,
identify the best arm for each covariate with probability at least 1 — d, and minimize the total number
of samples required.

Compared to the canonical BAI setting, constrained linear BAI with covariate selection is par-
ticularly well-suited for personalized decision-making problems. For example, in personalized
medicine (Shen et al.l [2021)), each treatment option (arm) is associated with multiple performance
metrics, such as therapeutic efficacy and side effects, which can only be observed through noisy
clinical trial data. The mean outcome of each metric depends on both patient characteristics (covari-
ates) and the chemical composition of the drug. The objective is to identify the drug with the highest
expected efficacy while ensuring that the expected side effects remain below predefined thresholds.
Similar scenarios arise in inventory management (Ban & Rudin, 2019), where metrics like revenue,
lead time, and customer satisfaction depend on observable factors such as seasonality, economic
indicators, and market conditions, as well as the chosen order quantity. The goal is to identify the
order quantity that maximizes average revenue while ensuring that the mean values of the other
metrics remain within acceptable limits.

Two key challenges set constrained linear BAI with covariate selection apart from the canonical
BAI problem (Garivier & Kaufmann, |2016)), making existing algorithms insufficient for this setting.
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First, unlike the standard BAI framework, which focuses solely on identifying the optimal arm, the
constrained version requires balancing both optimality and feasibility. This trade-off between opti-
mality and feasibility requires new theoretical insights to understand its effect on sample complexity
and to guide the design of optimal algorithms. Second, covariate selection introduces an additional
layer of complexity. The agent must determine an optimal sampling rule over arm-covariate pairs
at each iteration. In contrast, canonical linear BAI (Jedra & Proutiere, 2020) and contextual bandit
settings (Slivkins et al} [2019) typically assume that covariates are passively observed, limiting the
agent’s control to selecting a single arm. As we demonstrate in this work, leveraging both linear
structure and active covariate selection can significantly improve sampling efficiency and necessi-
tates a fundamentally different algorithmic approach.

The contributions of this paper are summarized as follows:

* Motivated by practical personalized decision-making scenarios, we study a constrained
BAI problem with covariate selection. We derive an instance-dependent lower bound on
the sample complexity, formulated as a multi-level optimization problem, and characterize
how both the feasibility and optimality of each arm influence this bound. Moreover, we
demonstrate the tightness of this bound by constructing a Track-and-Stop algorithm whose
sample complexity matches it asymptotically.

* Due to the computational intractability of the Track-and-Stop algorithm, we introduce a re-
laxed sample complexity bound derived from a surrogate optimization problem. We further
derive its convex dual, which possesses favorable structural properties and can be solved
efficiently. Notably, the dual formulation provides a closed-form mapping to the primal
optimal solution and offers an intuitive interpretation of the optimal sampling ratio.

» Leveraging the specific structure of the dual problem, we propose a duality-based decom-
position algorithm. This algorithm has two key features: first, it updates two coordinates of
the dual solution at a time; second, it performs a one-step gradient descent at each iteration.
These features contribute to its high efficiency. We theoretically demonstrate that the algo-
rithm’s sample complexity attains the relaxed bound and validate its practical effectiveness
through numerical experiments.

Our study connects to three principal strands of the existing literature:

Best Arm Identification. BAI is one of the most extensively studied problems in the bandit litera-
ture (Audibert & Bubeckl |2010; |Gabillon et al., [2012). This work contributes to the growing body
of research on BAI in the fixed-confidence setting, also known as pure exploration (Kaufmann et al.,
2016; Garivier & Kaufmann, 2016;|Juneja & Krishnasamy,|2019;|Degenne & Koolen, [2019), which
focuses on deriving instance-dependent lower bounds on sample complexity and designing adap-
tive, asymptotically optimal algorithms (Degenne et al.|[2019; Wang et al.| [2021]). Jedra & Proutiere
(2020) extended these results to the linear BAI setting. Our formulation generalizes both the canon-
ical and linear BAI problems as special cases. Furthermore, the proposed algorithm introduces a
duality-based perspective, enhancing both efficiency and practicality compared to methods that rely
on access to an optimization oracle.

Constrained Best Arm Identification. The multi-performance constrained BAI problem has re-
ceived relatively limited attention in the literature. While recent studies have begun exploring multi-
objective settings aimed at identifying the Pareto set (Kone et al., [2023;2024ba; |2025)), these prob-
lems are fundamentally different from our constrained formulation, and the algorithms proposed in
those works are not applicable to our setting. |Yang et al.|(2025) and Hu & Hu| (2024)) consider con-
strained BAI problems that are more closely related to ours. However, |Yang et al.[(2025) proposes a
top-two Thompson sampling algorithm under a fixed-budget setting, without leveraging linear struc-
ture or considering covariate information, resulting in a simplified optimization problem compared
to our setting. Meanwhile, Hu & Hu| (2024) primarily focuses on risk constraints rather than the
mean-based constraints studied here, and their algorithm is not readily adaptable to our framework.

Covariate Selection. Decision-making with covariate information has been a central research theme
across various domains, including operations research (Bertsimas & Kallus| [2020), simulation opti-
mization (Shen et al., 2021} Du et al., [2024), and bandit problems (Lattimore & Szepesvari, 2020;
Kato & Ariul 2021). However, the covariate selection problem studied in this paper differs from
the classical contextual bandit setting, where covariates are observed passively and drawn randomly.
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Kato et al.|(2024)) investigates covariate selection in the context of experimental design, focusing on
minimizing the semi-parametric efficiency bound. In contrast, we extend the notion of covariate se-
lection to the BAI setting, with the objective of maximizing the probability of correct identification.

2 PROBLEM FORMULATION

This section presents the formulation of the constrained BAI problem with covariate selection and
introduces the notation used throughout the paper.

Consider K different arms, denoted by X = {x1,...,2x} C R¥*, where each arm is associated
with a vector z;. We assume a finite set of M possible covariates, denoted by C = {c1,...,cp} C
IRC. For problems involving continuous covariate spaces, it is common to discretize the feature space
and group covariate values accordingly. The performance of arm x; under covariate c; is represented
by a random vector (F(z;,c;), G(z;,¢;)) € R?, where F(z;,c;) and G(z;, ¢;) correspond to the
objective-related and constraint-related performance metrics, respectively. The agent aims to solve
the following stochastic optimization problem:

[I>

max f(zi ;) £ E[F(xi,cj)] st g(xi,c;) 2 E[G(z4,¢;)] < b, (1)
;€

for all covariate c; € C. For notational simplicity, we consider a single-constraint setting. Extending
our theoretical results and algorithm to accommodate multiple constraints is straightforward (see
Appendix [A.4). A problem instance is defined as P = (f (2, ¢;), 9(2s,¢5))e,ex,¢;ec- To facilitate
the analysis, we adopt the following standard assumptions, which are commonly used in the BAI
literature.

Assumption 1. The problem instance P belongs to the set S of instances such that, for each covari-
ate c; € C, there exists a unique best arm ;- (., that solves problem (E]), and no arm lies exactly on

the constraint, i.e., g(x;,cj) # b,Va; € X.

Assumption 2. For each arm-covariate pair (x;,c¢;) € X x C, the mean performances are given
by f(zi,c;) = 0T d(zi,¢;) and g(z;,¢;) = BT ¢(w4,¢;), where ¢(-,) : X x C — R is a known
feature map, and 0, 3 € RP are unknown parameter vectors.

Assumption 3. The observed performances are given by F(x;,c;) = f(zi,¢;) + €5 and
G(zi,¢cj) = g(xi,cj) + e;j, where the noise terms €;; and egj are independent and identically
distributed Gaussian random variables with mean zero and variance O’%.
Assumption E] is standard in the canonical BAI literature (Garivier & Kaufmannl [2016; Jedra &
Proutiere, [2020) and can be relaxed by identifying e-optimal and feasible arms, as discussed in Ap-
pendix|A.3| Assumption[2]imposes a linear relationship between the mean performances and feature
vectors. Despite its simplicity, the linear model effectively captures structural relationships across
arms and covariates, enhances interpretability, and is widely used in linear bandit problems (Soare
et al.,[2014} Jedra & Proutiere} 2020) as well as personalized medicine (Shen et al.,|2021}; |Du et al.,
2024). Lastly, the Gaussian noise assumption in Assumption 3|is a standard choice in classical linear
regression and enables the derivation of closed-form sample complexity lower bound.

Design points. In this paper, we use a fixed set of design points, denoted by Z = {z1,...,2p}, to
estimate # and 3. Each design point 2, corresponds to an arm-covariate pair (z;,¢;) € X x C, and
we simplify the notation by writing F'(z;,) = F'(z;, ¢;). The motivations for adopting a fixed set of
design points can be categorized into three aspects. First, |De la Garza) (1954) shows that to estimate
the D-dimensional parameters 6 and 3 via regression, sampling only D design points captures the
same amount of information as sampling more than D points. Second, this formulation has been
widely used in the transductive linear bandits literature (Fiez et al.l 2019). Third, concentrating on
a fixed set of D design points allows for the decomposition of regression variance, which facilitates
the design of efficient algorithms.

Learning problem. In the online setting, at each iteration ¢, the agent selects a design point
Zn(ty € Z to sample. It then observes a random performance vector Z; = (Zt(l), Zt(2)), drawn in-
dependently according to the distribution of the corresponding random vector (F(zp¢)), G(2h(1)))-
An algorithm in this setting is characterized by three components: the sampling rule {z(4) }¢, which
determines the design point to sample based on the historical sampling decisions and observations
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up to time ¢; the stopping rule 7, which decides when to terminate the algorithm based on the col-
lected information; and the recommendation rule {x;(cj T)}c ,ec» which specifies the recommended

best arm for each covariate ¢; € C. The goal is to find a J-Probably Approximately Correct (PAC)
algorithm (see Deﬁnition while minimizing the sample complexity E[7].

Definition 1 (6-PAC algorithm). An algorithm L = ({2p ) }¢; 75 {x;(cjﬁ) }e;ec) is said to be 5-PAC
if for every problem instance P € S, it satisfies Pp(Ve; € C, x; = Tjr(e;)) = 1 —6.

Z(cjv‘r)
Notation. For a positive integer K, let [K]| = {1, ..., K}. Denote by Ny (t) the number of samples
drawn from design point z;, up to time ¢, and define the corresponding sampling ratio wy(t) =
Nip(t)/t. Let @ £ {w € RP : >, w, = 1} denote the probability simplex over the design

points. Let I(-) denote the indicator function, which takes the value 1 if the condition is true, and 0
otherwise.

3 SAMPLE COMPLEXITY

In this section, we first derive a lower bound on the sample complexity. We then introduce a Track-
and-Stop algorithm that asymptotically achieves this lower bound. However, this algorithm is com-
putationally expensive, motivating the development of a duality-based approach. This perspective
enables the design of a more efficient algorithm, which we present in the next section.

3.1 SAMPLE COMPLEXITY LOWER BOUND

This subsection presents a tight, instance-dependent lower bound on the sample complexity E[r],
which provides a benchmark for evaluating the performance of any §-PAC algorithm.

The characterization of sample complexity relies on the transportation lemma from (Kaufmann et al.,
2016), which establishes a relationship between the sample complexity, the Kullback-Leibler (KL)
divergence between two problem instances, and the confidence level . However, the constrained
BAI problem with covariate selection is more challenging. Specifically, different types of arms
contribute differently to the sample complexity depending on their feasibility and optimality. To
capture this effect, we classify the arms into four categories for each covariate: the best arm ;- (),
suboptimal feasible arms

Dl(cj) £ {xl € X: f(xivcj) < f(xi*(cj)acj),g(xivcj) < b}v
infeasible arms with better performance

DQ(Cj) = {xz eX: f(xlvc_j) > f(xi*(cj-)acj)7g(xivcj) > b}7
and infeasible arms with worse performance

Ds(c;) & {wi € X : f(wi,¢;) < f(@i=(c), ), 9(wi, ¢5) > b}

Then, leveraging the linear structure in Assumption [2]and the Gaussian noise in Assumption 3| we
derive a closed-form lower bound on the sample complexity in Theorem T}

Theorem 1. Under Assumptions|I\[3| for a fixed confidence level § € (0,1/2), any 6-PAC algorithm
applied to problem instance P € S must satisfy

which leads to E[r]
-
e S
hfsgl(glf log(1/6) — H(P), ®)
where H*(P)~! = max,eqming, ec I'(w, ¢j, P),

((¢(mi*(0j)7 Cj) - d)(.]?i, cj))Te)Z
||¢(37i*(6_7')7 cj) — ¢(i, Cj)”?\(w)—l
(b_ ﬂTgb(xi*(cj-ﬁcj))Q)
7||¢(55i*(6_7‘)’CJ’)H?\(W)—l ’

I(w,¢;,P) = min < min ( I(z; € Di(cj) UDs(cy))

TiFTix(c;)
(b= BT ¢(wi,¢))*

+
||¢($iacj)”i(w)—1

]I(:z:,; € Da(cj) UDS(CJ')))

“4)
AMw) = X, ez 22 0(2n)0(zn) T, and KI5, 1 = 6) 2 §1og(5/1 - 8) + (1 — 6) log((1 — 6)/6).

4
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The derivation of the sample complexity result in Theorem [I] has an intuitive game-theoretic inter-
pretation: the agent aims to select a randomized sampling strategy w € () that maximizes the KL
divergence between two instances, while the environment chooses an alternative instance P that is
difficult to distinguish from P. In the case of Gaussian noise, this formulation yields the closed-
form expression in (58)). Additionally, the sample complexity is influenced by the feasibility of the
best arm ;- (., the performance of infeasible arms (both better arms in Dy (¢;) and worse arms in
Ds3(c;)), and the optimality of suboptimal feasible arms in D (c;) as well as infeasible arms with
worse performance in D3(c;).

Theorem I| can be viewed as an extension of the linear BAI problem to the constrained setting with
covariate selection. When the agent knows that all arms are feasible and there is only one covariate,
Theorem [I|reduces to the sample complexity result in (Jedra & Proutiere| 2020), making it a special
case of our framework.

3.2 SAMPLE COMPLEXITY UPPER BOUND

This section demonstrates the existence of an algorithm that asymptotically matches the sample
complexity lower bound in Theorem|[I]as § — 0.

Definition 2 (Asymptotic optimality). An algorithm L = ({zn)}e; 7; {x;(cjj)}cjec) is said to be
asymptotically optimal if for every problem instance P € S, it is 6-PAC and
E[r]

limsup ietys) = P ®

The intuition behind the algorithm design is as follows. The sample complexity lower bound in
Theorem |I{depends on the hardness of the problem instance 7*(P) and the confidence level 6. The
quantity H*(P) is defined through an optimization problem that yields the optimal static sampling
ratio

w*(P) = argmax min I'(w, ¢;). (6)

weQ  ¢EC '

Therefore, an optimal algorithm must ensure that the empirical sampling ratio w(t) = {wn(t) }re[p)
converges to the optimal ratio w*(P).

Since the problem instance P is unknown, we must estimate it based on empirical observations. For
each design point z;, € Z, define the empirical estimates of F'(zp) and G(z,) up to time ¢ as

1 (1) A 1 (2)
F(zpit) = > 2 (zngy = 1) = > 2Pz = 7).
(zn3t) AGR (2n(ty = 2n),  G(2n;t) M) 2= (zhy = 2n)- (D)

Then, the least squares estimators of the unknown parameters 6 and 3 up to time ¢ are given by

0(0) = Aw) " Y ol Flast), A0 = M) Y oG, @)
zZn€Z 2 €Z

Using the least squares estimators in , we estimate P by P(t), calculated from (t) and 3(t), and

compute the corresponding empirical static ratio w* (P (t)).

To ensure that the estimate 75(15) converges to the true problem instance P, it is necessary to sample
each design point infinitely often. Define the set of undersampled design points up to time ¢ as

By ={z, € Z: Ny(t) <Vt —D/2}. )
Consider the following sampling rule
B _ Jargmin,, 5 Ni(t) ) if B:#£0 (10)
h(t+1) argmin,, . > Nj,(t) — twy (P(t)) otherwise ’

which continuously updates the estimate A(t) and adaptively tracks the empirical static ratio
w*(P(t)). Under this rule, we can show that P(t) — P and w(t) — w*(P) as t — oo.
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Finally, we apply the generalized likelihood ratio test method to ensure that the algorithm satisfies
the 6-PAC guarantee described in Definition[I} Define the stopping rule as

T =inf{t € N: tH(P(t),w(t)) ™t > p(t, )}, (11

where H(P(t),w(t))™! = ming ec T'(w(t), ¢, P(t)). This rule ensures the algorithm terminates
once the accumulated empirical evidence exceeds the confidence threshold p(t, d), thus supporting
the 0-PAC guarantee and contributing to its asymptotic optimality, as shown in Proposition|[I]

This algorithmic framework, known as Track-and-Stop, is widely used to address the BAI problem
in various settings (Garivier & Kaufmann, 2016j Juneja & Krishnasamy, [2019; Jedra & Proutiere}
2020). Further details are provided in Algorithm ]

Algorithm 1: Track-and-Stop Algorithm
Input: Covariate set C, arm set X', design point set Z, confidence level .

» Initialization: Sample each design point z;, € Z ng times.

®w N o B

10

11

12

Set t < noD and update N (t), wn (t), P(t), A(w(t)).
while t7(P(t),w(t)) "' < p(t, ) do
if B; # () then
‘ Zh(i41) = argmin,, cz Np(t)
else

L w*(P(t)) + argmax,cq H(P(t),w)
Zh(t41) = argmin,, ¢ z Nu(t) — twy (75(15))

Sample the design point zj,; 1) and obtain the observation Z; 1.
| Sett < t+1,and update Ny (1), wn(t), P(t), Aw(t)).
return For each covariate c¢; € C, recommend the estimated best arm:
Ti(e,5r) = ATGMAX, cy é(T)TqS(x,;,cj) s.t. B(T)T¢(Ii,6j) <b

Proposition 1. Under Assumptions|I{3| there exists a constant C' > 0 such that, with the stopping
rule in (.) 11) and p(t, ) = log(Ct* /), Algorlthmlls asymptotically optimal up to .

Proposition [I| follows directly by extending the proof technique of Jedra & Proutiere| (2020). It
shows that the sample complexity upper bound of Algorithm [T matches the lower bound exactly,
establishing its asymptotic optimality.

3.3 A DUALITY PERSPECTIVE

Although Algorithm [T] provides strong theoretical guarantees, it is impractical for implementation.
The primary challenge arises from the fact that the lower bound involves a complex, multi-level opti-
mization problem, which makes computing w*(P(t)) at each iteration computationally prohibitive.
Additionally, the presence of constraints and the linear structure complicates the analysis of the KKT
conditions, unlike in the canonical BAI setting (Kaufmann et al., | 2016), making it difficult to apply
existing algorithms to our problem.

Surrogate Objective Function. We first introduce a surrogate objective function to reduce the
computational burden. By merging the sets Dz (c;) and Ds(c;) for each covariate ¢; € C and focus-
ing solely on the feasibility of the correspondmg arms, we derive the following surrogate objective

function for I'(w, ¢;, P) in (58):

I'¥(w,¢;, P) = $m€11)1(

(b—

Tix(c;) Cj) — P(T4, Cj '0)?
<|<(¢< (e): ) = O(@ir¢5) >n(xiez>1<Cj>)

|0(2ixc)> €5) — D(ir )1 () 12)

Tp(wi ))
”Cb(x“ CJ)H Alw)-1

+ I(x; € {xi*(cj)}UDz(Cj)UD:s(Cj))>~

Compared to the original objective function I'(w, ¢;, P), the surrogate function I'*(w, ¢;, P) exhibits
a better decomposition property, which can be leveraged to design a highly efficient algorithm.
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Lemma 1. Let U*(P) ™! = maxy,co ming,ecc I (w, ¢;, P). Then, it holds that H*(P) < U*(P).

Lemma shows that the surrogate optimal value /*(P) provides an upper bound for the optimal
value H*(P) under the original objective function. This implies that /*(P) can serve as a relaxed
performance measure for the algorithms. In Appendix we establish a constant relaxation gap,
i.e., U*(P) < CH*(P) for some positive constant C' > 1.

Dual Optimization Problem. Although the primal multi-level optimization problem

inl* 4 1
i (19

is complex; it admits a dual problem that can be efficiently solved using a decomposition algorithm.

Theorem 2. The dual of the primal optimization problem in is equivalent to
m}{n Q(/\,P) = — Z Z )\inh(xi,cj)
he[D] \ i€[K], je[M]

s.t. Y Ay=1, X\; =0, Vie[K] je[M],
i€[K], je[M]

(14)

where for each c; € C,

07 [(@T) M (D(sn(cp) ¢5) — Dl )]
((@(@in ey, 1) =~ Pl ¢)7)*
0—}27, [((DT)71¢(Iiv Cj)] h
(b— BT (i)

® is the D x D design matrix, and [v], denotes the hth element of the vector v.

if xi € Di(cy),

Xh(miacj) =

lfl'i S {xi*(cj)} UD2(Cj) UDS(Cj)7
(15)

The dual optimization problem in is a convex optimization problem over the unit simplex, which
can be efficiently solved using off-the-shelf gradient-based algorithms. The following Lemma [2]
establishes that strong duality holds.

Lemma 2. The primal optimization problem in is convex, strong duality holds, and it admits a
unique optimal solution.

According to Lemma [2} given a dual optimal solution A\*, an optimal static sampling ratio w*(P)
can be recovered as follows:

2ielkljelnm) NijXn(Ti; ;)
wp(P) = \/

= . (16)
ZZG[D] \/Zie[K] JeE[M] )‘%ijl(xiv cj)

We provide an intuitive explanation of the optimal static sampling ratio w*(P). The optimal dual
solution \* represents the importance of each arm-covariate pair. The term xp(z;, c;) quantifies
the benefit of sampling the design point z;, for identifying a specific arm-covariate pair (z;,c;).
This quantity depends on the signal variance, the location in the feature space, and the optimality or
feasibility gap. Consequently, the optimal sampling ratio must balance these factors, weighted by
the relative importance of each arm-covariate pair, to minimize the overall sample complexity.

4 DUALITY-BASED DECOMPOSITION ALGORITHM

In this section, we introduce a duality-based decomposition algorithm based on Theorem 2} Further-
more, we demonstrate that this algorithm asymptotically achieves the relaxed sample complexity
bound U*(P) log(1/9).

Leveraging the specific structure of problem (14}, we design a decomposition algorithm that updates
two coordinates at a time to reduce computational complexity.
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Lemma 3. Let A be a feasible dual solution such that Ay, > 0, for some m € [K|,n € [M]. Then,
) is a stationary point of problem if and only if

VO P)'d>0,Yd e D™"™(N), A7)

where D™ (A) = {e;j — €mn 1 @ # morj # n}U{emn —€ij 1 1 # morj # n,N\; > 0},
€ij € REM s obtained by letting Aij equal to one and other elements equal to zero.

Note that [Lin et al,| (2009) analyzes the decomposition structure of general singly linearly con-
strained problems with lower and upper bounds, and our dual problem falls within this class.
However, the problem is more challenging in our case because the problem instance P is unknown.
Similar to Algorithm we replace P with the estimated instance 75(t) to solve the empirical version
of problem (T4). Instead of performing full gradient descent to obtain the optimal static sampling

ratio w*(P(t)), we apply a single gradient step, alternating with the estimate update P (), which is
sufficient to ensure asymptotic convergence while significantly reducing computational cost.

Algorithm 2] outlines the one-step gradient descent procedure. It begins by randomly selecting two
coordinates and then determines a descent direction along with the corresponding maximal step
size. If the decrease in the objective function exceeds a given threshold, the algorithm employs
the canonical line search to determine the step size and update the dual solution. A feasible sam-
pling ratio can then be computed using (I6). We also compare the per-iteration complexity of
Algorithm [T] and [2] (see Appendix [A.12), showing that the proposed procedure is highly efficient.

Algorithm 2: One-Step Gradient Descent Algorithm

Input: Covariate set C, arm set X, design point set Z, a small positive constant x and
n< ﬁa P(t)?e(t)vﬁ(t)aA(t_l) ~ .

Initialization: Let z;, ) = argmax,ex 0(t) " oz, ¢;) st. B(t) T ¢(w,¢;) < bforeach
covariate ¢; € C.

Randomly choose (m(t), n(t)) from {(¢, j) : Xi;(t — 1) > n}.

Compute the descent direction d(t), and determine the maximum step size s™*:

d(t),s™® = argmin sVQ(A(t —1),P(t))"d,

s€ER, , deERKM
S.t. )\,‘j(t — 1) + Sdij S [O, 1],Vi € [K],j € [M]
d e DmOrO)(\(t —1)).

Define W(t) = VQ(A(t — 1), P(t)) T d(t).

if W(t) < max{—ro, —(logt/t)}/*} and s™**W(t) < max{—rg, —(logt/t)'/?} then
| A(t) = A(t — 1) + s(t)d(t) where s(t) = LineSearch Algorithm (s™")

else
| At)=At—-1)

Return: Sampling ratio (P(t)) calculated according to based on A(t).

The one-step gradient descent idea has appeared in the simulation literature (Zhou et al.| 2024} |Du
et al.,[2024)), but our approach differs in two key ways. First, we tackle a more complex constrained
BAI problem with covariate selection, which has not been previously explored. Second, we analyze
the algorithm in the fixed-confidence setting to assess its statistical validity and sample complexity,
whereas existing work focuses on sampling ratio convergence under the fixed-budget setting.

The algorithmic framework is the same as Algorithm [T} except for a modified sampling rule:

o fargmin g Ni(0) i Be#0 (18)
h(t+1) argmin,, cz Nj(t) — ty,(P(t)) otherwise

where (P (t)) = {71 (P(t))}rep denotes the sampling ratio returned by Algorithm To mitigate
the effect of estimation error, A(t) is reset to 1/K M whenever the optimal arms are challenged.
We refer to this algorithm as the duality-based decomposition algorithm. Theorem 3| shows that the
algorithm asymptotically matches the relaxed bound I/*(P) log(1/4) on sample complexity.
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Theorem 3. Under Assumptions the duality-based decomposition algorithm is 5-PAC and sat-
isfies

P(limsupT < u*(P)) 1 tmsup B <. (19)

50 IOg(l/é) 5§—0 IOg(1/5)
5 NUMERICAL EXPERIMENT

In this section, we evaluate the practical performance of the proposed duality-based decomposition
algorithm. Detailed parameter settings and pseudo-code are provided in Appendix [A.T3]

We consider a problem with two covariates, four arms, and one constraint. For the first covariate,
there is one optimal arm and three suboptimal arms. For the second, there is one optimal, one sub-
optimal, and two infeasible arms, i.e., one with better performance and one with worse performance
than the optimal arm.

Since no existing methods directly address our problem, we propose the following benchmarks for
comparison: (1) USR: Allocate an equal number of samples to each design point. (2) BCSR: A
modified Best Challenger algorithm (Garivier & Kaufmann [2016)) based solely on arm optimality,
representing the state-of-the-art for BAL (3) GOSR: A greedy algorithm for problem (I3) that relies
solely on arm optimality. (4) GFSR: A greedy algorithm for problem that relies solely on arm
feasibility. We refer to our proposed duality-based decomposition algorithm as DSR.

140000 o
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120000

100000

80000

Sample Complexity
Probability of Correct Identification

.
'
'
60000 ) ;
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40000 ! : —e— USR
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Figure 1: Performance comparison of various algorithms

Figure [I] illustrates the empirical sample complexity and probability of correct identification (PCI)
based on 100 independent macro-replications of various algorithms, with 6 = 0.1 and ny = 1.
The results demonstrate that DSR achieves the lowest sample complexity among all benchmarks,
with an average of 9205.46 samples. Furthermore, the findings highlight the statistical conservatism
of the fixed-confidence setting: with 4000 samples, the empirical PCI of both DSR and GOSR
exceeds the target PCI. Notably, the DSR algorithm outperforms all other benchmarks in terms of
the PCI measure. This conclusion holds consistently across different problem instances and noise
distributions (Appendix [A.T3). We also present an application example on personalized treatment
for diabetes management in Appendix which verifies the practical performance of DSR.

6 CONCLUSION

This paper studies a constrained linear BAI problem with covariate selection, where each arm has
multiple performance metrics, and the goal is to identify the best feasible arm per covariate. Our
main contributions include an instance-dependent lower bound, a relaxed bound derived from a sur-
rogate optimization problem, a duality-based formulation, and an efficient decomposition algorithm
with theoretical guarantees. This work opens several avenues for future research, including extend-
ing the framework to continuous covariate spaces and generalizing the linear model to more flexible
statistical structures, such as Gaussian Process Regression.
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A  TECHNICAL APPENDICES AND SUPPLEMENTARY MATERIAL

A.1 LARGE LANGUAGE MODELS USAGE

ChatGPT was used for wording refinement and expression improvement.

A.2 PROOF OF THEOREMIII

Proof. To prove Theorem [} we first introduce additional notation that was simplified or omitted
in the main paper for clarity. Let ;- (., p) denote the best arm for covariate ¢; under the problem

instance P; when no ambiguity arises, we abbreviate this as z;-(.,). We define d(f(zn), f(21)) as

the KL divergence between two Gaussian random variables with means f(zp) and f (zn), sharing a
common variance o;. The subscript / indexes design points; for instance, if 2, corresponds to the
arm-covariate pair (z;, c;), then f(zp) = f(xi,¢;), 08 = Ufj.
A problem instance can be represented as P = (f (x4, ¢;), g(Zi, ¢j))z,cx,c;cc. Consider the set of
alternative instances

.A(P) = {75 €8 :dg € C,xi*(cj,p) 7& Ii*(cj,ﬁ)}’ (20)
which includes all problem instances P = (f(2i, ¢;), §(%i, ¢j))a:e x,¢;ec for which the optimal arm
differs from that of P for at least one covariate.

In the fixed confidence setting, for a given confidence level § € (0, 1), the §-PAC condition requires
that

]p’p (VCJ S C, a?g(cjﬂ_) = ‘Ti*(Cj,P)) Z 1— (5, (2])

11
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and for any alternative instance P € A(P),
P (VCJ S C,LL‘l(C )= xi*(c_j,'P)) <. (22)

As the event
{vcj €Cuy 1y = zi*(cj,p)} 23)

belongs to the filtration generated by all observations collected up to the stopping time 7. Thus,
applying the transportation inequality (Lemma 1) from |Kaufmann et al.[|(2016)), we obtain a funda-
mental information-theoretic lower bound:

vP € A(P EIENh( 2n), F(zn)) + @wmm%»)>mw1—& 24)

he[D]

Consequently, we have the following sequence of inequalities:

16,1-6) < 3 BN (7). Fon) + dlgten). )

he[D]

< it §jmm(@mwfm»+mmmﬂm0

PeA(P) he[D]

<sup _inf Y- E[M]( (f(zn), f(zn)) + (g(z;z),g(z;b))) (25)

weQ PEA(P) he[D]

~Erlzp it 5 P (atr o, P + dtaln. )
<Mﬂxgﬁganggm(aﬂ%xﬂ%»+am%»m%»)

where wy, = E[N},]/E[7] represents the expected sampling proportion at design point zj. This leads
to the following lower bound on the sample complexity:

E[r] > H*(P)kl(6,1 — 9), (26)
where the instance-dependent complexity term is defined as

H*(P)"'=sup inf H(w,P,P)?
weQ PECA(P)

_ 27
—sup _inf ZM@WMﬂMHM%MWO

weN PEA(P) he[D]

For each covariate c; € C, define the following sets:

O(zi+(c;,p), Cj) = {75 €S : BT d(xie; p) ) > b}, (28)
and

O(xi7cj) = {/ﬁ €S: é—r(¢($ivcj) - ¢<xi*(Cj,P)7cj)) > OaBT(b(xiacj) < b} (29)

12
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Then, the set A(P) can be decomposed as
A(P) = {75 e€S: ElCZ' S Cvmi*(c]ﬂ)) 7& xi*(cj,ﬁ.)}

LJ{PGS:%Wﬂa%Im%ﬁ}

c; eC

= U ({'ﬁ eS: BT¢((EZ-*(CJ.,7>)7C]') > b} (30)

c; €C

U {73 eS8 :dx; € X,éT(Cﬁ({IJi,Cj) — ¢($i*(cj,73)acj)) > O,BT(b(l‘i,Cj) < b})

- U ((’)(xi*(c_jm),cy)u< U O(x“cj))>

c;eC z,;EX\miﬂcjﬂ;)

Then, we can express H*(P) ! as:

H*(P)"'=sup inf H(w,P,P)"*

wEQPEA(P)
= sup min min < ) inf H(w,P,P)" L, min _inf IH(WvPaP)1>-
weN € €C PEO(wix (c;,P):C5) T, €X\Tx (o), P) PEO(2i,c))

€29

Next, we leverage the linear model structure and Gaussian noise assumptions from Assumptions [2]
and |3 I to derive a closed-form expression for 7*(P). Recall that for two univariate Gaussian distri-
butions with equal variance, the KL divergence is given by

d(f(Zh), f(zh)) _ (f(zh) — f(zh))z _ (0 — Q)Td)(zh)d)(zh)—r(a — 0) )

2 = 2
2073 2073

(32)

Using this result, the function H(w, P, 75) ~1 admits the following closed-form:

Hw,P,P) = ¥ wh(w ~0)T6(en)d(=1) (0= 0) (8= B) o(=1)p(zn) (8 - B)).

he[D] 207 203
(33)
We now consider the following sub-optimization problem:
~ inf H(w,P,P)!
PEO(mi*(CJ_;p),cj)
- inf ( )6(2)"(0-0)  (B=B)Té(zn)d(zn )WS—B))
5T¢($ *(c;,P)C5)>b hG[D 20’h 20-}%
o o B= AT oz)6() (8- )
51—47(95 *(ej P)> C7)>bhe[D 20‘h
. Zh )
= inf ( wp —————— >(ﬁ 5)
ﬁT¢(ri*(cj,P)7cj)>b heZ[D 20’h
= inf (B—B)TAw)(B - B),
5T¢(ﬂfi*<cj,7>),cj)>b
(34)
where we define
T
Aw) = Z th_ (35)

13
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Thus, the subproblem reduces to the following constrained quadratic minimization:
igf (8= B)TAW)(B - B)

s.t. BT¢(xi*(Cj,P)7cj) >b ()‘)

(36)

The Karush—Kuhn-Tucker (KKT) conditions for the above optimization problem are given by
2M(W)(B = B) + Ad(+ (e, p)> ¢5) = 0
6T¢(xi* (¢j,P)> c]) = b7

where A is the Lagrange multiplier associated with the inequality constraint. According to the first
equation in (37), it holds that

(37

. 1 B

B=p8+ §>\A(w) L(2ie ey P C5)- (38)
Plug (@6) into the second equation in (37), we have that
o 2(b - ﬁT(b(xi*(cJ-,'P% Cj))

A= . (39)
16 DI )
Plug (#7) into (@6) yields the optimal solution
> b_BT(b(xi*(c"P)vcj)
B =B+ R Aw) " o( @i (e, Py, €5)- (40)
16+ (e 2 IR () (W) 0@ - 4)
The corresponding optimal value of the objective function is
T 2
(biﬂ ¢(xi*(cj,P)aCj)) 41)

||¢(xi*(cj,73)vCj)”?\(w)—l .

Next, we consider the complementary sub-optimization problem

min inf  H(w,P,P)""

x’iex\wi*(Cj P) PEO(z4,¢5)

= min min inf  H(w,P,P)"!, min inf  H(w,P,P)"L,
(wiemc,-)ﬁeo(xi,cj) ( B peat o) ™ ) (42)

min inf ’H(w,P,ﬁ)l).

©;€D3(c;) PEO(w4,c5)

Consider the analysis of the following optimization problem as an example:

min inf  H(w,P, 75)71
z:€D1(cj) PEO(z4,c5)

_ min iof ” ( (0 =6)"6()6) 0 =0) (8B oemdzn) (8~ F)
z;€D1(c;) PEO(x4,c5) hel[D)] 20h 20h

= min _ inf w ((9 — 0)T¢(Zh)q;(2h)—r(9 — 0)>
z;€D1(c;) PEO(zi,c5) he[D] 20h

— min _ inf  (0—§)TAW) @O —0)
z;€D1(cj) PeO(zi,c5)

(43)
The inner optimization problem is therefore
inf (0 —0)"Aw)(0 —0)
o (44)
st 07 (3(i,¢5) — S(@ie;,p),¢5)) =0 (N)

14
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The KKT conditions are given by

2A(UJ)(9 - 9) + )‘(¢($27 Cj) - ¢(xi*(6j,P)’ CJ)) =

0
07 (¢(wi,¢5) — D(@in(e; Py, ¢5)) =0

According to the first equation in (#3), it holds that
_ 1 B
H = 9+ 5)\/\(&1) 1(¢($l‘,c‘j) — ¢(xi*(cJ,P)7Cj))'

Plug (@0) into the second equation in ([@3)), we have that

2007 (¢(xi+ (¢, p)s ¢5) — (i, ¢5)))

A= .
16(2i,¢5) — D(@in (e, P)s )R ()1

Plug @7) into ([@6) yields the optimal solution.

G — 04 07 (d(xi- (e, P)s ¢j) — ¢($i7§j))
”‘é(xi*(cjﬂ’)?Cj) — ¢(i, Cj))”A(w)—l

Aw) (i, ¢5) — D(Ti= (e, P> 5))5

The corresponding optimal value is

(GT((VZS(:Ei*(Cj,'P)? Cj) - QZS(SC“ Cj)))z
qu(xi*(cj,P)a Cj) — (i, Cj))H/Q\(w)—l .

The analyses for the subproblems

min _ inf  H(w,P,P)!
z;€D2(c;) PEO(s,c5)

and

min inf 7‘[(%73773)71
z;€D3(c;) PeO(zi,c5)

follow analogous steps. Their optimal values are respectively

(b— BT (4, ¢))?
p(xi, cj) ”?\(w)—l

and

(0T (P(@i+ (e, 9y ¢5) — D, ¢5)))> N (b— BT (x4, ¢5))?
||¢(Ii*(cj,73)7 Cj) - d’(xu Cj))”?\(w)—l ||¢(Iiacj)“?\(w)—l .

Finally, we conclude that H*(P) ™! = max,cq min,ec I'(w, ¢;, P), where

(@@= (¢, Py ¢5) — Plwiy i) T 0)?
||¢(37i*(c]~,7>)70j> — ¢(xy, Cj)”?\(w)—l

(zi € Da(cy) UDs(Cj)),>

I'(w,¢;, P) = min < min <

TiFTi* (o) P)

(b BT ows )
||¢($l’ Cj) H?\(w)a

||¢(l‘i*(cj,7j)’ Cj) ”?\(w)—l
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(48)

(49)

(50)

(G

(52)

(53)

]I(xi € Di(cj) U D3(Cj))

(54)
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A.3 BOUNDARY CASE ANALYSIS

In this section, we relax Assumption [T|by identifying e-optimal and feasible arms. Specifically, our
goal is to identify an e-optimal solution to the following optimization problem.

max f(x;,¢j) st g(xi,cj) <b+e
r,€EX

For each covariate c; € C, define the following sets:

O(xi*(cjyp),cj) = {75 S S . BTQS(xi*(cj,'P)ij) 2 b + 6}
and
O(w,¢) = {75 €S : 0T ((xi,¢j) — d(Tin(e; P ¢5)) > €, 8 d(wic;) < b+ 6}.

Then, the set A(P) can be decomposed as

A(P) = {75 €S: ElCi S C7xi*(Cj,P) # xi*(cj775)}

= U {75 € S : xi*(cj’p) # xi*(cj},’s)}

c;, €C

= U ({ﬁ eS: BTgb(x,-*(cj,p),cj) > bJre}

c; €C

U {75 €S8 : 3w € X, 07 (¢(xs,¢)) — S(Ti- (e, Py ¢j) > € BT d(wi,¢5) < b+ e}>

- U (O(:Lw:*<cj,7>)a0j)U( U O(xi’cj)»

c;eC T €X\Tx (), P)

Then, we can express H*(P)~*

H*(P)"' =sup inf H(w,P,P)*

as:

weQ PEA(P)
= sup min min < ) inf H(w,P,P) 1, min _inf ’H(w,P,P)1>.
weQ ¢ €C PEO(mi*(Cj‘p),z:j) :E’LEX\Ii*(C]‘,P) PeO(xi,cj)

The following analysis follows the same approach as in Theorem|[I] Therefore, we conclude that
E[r] > H*(P)kI(6,1 — 0)
where 7*(P) ™! = max,ecq ming, ec I (w, ¢;, P),
(€ + (D(@ir (e, p)> ¢5) — D(wis ;) T0)°
[6(2i(e;,p)s €5) — D(@ir )5 ()
(b+e—BTd(xi,¢5))° (b+6—6T¢($i*<cj’7°)’cj)>2>

| (i, Cj)”?\(w)fl H¢(xi*(cj,7>)a Cj)||i(w),1
(55)

I'(w,¢j,P) = min ( min <

TiFTi*(c; P)

H(a:i € Di(c;) U D3(cj))

+

]I(xi € Dy(c;) U D3(cj))7>

A.4 MULTIPLE CONSTRAINTS SETTING

In this section, we present the sample complexity lower bound for the multiple-constraint setting,
which follows directly from an extension of the proof of Theorem [I] In the multi-constraint setting,
each arm corresponds to a random performance vector (F'(x;,¢;), G1(zs,¢;), ..., Gu(2s, ¢;)), and
the sample complexity must separately account for both feasible and infeasible constraints of each
arm. Let Z(z;, ¢;) and F(z;, ¢;) denote the index sets of infeasible and feasible constraints, respec-
tively, for the arm-covariate pair (x;, ¢;). For the s-th constraint of the arm-covariate pair (z;, ¢;),
the mean performance is given by gs(z;,¢;) = B, ¢(zi,¢;).

16
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Theorem 4. Under Assumptions Jor a fixed confidence level § € (0,1/2), any 6-PAC algorithm
applied to problem instance P € S must satisfy

Elr] > H* (P)ki(5,1 — ), (56)

which leads to

... E[7] .

where H*(P)~! = max,eq min, c¢ I'(w, ¢;, P),

(@i (c;), 1) — D(wi ;) T0)?

I(z; € Di(c;) UDs(c;
”QS(I“(CJ)’Cj)_d)(mi’cﬂ‘)ni(w)_l (96 € Di(cj) U 3(6]))

I'w,¢;,P) = min ( min (

T AT * (e5)

2 — BT d(x4x 0y, €
+ Z (b= By 9z, c;)) H(l‘iED2(Cj)UD3(Cj)))7 min (b= B, 6@ (e,), e5))*

sEF (zi,¢5) ||¢(Ii*(cj)70j)||i(w)_1

)12
$€T(ws,¢5) ||¢)(.T“ C])HA(W)—l

(53)
Aw) = Zzhez ;T’% (zn)p(2n) T, and k1(5,1 — §) = 5log(6/1 — &) + (1 — &) log((1 — 8)/6).

Intuitively, arms from different classes are governed by different types of constraints. For the best
arm, the lower bound is determined by the most critical feasible constraint, i.e., the one closest to
violation. In contrast, for infeasible arms, the lower bound reflects the combined effect of all violated
constraints.

A.5 PROOF OF PROPOSITION[I]

Proposition [I] follows directly by extending the proof of Theorem 3 in Jedra & Proutiere] (2020).
The only difference is that{Jedra & Proutiere|(2020) considered the case where the optimal sampling
ratio w*(P) may be non-unique. Specifically, it proposed the following sampling rule:

t

Zh(t4+1) = argmin Ny (t) — Zw}i(ﬁ(s)) (59)

Zn€Z s=1

and showed that the empirical sampling ratio converges to the set M*(P), defined as

M (P) argma&cH(P,w)_l. (60)

we

This sampling rule in (39) can also be applied in our setting to handle the non-unique optimal
sampling ratio case. Moreover, if all optimal sampling ratios can be enumerated, one may track a
linear combination of them and apply the sampling rule in (I0). Following the same analysis as
in LemmaEI, we can show that H(P,w) ™! is a continuous function with respect to (P, w). More-
over, {2 is a simplex, which is a compact, convex, and non-empty set. In addition, H(P,w)_l is
concave with respect to w, because it can be expressed as the infimum over linear functions of w.
By Berge’s theorem, the solution set M™*(P) is convex, so any linear combination of elements in
M*('P) also belongs to M*(P). Hence, this modification does not affect the convergence of the
empirical sampling ratio w(t).

17
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A.6 PROOF OF LEMMA[T]

Proof. This lemma establishes that the relaxed complexity ¢/*(P) serves as an upper bound on the
instance-dependent complexity H* (P) Note that for each w € Q, ¢; € C, we have

. xz*((' )76]) (zzs(xivcj))—rg)z
I'w,cj,P) :m1n< min £ I(z; € Di(c;) UDs(cy)
! Ti 7511*(0 | "(cJ)vCJ ¢(Iivcj)||?\(w)—l ( ! ! )

(57 wz,q))? )(b—BW(%*(cJ)»Cj)V)
[0 en By € Pale) UPslen). )=
( (D@ (e 1) — Dlws, 1)) T0)?
H¢( *(c]-)acj)7(25(331'70]')”%(“,)—1
(b—B"p(wi,c5))

+

> min

nin, ]I(,TZ € Dy (Cj))

e o € ooy UPa(6) Ut
= Fs(w, ¢, P).
(61)
Then, we conclude that
H*(P)~ ' = Iuljleas)](gllrclr(w ¢, P) > glgé{glgcl ¥(w,cj, P) =U"(P) L, (62)
and therefore U*(P) < H*(P). O

A.7 RELAXATION GAP ANALYSIS

In this subsection, we analyze the gap between the relaxed bound &/*(P) and the original bound

H*(P).

Define the constant

(b— BT é(xi, Cj))Qp o (@i ey, 5) = di e;)) T)?

’y:inf{pER+: ,Vl‘iepg(Cj),CjEC}.

H(b(xiacj)”?\(w)fl - ||¢(xi*(0j)’cj) - ¢($i,0j)||?\(w),1
(63)
By definition of +, it holds that
. ((D(@in(c)), ¢5) — (i, ¢5)) T 0)>
T . _ J . ) .
(e, P) = min (¢<x4*<0j>,q> o ey, (o € Prles) UDa(ey)
(b—BTo(xi,¢5))* (b—ﬁw(évi*(cj)’Cj))Q)
T I(x; € Dolc;) UDs(c;)), -
9 en By (0 € Pale) UPs(en). e =
(P(@ix(c)), ¢5) — P, ¢5)) T 0)?
1 . I(z; € Dy(c;
= ”)i“é%<||¢<zi*@j),cj>¢<xi,cj>||i(w)1 (e € Da(er))
(b-p" Sz i) _ Do(e) U Dales )
P e B, € e} UPale) UDs(e)
=(1 +7)F5(w,cj,73).
Then, it is easy to verify that
U (P) < (1+7H*(P) (64)

by using the definition of /*(P) and H*(P). We use a numerical example to compare the approxi-
mation ratio I'(w, ¢;, P)/T'% (w, ¢;, P) under different values of the constraint threshold b. For each
b, we randomly generate 1000 problem instances with M = 2 and K = 4. The expected objective
and constraint values of all arms lie within [0, 1]. We then calculate I'(w, ¢;, P) and I'*(w, ¢;, P)
using a uniform sampling ratio w for the first covariate. Figure [2] shows the average ratio under
different constraint thresholds b. The results show that the approximation ratio is close to 1 as the
constraint threshold b increases.
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Average Ratio
&

Constraint Threshold (b)

Figure 2: Average ratio under different constraint thresholds b

We also propose an alternative relaxed bound ux (P) by partitioning the set D3 (c;) into two subsets:
M (c;) and Ma(c;) where arms in M, (¢;) are relatively easy to identify as suboptimal, i.e.,

b= BTl es) <<¢<wz-*<c.7>76a‘>—¢<-fivc]‘>>”)2} (©5)
||¢(‘Tlvcj)||/\(w) T ||¢(xi*(cj)7cj)*Qs(xzvcj)”/\(w) 1 .

Mi(cj) = {mi € Ds(c)) :

And arms in M (¢;) are easy to identify as infeasible, i.e.,

(b— BT ¢(xi,¢5))? - ((¢(wz‘*(cj)7cg‘)—¢($i70j))T9)2} 66)
||¢(xlacj)||/\(w) 1 ||¢(xi*(0j)’cj)_d)(xi?Cj)”?\(w)*l .

Mos(cj) = {xi € Ds(cj) :

Based on this, we define a new surrogate objective function:

- (i ()5 ¢5) — P(wiy i) T0)?
r ) '77) =
e P) = iy (naa(xi*(cj),cj) T S | P

i, I(z; € Di(c;) UMi(cy))

(67)
(b— BT ¢(zi,¢5))? )
+ I(x; € {xj=(c.)} UDa(c;) UMos(cs)) |.
e B, € (e} UPales) U Ma )
Using this surrogate function, we can show that:
H*(P) <U*(P) < 2H*(P). (68)

The bound for U*(P) becomes tight when the objective values of the arms in Ds(c;) are close to
that of the best arm, implying that arms in Ds(c;) can be easily identified as infeasible rather than
suboptimal. In this case, the constant v is close to zero. However, when the constraint performance
of arms in Ds(¢; ) is close to the threshold, v may exceed 1, and the second bound ¢/*(P) should be
used. Since the theoretical analysis of the two bounds is essentially the same, except that the second
bound requires constructing two subsets during implementation, without loss of generality, we focus
on U/*(/P) in the main paper for notational simplicity.

A.8 PROOF OF THEOREM[2]

Proof. Consider the following primal optimization problem in (I3)):

T (0 o
max i (w,¢5,P), (69)

where

I'*(w, ¢j, P) = min

Tix(c;), Cj) — D(Ti, ¢4 T9)2
i (S = son e IOy o

||¢(:172* S C')*Qb(ziacj)”i(w)—l
(b= BT p(wi,c)))?

( (70)
llp(zs, CJ)||2 Alw)—1

+

I(zi € {Zi=(c;)} U D2(cy) UDS(%‘)))
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This problem is equivalent to:

]I(.TJz c Dl(Cj))

min max
w€eR c;ECx€X

(||¢($¢*(cj)70j) = (i, )3 ()1
((qb(xi*(c]-% Cj) - ¢($lv Cj))Te)Z

6. c) I3 7
+ = é;-;(xfy((;};;)lzﬂ(xz € {2+ (¢;) } UDa(¢j) UDs(cy))
By introducing an auxiliary variable £, we can reformulate the problem as:
e
o el S <o cenenic
1P (i, c5) 1R (o)1 (72)

(b BT(;S({EZ,CJ))Q <& Ve; €Cxg € {l‘z .)} U Da(c;j) UDs(cy)

th—l

he[D]
wp, > 0,Vh € [D]

Since we only sample from D design points, the corresponding design matrix ® € RP*? is invert-
ible. Then, we have that

2n)p(zn) " - —(dTy—1g\-1 _ -1 -1
> wn = (@72 19) o 'n (@)1, (73)
Oh

he[D]

where ¥ is a diagonal matrix with elements {207 /wp, }re(p]

Now, for each covariate ¢; € C and each arm z; € D (c;), we have

[@(2i(c;), ¢5) — (@i, )13 (-1
(@i (c;)5 €5) = O(wir ¢5)) T0)?
(@i e)r 1) = D2, ¢5)) TAW) T (D(i (), ¢5) — dlwin¢y))
((D(@ix(c;), ¢5) — d(wis ¢5)) T0)?
(A(ix(c;), ¢5) — ¢($ucj))T‘b IN(T) (D@ ey, ¢5) — (i, ¢5))
(
o

(G (e, &) — B, ¢;)) T O)2 74)
(b(mz*(cj)acj) (;5((171,0]))]%
(10, €5) — B3, ¢)) 1 0)2

T)
O'hCI)

_QZ

he[D]

-9 Z Xh xucj

he[D]

where we define

(@) = arl(@T) " (®ix (), &) — D@ )],
et (@(ziv(e))r ¢5) — D(zi, ) TO)E

(75)

and [v]}, denotes the hth element of the vector v.
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Similarly, for each covariate c; € C and each arm z; € {7+ ()} U Da(c;) U D3(c;), we have
p(i, €)1 oy -1
(b—BTo(xi,¢;))?
_O(@i, ) TAw) Bl ¢)
(b—BTo(xi c;))?
_¢(xi7Cj)T(bilz((I)T)il(b(x%Cj)
T =BT ) (76)
=5 AR

veD] wr(b— BT é(xi,c5))?

-9 Z Xh xzacj

he[D]

where we define 9 [(@T)*H;S( )]2
4 N O'h Ii7cj h
Xh(%cy) = (b— BTQS(xi,Cj))z : a7

Hence, the optimization problem becomes:
min &

w,§

s.t. Z M <EVej el e X (Ngj)
Wh,
he[D] (78)

The corresponding Lagrangian function is:

LEwAv) =6+ U(ZX”:“CJ —)—I—V(th—l) (79)
K]

JE[M], i€ he[D] he[D]

Let (£*,w*, \*, v*) denote the optimal primal-dual solution. The KKT conditions for this optimiza-
tion problem are:
. A=l

JE[M],i€[K]
Dy )\,{_Xh(xiycj) P
e T (wp)?
je[M]yic[K]
( > xl’cj —f*) =0,Vj € [M],i € [K]
he[D] (80)

Aij 2 0,Vj € [M],i € [K]

S 2T0G) ¢ v

he[D] h
Z wp =1
he[D]
wj > 0,Vh € [D].

From the second and sixth equations, we deduce the optimal form of wj . Solving the second equa-
tion, we obtain:

> je[m)ie[k] MiXa(Ti; ¢5)
v* ’

81)
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Using the sixth equation, we normalize the solution:

\/ZjE[M],iE[K] /\z}Xh(Iz', cj)
Wi = : (82)

ZlE[D] \/ZjE[M],ie[K] )‘;‘ijl(zi, cj)

We now derive the Lagrange dual function.

g\ v) = ignf L& w, A\ v)

=if(1— Y e+ Y ”ZX”“CJ (Y wn—1)

S el jelM]ie[K]  he[D] he[D]
_Jinfo 3 i ieir) Aid onern) %}L"’) T V(Xhepywn — 1) Y ey iein) Mii = LA 20
—00 O.W.
_ 2V Sy e Mixa(wi eg) S e seprg Mg = 1A 2 0
—00 0.W.
(83)
By optimizing the variable v, we can obtain that the dual optimization problem is
2
max( Z Z )\inh(xi>Cj)>
he[D] \| je[M],i€e[K]
S.t. Z >\ij =1 (84)
je[M] i€[K]
)\ij >0,Vi e [K],] S [M]
O

A.9 PROOF OF LEMMA 2]

Proof. The convexity of the primal optimization problem (T3) can be established under more general
distributional assumptions.

As shown in the proof of Theorem [T} the optimization problem (T3] can be equivalently derived
from the following formulation:

max min min ( inf H(w,P,P)”"', min inf  H(w,P,P)"!

weN ¢; €C PEO(xi% (. ),¢5) z;€D1(cj) PEO; (24,¢5)
() 1 85)
min ~inf ’H(w,P,’ﬁ)_l),
©;€D2(c;)UDs(c;) PEO2 (x4,¢5)
where the sets and functionals are defined as follows:
O(xi*(Cj,P)7cj) = {75 €S: BT¢(xi*(0j,P)7cj) > b}a
Ol(mi7cj) = {/ﬁ eS: éT(¢(mi,cj) — ¢(xi*(c_7.7p),cj)) > 0},
(86)

Os(zi,¢5) = {ﬁ eS: BT¢($Z-,CJ-) < b},

Mo, P P = 3 (Ao Fon) + dlgCen). ) )

he[D]
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Note that #(w, P, P)~! is a convex function of P, due to the convexity of the KL divergence
(seeWang et al.| (2021))). Therefore, the following problems are convex programs for fixed w € €

L(zi(c;),w,P)= _ inf H(w,P,P)!
PEO(Tix (c;)+¢5)
Li(zi,w,P)=  inf  H(w,P,P)"! (87)
PeO1(zi,cy)
Lo(x;,w,P)= _ inf ’i—[(w,’Pﬂs)_1
PeO2(xi,c5)

The resulting functions L(x;« (., w, P), L1(xs,w, P), and La(x;,w, P) are concave in w, as each
is defined as the point-wise infimum of functions that are concave in w. Consequently, the overall
objective in (83) is concave in w, and the problem is a convex maximization problem. Moreover, it
is straightforward to verify that this problem is strictly feasible. Hence, by standard results in convex
optimization, strong duality holds.

By (78), this optimization problem is equivalent to

. _ Xh T, CJ
min f(w)=max Z

c;€C,x€X helDl

S.t. Z wp =1, (88)
he[D]
wp > 0,Yh € [D]

Assume that w and w’ are two optimal solutions such that f(w) = f(w*) = £*. Forany A € (0,1),
define w” = Aw+ (1 — A)w'. Then, by the strong convexity of 1/wy, on the interval (0, 00), we have

1 1
Laatia-nt (89)
J “i “j
Since xp(x;,¢;) > 0forall h € [D], ¢; € C, and z; € X, it follows that
Z Xh SUuCg <A Z xn (i, ¢;) +(1 _)\)Xh(a?z‘l, cj) — ¢ (90)
wj w'
he[D] -7 he[D] J

If w # W', then the inequality holds strictly, contradicting the assumption that both w and w’ are
optimal solutions. Hence, the optimal solution is unique.

O
A.10 PROOF OF LEMMA[3]
Proof. Consider the dual optimization problem stated in Theorem
man A\ P) Z Z AijXn(Ti, ¢j)
he[D] \ i€[K], j€[M]
91
s.t. S =1L (@) O
1€[K], jE[M]
Xij >0, VielK], je[M]. (vi)
For any feasible solution A, the set of all feasible directions at \ is defined by:
F\) = {d eRFM: N" dy =0, dyy > 0,if Ay = 0}. (92)

je[M],ie[K]

The Lagrangian function for this problem is:

L Z Z )\ijxh(;vi, Cj) + (]5( Z )\ij — 1) — Z ’Uij)\ij.
€|

he[D] \ i€[K],jE[M] i€[K], jE[M] i€[K], jE[M]
93)
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Let (A*, ¢*,v*) denote an optimal primal-dual solution. The KKT conditions of this optimization
problem are given by:

1 iy &g * *
75 Z Xh(‘r C]) +¢) 71}1;‘7_ :0
he (D) \/Zie[K],je[M] )\;‘ijh(xz‘a cj)
;>0 (94)
>ooAp=1
i€[K],j€[M]
v;; >0

From these KKT conditions, we observe that a feasible solution A* is a stationary point if and only
if there exists a ¢* such that if Aj; = 0, then

* 1 Ti,Cj
#2352 Xl 1) (95)
he[D] \/ZiE[K],je[M] )\ijxh(aji,cj)

and if A7, > 0, then

* 1 T, Cj
=5 D ol J*) : (96)
he[D] \/Zie[K],je[M] )\inh(xi,cj)

This implies that a feasible solution A is a stationary point of problem if and only if:

_% ) Xn (@i, ¢5) > _% 3 Xn(Tir, cjr) R
he[D] \/Zie[K],je[M] /\ijh(l‘ia cj) he[D] \/Zie[K]J‘e[M] Aijh(i% ¢j)

for any (4,7) € {(a,b) : a € [K],b € [M]} and (¢, ') € {(a,b) : a € [K],b € [M], Aap > 0}.
Now, fix a feasible solution A\ with A,,,,, > 0. Define the reduced set:

DN = {eij — €mn i1 Fmorj # n}U{emn —ejj it Fmorj #mn,Aij > 0}, (98)

where e;; € REM is obtained by letting \;; equal to one and other elements equal to zero.

According to Proposition 3.4 of |Lin et al.|(2009), we have:
D C F(N), Conv(D™"(N) = F(N). (99)

Combining this with the stationary condition (97), we conclude that a feasible solution A is a sta-
tionary point of problem (T4) if and only if:

VO, P)'d>0,Yd e D™™(\). (100)
O

A.11 PROOF OF THEOREM[3]

The proof of Theorem [3] relies on several auxiliary lemmas. Lemma [] establishes the necessary
continuity arguments. Lemma [5] proves the §-PAC property of the proposed algorithm. Lemmas [6]
and[7]present known results from the existing literature. Lemma 8]establishes the convergence of the
gradient descent procedures in Algorithm 2] Finally, we derive upper bounds—both almost surely
and in expectation—for the stopping time 7.

Lemma 4. Let U(w, P)~" = min.,cc I'¥(w, ¢;, P) denote the objective function of problem .
Then, U(w, P) ™1 is continuous function with respect to both w and P. Moreover, the optimal sam-
pling ratio w* satisfies w} > 0 forall h € [D].
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Proof. Recall the following notation from the proof of Lemma [}

O(mi*(cjﬂj%cj) = {’ﬁ €sS: BTd)(xi*(c]-,Pﬁcj) > b}v

O1(zi,¢5) = {75 eS: 9~T(¢(aji,cj) — qﬁ(xi*(cj’p),cj)) > O},
- - (101)
O2<3J¢,Cj) = {P S ﬂTd)(a;‘i’cj) < b}7

WP P) ™ = 3 (40 Fo) + dlglen). ) )
he[D]
Define the alternative set of problem instances for a context ¢; and problem instance P as:

A(cj, P) = O2i-(e; 7y, ) | ( U )ol(xi,cj)> U ( U (92(a:i,cj)>,

z; €D, (Cj T; EDQ(Cj)UDg(Cj)
(102)
and A'(P) = U, cc A'(c;, P).
From Lemma for a given context c; € C, we have:
Uw,P) = miré I'*(w, ¢, P)
c; €

=min inf H(w,P,P)?
¢jECPeA (c;,P)

= min inf Z Wh (d(f(zh), f(zh)) + d(g(zh),g(zh))>

cjECPeA (c;,P) helD]

3 wh< (0 —0)"d(zn)o(z) (0 = 0)  (B—B) d(zn)(zn)" (B~ B))

= min inf 20}% + 20}%

¢ €CPeA (¢, P)

he[D]

=min inf (60— é)TA(w)(H — 9~) + (B — B)TA(&))(B - B).
¢ ECPeA (c;,P)
(103)

Now, consider a sequence (P(t),w(t)) such that: lim; ., (P(t),w(t)) = (P,w). By definition of
xi*(q?.’p), D1 (Cj), D2 (Cj) and ’Dd (Cj), we obtain limti)oo AI(Cj, P(t)) = .A(Cj7 P)

Therefore, for any € > 0, there exists tg > 0 such that for all £ > ¢, we have

[(P(1),w(t) = (P,w)]loo <€ A'(es, P(t) = Ales, P) (104)

Since H(w, P, 75)*1 is a polynomial in its arguments, it is continuous with respect to w, P. Thus,
there exists ¢; > 0 such that for any ¢ > #1:

’H(wt,ﬁ(t),ﬁ)—l —H(w,P,P) | <e, (105)

Combining both observations, there exists t2 > max(tg, t1), such that for any ¢ > t5 we have

min _ inf  H(w,Pt),P) ' —min _ inf H(w,P,P)?

Uw, PA) ™ —U(w, P 1‘
(o, P(E)) ( ) ¢;€CPeA(c;,P) cGECPeA (c;,P)

IN

€,
(106)
which establishes the continuity of ¢/(w, P) L.

Now, let w* € Q denote the optimal solution of problem (I3). Suppose, for contradiction, that
there exists h € [D] such that w;; = 0. Then, one can construct an alternative problem instance
P € A'(P) such that min,, cc I'(wj, ¢;, P) = 0. This contradicts the optimality of w* because we
can always choose a feasible uniform sampling rule & € Q with @;, = 1/D,Vh € [D], which yields
min., ec I'(wj;, ¢j, P) > 0. Hence, it must hold that w}; > 0 for all h € [D].
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Lemma 5. The duality-based decomposition algorithm is 6-PAC.
Proof. The stopping rule of the duality-based decomposition algorithm is
7 = inf {t e N:tUPt),w(t) ™! > p(t,é)}, (107)

where U(P(t),w(t))"" = ming, ec [%(w(t), cj, P(t)). To establish the §-PAC property of the
duality-based decomposition algorithm, we must show that

P<T < 00,3c; € C,Ig(cj;q_) #* :L'i*(cj)) <. (108)
We begin by noting that
P(T < 00, HCj eC, l‘g(cj;T) 75 ,’El*(c7))
<P

3t € N,3e; € Comy,r) 7 Tir(ey) tZ/l(ﬁ(t),wt)*l > p(t,§)>

P

7 N N

3t €N, 3e; € Comy i1y # Ti=(c;), . inf tH(we, P(t),P)"L > p(t,5)>
PeA (P(t))

<IP’(EIt e N, tH(w, P(t), P) " > p(t, 5))
P30 € N, T Naa(Fleni ). 1)) + d(Glit) gen)) = o(t.0) )
he[D]
<y ([h;)]zvhd i), £ >>>1pt6}u[he§[;)zvh <h>>>;p<t,6>]>
gi ([h;]zvh (30,2 > o(0.0)] ) + Z ([hz[g Nd(Gon; ,<zh>>:0§)p<t,5>])

According to Proposition 12 of (Garivier & Kaufmann|(2016), we have

2 D
({ > Nud(F(znst 7f(2h))>;f0(t75)]> 9‘*“"”(‘%) P (110)
he[D]

Similarly, an identical bound holds for the second term

B[ 3 Nud(Glenit).9(n) > 2plt.5)] ) ar
( 2l

Thus, if we choose p(t,d) = log(Ct*/J), and let C' be a constant such that

_1 p(t,0)%logt 1)
27(8,9) D+l < — 112
Ze ( 4D ) =9 (112)

then both infinite series are bounded above by §/2, leading to the final result:

IP(T < 00,3c; € C,.Z‘%(Cj;,r) #* xi*(cj)) < 4. (113)
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The convergence analysis of the duality-based decomposition algorithm relies on a line search pro-
cedure to determine the step size. For completeness, we include the canonical line search algorithm
along with its associated theoretical results.

Algorithm 3: Line Search Algorithm

Input: Descent direction d, maximum feasible step size s"***, the current feasible solution A,
problem instance P, parameter «« and v € (0, 1).

Set s = s™*

while Q(\ + sd, P) > Q(\,P) + asVO(A\, P) " d do
L 5 Vs

return the step size s.

Lemma 6 (Proposition 4.1 in [Lin et al.| (2009)). Define a subsequence T C {1,2...} such that
the line search algorithm is invoked at time steps t € T. Let {\(t) }+c7 denote the corresponding
sequence of solutions, and let {d(t)}+cT denote the associated descent directions. Then, the line
search algorithm terminates in a finite number of iterations, producing a step size s(t) that satisfies

QA(t— 1) + s(t)d(t), P(t)) < QA(t), P(t)) + as(t) VQ(A(t — 1), P(t)) Td(t).  (114)

Furthermore, suppose that lim;_, o \(t) = )\, and

Jim QA(t —1),P) — QA(t — 1) + s(t)d(t), P) = 0. (115)
Then, it follows that
Jim s™ TV QA — 1),P)"d(t) = 0. (116)

Lemma 7 (Lemma 17 in Garivier & Kaufmann|(2016)). Consider the following sampling rule

B _ Jarg min,, 5, Nn(t) if B #0 117
h(t+1) argmin,, c z Np(t) — tyn(P(t)) otherwise

where B, = {z, € Z : Ny(t) < /t — D/2}. Then, for every design point z, € Z, we have
Nu(t) > (vt — D/2)y — 1. Furthermore, for any € > 0 and to > 0 such that

sup max |y, (P(t)) — w;‘L(P)’ <€, (118)
t>to h€[D]
there exists t1 > 0 such that
Np(t
sup max wlt) _ Wi (P)‘ <3(D - 1)e. (119)
t>tq he[D] t )

The following lemma establishes the convergence of the gradient descent procedure in Algorithm[2]
The analysis follows the proof of Proposition 6.1 in|Lin et al.| (2009) and Theorem 5 in|[Zhou et al.
(2024).

Lemma 8. Let {\(t)} be the sequence generated by the duality-based algorithm. Then every limit
point of this sequence is a stationary point of the dual optimization problem (I4).

Proof. According to Lemma [/ the sampling rule of the duality-based decomposition algorithm
guarantees that

Nu(t) > (Vt—D/2); — 1. (120)

This lower bound implies that the number of samples allocated to each design point grows un-
bounded as ¢ — oo. Consequently, by the strong law of large numbers, the estimators converge
almost surely:

6(t) — 6, 5(t) — B and P(t) —» P (121)
As aresult, the estimated best arm T3 (o, 1) CONVErges almost surely to the true best arm z;« (., for all

c; € C almost surely. This establishes the consistency of the proposed duality-based decomposition
algorithm.
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We now establish useful continuity properties of the objective function Q(A,P) and its gradient
VQ(A, P). Recall that

-y > Nijxnl(wi e, P), (122)
he[D] \ i€[K], jE[M]
and for ¢ € [K], j € [M],
VO P)ij=— Y xu (@i ¢, P) : (123)

he([D] 2\/Zie[K], je[M] AijXn(2i; ¢, P)

It is straightforward to verify that Q(X, P) is continuous in A. We now show that it is also continuous
in P. Since P(t)) — P and by definition of x4 (z;, ¢;), for sufficiently large ¢, we have

xn (@i ¢, P) = xu(@i, ¢, P(E)] < LIP = P(1)oc (124)

for some constant L > 0. Then,

[Q(\,P) — QA P(1))

Z Z XijXn(xi ¢, P) — Z Z Nijxn (@i, ¢, P(t))

he[D] | i€[K], je[M] he[D] \ i€[K], je[M]
< Z Z Aijxn (@i, ¢j, P) — Z )\inh(Iiycj;ﬁ(t))‘
he[D] 'Y ic[K], je[M] ielK], je[M]

ZLE[KL]E[M] >‘1]|Xh(1'27 C],'P) - Xh(xia Cj» ﬁ(t))‘
hG[D \/Zze K], je[M UXh(I“C]’ )+ \/Zze [K],je[M] )‘WXh(I“C]vP(t))

<y ¥ \Xh(ifiacjﬂ’) — xn(@i ¢, P(1)))]

(125)

7h€[D li€[K], je[M] Xh(xivcjvp) + Xh(xiacjvﬁ(t))

DKML
P(t) — Plloo
e OB
£CYP() - Pl

where Cy = min;e[x], je[my,he[p] infe Xn (74, ¢, P(t)) > 0 is some constant and we define C =
DEKML/+/Cy.

We next show that VQ(), P(t)) is continuous in . Following the approach of Theorem 5 in|[Zhou
et al.[|(2024), it holds that

lim inf > X(Oxa(wi e, P(t) > 0,Vi € [K],j € [M], h € [D]. (126)
i€[K],je[M]
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Let Cpnin > 0 be a lower bound for 3=, c e sem) Nij (1) xn (i, ¢, P(t)) for all i € [K],j €
[M], h € [D] for sufficiently large ¢. Then,

quxﬁwmfﬂvqxﬁwmj

Xh(mi,cj,ﬁ(t)) . Xh(l'i,Cj,ﬁ(t)) ’
€[D] 2\/21‘6 (K.ge g NigXn (@i ¢, P() helD) 2\/Zie[K],je[M] Xixn (i, ¢, P(L))
Z Xh xuc]? ’ 1 1 ’
he[D] \/ZzG[K] je[M] AijXn (i, CJ7 \/Zze l,j€lM ngh(xia 5> 75(15))
3 ugAmmm@ﬁmﬁ
he[D] 4Cmm i€[K], je[M]
DKMC?
SingX — Moo
min
2C[IA" = Moo

(127)
where C; = maxie(u).je(K].helD] SUP; Xn(xi,cj, P(t)) > 0 is some constant and we define C' =

DKMC2/AC?
Finally, we show that VO(A, P) is continuous with respect to P. We consider

min*

quxﬁmmj[vqum

_ Xn (@i, ¢, P(1)) _ Xn(zi; ¢j, P) ‘
he[D] 2\/Zie[K],je[M] Aijxn (@i, ¢j, 75@)) he[D] 2\/Ei€[K],j€[M] Aijxn(Tis cj,P)

< Xn (@i cj, P(t)) 3 Xn (@i ¢j, P) ‘

- he[D] 2\/Zie[K],je[M] AigXn(Ti; ¢y 75(75)) 2\/Zie[K],je[M] Aijxn (i, ¢j, P)

Z 1 ‘ Xn (i, cjvﬁ(t))\/Zie[K],je[]\l] Aijxn(Ti, ¢j, P) — Xn(@i, Cj,P)\/Zie[K],je[M] Ainh(xivcjvﬁ(t)) ‘
= § =
\/Zie[K],je[M] AijXn (@i cj, P(t))\/zie[K],je[M] AijXn(@i, ¢j, P)

he[D]
< C Xn(i, ¢, P(1)) Z Xigxn (@i, ¢, P) = xn(@i, ¢, P(L) Z Xigxn (@i, ¢, P(E))|
hep) “Tmn i€[K], j€[M) i€[K], j€[M]
+ Xh(xiacjaﬁ(t)) Z )\inh(xiaCjaﬁ(t)) — Xn(®i, ¢, P) Z Ainh(xivcjaﬁ(t))‘
€lK], je[M i€[K], jE[M]
= Z 20 [Xh (i, ¢, P ‘ AijXn(2i, ¢, P) — Z Ainh(iUi,Cj,ﬁ(t))‘
he[p] <™ ze[K JE[M] i€[K], je[M]
+ Z Xijxn (@i ¢, P(8)) [xn (i, ¢, P(F)) — xh(xi,cj,P)H
€[K], je[M]
SQC —(C1C +V/CLL)|[P(t) — Pl

(128)

Define a subsequence 7 C {1,2...} such that the line search algorithm is invoked at time step
t € T. Let A be a limit point of the sequence {A(t)}. Then, by definition, there exists a subsequence
71 C T such that -

im  A(t—1) = A, (129)

t—o0,teTy
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Since the index pair (m(t),n(t)) € [K] x [M] takes values from a finite set, we can further extract
a subsequence 73 C 77 and a fixed index pair (m,n) € [K] x [M] such that
Amn (t — 1) > 0, D™OmO (Nt — 1)) = D™ (A(t — 1)), Conv(D™™ (X)) = F(N),  (130)
where B _
FA) ={deRM: N d; =0, dy >0,if A;j = 0}. (131)
je[M] i€[K]
denote the set of all feasible directions at ).

We proceed by contradiction. Suppose that A is not a stationary point of the dual optimization
problem . Then, by Lemma there exists a feasible direction d € D™ () such that

VO(\P)'d < 0. (132)

From the previous argument, we know that A\(t — 1) — X as ¢t — oo,t € T5. Therefore, for
sufficiently large ¢t € T3, we have that d € D™™(\(t — 1)), due to the continuity of the reduced

feasible direction set with respect to A\. Moreover, since 75(15) — P almost surely, and VO(A, P) is
continuous in its arguments, it follows that for sufficiently large ¢ € 75,

VOt —1),P(t)"d < 0. (133)

By Proposition A.1 in|Lin et al.| (2009), there exists a constant ¢ > 0 such that, for sufficiently large
t, the maximum step size s"™**(d, A(t — 1)) > c. For simplicity, we denote s™**(d, A\(t — 1)) by
s when no ambiguity arises.

The following analysis is motivated by the proof of Theorem 6 in [Zhou et al.|(2024), aiming to
mitigate the effect of noise and ensure that the objective function is monotone decreasing. Observe
that

1),P) — Q(A(t), P)
=Q(A\(t —1),P) — QA(t — 1), P(t)) + Q(A(t — 1), P(t)) — Q(A(t), P(t))+ (134)
Q(A(t), P(t) — Q(A(t), P)

By the continuity of Q(A,P) in P and the law of the iterated logarithm, we have:

Q(t —1),P) = QA(t — 1), P(1)) + QA(), P(1)) — Q(A(1), P) = O(Vloglogt/t)  (135)
From the definition of the duality-based decomposition algorithm, for ¢ € 75 and sufficiently large
t, it holds that:

s(d(1), At = 1)VQA(E = 1), P(t) Td(t) < s™*(d, At = 1))VQA(t = 1), P(1))Td < 0
(136)

Since the second derivative of Q(\, P(t)) with respect to each Aij is bounded, applying Taylor’s
theorem yields:

QA(t—1)+s(t)d(t), P(t)) < Q(A(t—l)»75(t))+8(t)VQ(/\(t—1),ﬁ(t))Td(t)Jr%Hd(t)H%
137)

Hence, the line search stopping condition is satisfied if
QA 1), P#) + sV~ 1,20 T + "D s

< QA —1),P(t) +as(t)VQA(t —1),P(t) Td

. (a—1)VOA(E—1),P#))Td(t) _ (a—1)W(t)
Letting s(t) < = = )

Now consider two cases: if s™*(d(t), A(t — 1)) < w, then the step size selected is s(t) =
s (d(t), A(t — 1)), and

QA(t — 1), P(t)) — QA(1), P(t)) = —as™™(d(t), A(t — 1))W(t). (139)

ensures the stopping condition is satisfied.
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_ (a=1)W(1)
c

Otherwise, the algorithm chooses s(t) , resulting in

- av(l — Ev)W(t)2.

QA(t—1),P(t) — Q(A(t), P(t) > = (140)

Therefore, we have that

QA(t —1),P(t)) — QA(t), P(t)) > min{ — as™(d(t), A(t — 1))W(t), Ow(l_g)w(t)}
(141)
By the definition of Algorithm 2]

QN ~ 1), P(1) ~ 01 P(0) = 0y 5L, (142)

Combining this with the earlier bound on the noise error gives:

Q(A(t—1),P) — Q(\(),P) > O(\/logltogt) + (2(\/@) >0, (143)

which establishes that the objective function is monotone decreasing for sufficiently large ¢.
Moreover, note that Q(A(t — 1), P) is bounded below since, for any feasible A,

Q()\,P) - — Z Z )\inh(LCZ‘,Cj) Z — Z Z Xh((Ei,Cj). (144)

he[D] \ i€[K], je[M] he[D] \ i€[K], jE[M]

Then the sequence { Q(A(t — 1), P)} will converge to a finite value. By continuity of Q(A, P) in A,
we have:

which means

lim  QA(t—1),P)— QA — 1)+ s(t)d(t),P) = 0. (146)

t—00,tET2

From Lemmal6} it follows that:

Jim ™ (d(t), At — 1)) VQ(A(t 1),P) d(t) =0, (147)

(o)
which yields - -
VOMP) d=0 (148)

contradicting the assumed condition in (132). Hence, A must be a stationary point of the dual
problem (T4). O

We are now ready to establish the sample complexity upper bound stated in Theorem[3] Our analysis
builds on the framework proposed by |(Garivier & Kaufmann|(2016), which has been widely adopted
in the BAI literature (Juneja & Krishnasamy, 2019; Wang et al., 2021)).

Proof. We begin by defining the following clean event:

&= { max Nau(t)
he[D]

t
By Lemma [8] every limit point of the sequence {A(t)}, generated by the algorithm, is a stationary
point of the dual problem (T4).

- w;;(P)‘ —0,P(t) — 73}. (149)

Moreover, by Lemma , strong duality holds. Hence, we can recover a solution sequence 7(75(16))
to the primal problem (13) via (16), and every limit point of {~(7(t))} is an optimal solution to the

primal problem. That is, for any € > 0, there exists ¢, > 0 such that:
W(P(1)) — wi(P)| < e (150)

sup max
t>to h€([D]
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Furthermore, by Lemma there exists t; > 0 such that
Ni(t)

sup max ;

t>t, h€[D]

- w,’i(P)‘ <3(D —1)e. (151)

In addition, since Ny, (t) > (v/t—D/2), —1, the strong law of large numbers implies that P(t) — P
almost surely. Therefore, we conclude: P(£) = 1.

Condition on the clean event £, by Lemma E], the function I'*(w, ¢;, P) is continuous in both w and
‘P. Thus, for any € > 0, there exists ¢y > 0 such that for all ¢ > %,

UP(),w) ' > (1 — U(P,w* (P) " (152)

Since p(t,d) = log(cTtu) = o(t), there exists t; > 0 such that for all ¢ > ¢;, we have
p(t,8) <log(1/8) + e (P,w*(P))'t. (153)

Then, the stopping time 7 satisfies:
7 = inf {t eN:tUP®E),w(t) > p(t,é)}
= to+t1 + inf {t e N:tUP(t),w(t) ™ > log(1/0) + eumﬁ(t),w(t))lt}
=to+t1 + inf {t eN:t(1 - eU(P,w*(P)) "' > log(1/d) + eu(ﬁ(t),w(t))lt} (154)
=ty + 11 + inf {t eN:t(1—20UP,w*(P))"! > 1og(1/5)}

gy U (P log(1/8)

1—2¢

Therefore,

. T U(P,w*(P))

1 155

P log(1/0) = 1-2¢ (159
and letting ¢ — 0, we obtain

-
Pl li — < UYU*(P) ) =1. 156
(1w iy <) (156

Next, we establish an upper bound on E[r]. By Lemmal4] the function ¢(w,P)~! is continuous in

both w and P. Therefore, for any ¢ > 0, there exists £; (¢) > 0 such that for all P(t), w, satisfying
IP(t) = Plloe < &1(6),  Jlwr =" (P)lle < &ie), (157)

we have A
Ulwe, P() 7! 2 (1= U(w* (P), P) 7" (158)

Since the sequence y(P(t)) converges to a stationary point w*(P) of the primal optimization prob-
lem, there exists £2(€e) > 0 such that for any P(t) with

[P(t) = Plloo < &a(e), (159)
we have 640
. . 1(e
[V (P()) = w*(P)lloo < 3D-1) (160)
Define £(¢) = min{&; (¢), ()}, define the event
T
&r=[) {IIP(t) = Pllo <&()}. (161)
t=T1/4
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Let e; = 5 D( )1) , then by Lemma | there exists a constant 7'(e; ) such that for all T > T'(¢;), on

the event &7, we have for all t > T1/2,
[we = w*(P)lloc <3(D —1)ex = &u(e).
Therefore, let T > T'(ey), on the event Er, for all V¢ > T/2, we have
Uwe, P) ™ > (1 — eU(w*(P),P)" L.

This leads to the bound:

min(r, T) < T2 + Z (r>1)
t=T1/2

T
<TYV24 )T I(tU(w, P(E) 7 < p(t,0))

t=T1/2
1/2 p(T,6)
= +t;/2 )U(W*(P),P)_l)
<72 4 (T,(S)U(w*(P),P)_

(1—e)

Define

17 () = inf {T eN:TYV2 4 T 6)2/1[(10 6(7))77)) < T}

Then for all ' > max(T'(e1), T7 (9)), it holds that Ep C (7 < T).

Thus, we obtain:

i P(r>T)

S T(El) + Tl*((S) +

M8

P(r>T)

~
[}

NE

= T(El) + Tl*((S) +

~
Il
-

< T(er) +T7(0) + P(ET)

NE

!
l

By Lemma 18 of |Garivier & Kaufmann|(2016)), we know

Uw*(P), P)

Ty () =

(O(log(1/4)) + O(loglog(1/4)))

To upper bound Y, P(E5), observe:

(P(ST)P(T > TIr) + B(ES)B(r > T|5%>)

(162)

(163)

(164)

(165)

(166)

(167)

(168)
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Since we have

t
< Z P(F,(z) < f(zn) — &(€))
s=vi-D (169)
t
< o(—5d(f(2n)—€(€), f (1))
s:ﬂ—D
1 ~(Vi=D)d(f (1) ~€(€).f (zn)

S UG DTG ©
where Fj(zp,) denotes the empirical mean of the first s samples. Similarly, we can also show that

_ 1
. _ —(VE=D)d(f(zn)+E(€),f(2n))
P(F(zn;t) > f(zn) —&(€)) < TG TEO T " w) o (170)

By choosing
C = min min(d(f(zn) — &(€), f(2n)),d(f(2n) +&(€), f(2n)),

he[D] (171)
d(g(zn) — &(€), 9(zn)), d(g(zn) + &(€), 9(2n))),
and Dd(f(zn)—£(€),f (zn)) Dd(f(zn)+&(€),f(2n))
zn)—¢&€),f(zn J(Zhn €),J(Zn
B _ Z e - + e
1 — ed(f(zn)—8(e).f(2n)) 1 — ed(f(zn)+E(€),f(2n))
he[D] (172)
D(g(z1)—€(e).9(2n)) DA(g(z1)+E(e).g(zn))
T ol —E@aGn) T T edlaGm e aen) )
Therefore,
T
P(EF) < B Y exp(-CVt) < BT exp(—CT"/®), (173)
t=T1/4
and therefore Y7 P(£%) < co. Finally, this leads to the conclusion:
[7] 1 .
lim su < UW*(P),P). (174)
b0 log(1/0) ~ T—e (P P)
Letting e — 0 completes the proof. O

A.12 COMPUTATIONAL COMPLEXITY

Since the main difference between Algorithm [I](TS) and the proposed Algorithm (DSR) lies in how
the empirical optimal sampling ratio is computed, we focus on this step. In TS, assuming gradi-
ent descent is used, evaluating the objective function involves a matrix inversion O(D3), an inner
minimization over K arms and M covariates O(M K'), and gradient computation O(D), leading
to a total per-iteration complexity of O (%(D3 + MK + D)), where e denotes the allowed error
precision for the optimization problem. In DSR, only one gradient step is performed per iteration.
The matrix inversion involved in the dual objective function is done once and reused, while each
iteration involves objective evaluation and descent direction computation O(M K') and line search
O(log(1/€")) for precision €', resulting in a total per-iteration complexity of O(M K + log(1/€')).

A.13 NUMERICAL EXPERIMENT

This subsection provides the detailed parameter settings and pseudo-code for the benchmark algo-
rithms used in the numerical experiments.

DSR. Algorithm {4 outlines the complete pseudo-code for the proposed duality-based decompo-
sition algorithm. The overall framework follows the structure of the Track-and-Stop algorithm,
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with the key difference being that the sampling ratio (P(t)) is computed using Algorithm
In our implementation, we adopt a heuristic step size of s(¢) = 0.01 and a threshold parameter
p(t,0) = log(log(t) + 1)/4, the latter of which is commonly used in the best arm identification
(BAI) literature (Garivier & Kaufmann, [2016; Wang et al., 2021)).

Algorithm 4: Duality-based Decomposition Algorithm (DSR)
1 Input: Covariate set C, arm set X', design point set Z, confidence level 6, A(0) = 1/K M.
» Initialization: Sample each design point z;, € Z ng times.
3 Set ¢ < noD and update Ny, (t), wn (), P(t), Aw(t)).
4 while tH(P(t),w(t))"! < p(t,6) do
s | if By # () then
6 | Zn(t41) = argmin,, ¢, Nu(t)
7 else
s L Y(P(t)) + Algorithm 2 (C, X, Z, ko, n, P(t), 0(t), B(t), A(t — 1))

Zp(e+1) = argmin,, ¢z Np(t) — tya(P(t))

10 Sample the design point zj,;1) and obtain the observation Z; ;.

u | Sett<t+1,and update Ny(t), wn(t), P(t), Alw(t)).

12 return For each covariate ¢; € C, recommend the estimated best arm:
Tj(e;5r) = ATEMAX, ¢y O() T p(xi,¢;5) st B(r)Tp(as,¢5) <b

9

USR. Algorithm 5| presents the pseudo-code for the USR algorithm. At each time step ¢, it samples
all design points uniformly, without incorporating any information from the arms.

Algorithm 5: USR Algorithm

1 Input: Covariate set C, arm set X', design point set Z, confidence level .
2 while tH(P(t),w(t))"! < p(t,6) do

3 Zh(t4+1) = argmin,, ¢ = Ny(t)

4 Sample the design point zj,;41) and obtain the observation Z; ;.

s | Sett <« t-+1,andupdate Ny (t), wp(t), P(t), A(w(t)).

¢ return For each covariate c; € C, recommend the estimated best arm:

x%(c]';-r) = arg max;ciEX é(T)T¢(xiacj) s.t. B(T)T¢(xiacj) S b

Algorithm [6] presents the pseudo-code for the BCSR, GOSR, and GFSR algorithms. All three algo-
rithms employ a score-based approach to determine the sampling rule, with the key distinction being
how each algorithm defines its respective score.

BCSR. This algorithm is inspired by the state-of-the-art Best Challenger algorithm proposed
by |Garivier & Kaufmann| (2016). It relies solely on the optimality information of each arm. For
each design point, the score at time step ¢ is defined as:

(f(zh; t) — f(x%(cj;t)a ¢))?
op /Nn(t) ’

Sh(P(t),w(t)) = (175)

where ;. ) = argmax, cy 0(t)T p(a, c;) denotes the estimated best arm under covariate c;.
This score captures a trade-off between the estimated optimality gap and the sampling variance.

If the design point corresponds to the estimated best arm, then its score is defined as:

Sh(P(t),w(t)) = Lo i S(P(t),w(t)). (176)
Zh Ti(ej5t)CI

meaning the best arm is assigned the minimum score. The algorithm then randomly selects among
arms with the lowest score for sampling.
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Algorithm 6: BCSR/GOSR/GFSR Algorithm

Input: Covariate set C, arm set X', design point set Z, confidence level 4.
Initialization: Sample each design point z;, € Z ng times.

Set t + noD and update Ny, (t), wp (t), P(t), A(w(t)).
while tH(P(t),w(t)) ! < p(t,d) do
if B; # () then
| Zn+1) = argmin,, o5 Na(t)
else
L Zh(t41) = argmin,, ¢ z Sh(ﬁ(t), w(t))
Sample the design point zj,; 1) and obtain the observation Z; ;.
| Sett < t+ 1, and update Ny (), wn(?), P(t), Aw(t)).
return For each covariate ¢; € C, recommend the estimated best arm:
Tj(e5r) = ALGMAX, ¢y 0(r)Td(xi,c;) st BT T b, ei) <b

GOSR. This algorithm is motivated by the surrogate optimization problem (13)) and relies solely on
optimality information. For each covariate ¢; € C, the estimated best arm is defined as z;, ) =

argmax, cy 0(7) T (s, ¢;). For each design point, the score at time step ¢ is defined as

(f(zn3t) — f(xi(cj;t)a Cj))2

Sh(P(t), =
n(P(t), w(t)) ||¢(xi*(cj)70j)_¢('riﬂcj)”i(w)_l

, 177)

Similarly, the score for the estimated best arm is defined according to (I76).

GFSR. The general algorithmic framework of GFSR is identical to that of GOSR, with the key dis-
tinction that GFSR relies solely on feasibility information to determine the sampling rule. Specifi-
cally, the score for each design point at time step ¢ is defined as

(9(zn3t) — g(xz(cj;t)v cj))?

Sp(P(t),w(t)) = llp(z; Cj)“?\( )~

; (178)

where the score quantifies the deviation in feasibility performance. The score for the estimated best
arm is defined in the same way as in (176)).

Comparison with Frank-Wolfe Sampling (Wang et al., 2021). (Wang et al. (2021)) propose a
general framework for pure exploration via Frank—Wolfe. However, our constrained setting with
covariate selection leads to a more complex sample complexity bound, making their algorithm un-
suitable for our problem. First, the presence of constraints complicates the gradient computation
in Proposition 1 of Wang et al.| (2021). The gradient calculation depends on the most confusing
alternative instance. When constraints are considered, the alternative problem instance set A(P)
becomes more complex, as it depends on both the optimality and feasibility of the arms. We need
to classify arms into four subclasses and construct the alternative instance for each class differently.
For infeasible arms with worse performance, the alternative instance is particularly complex, as it
depends simultaneously on both the objective and the constraint performance measures. Second,
the covariate selection setting makes the Frank—Wolfe update, which involves solving a game, more
complicated. [Wang et al.| (2021) handle non-smooth objectives via the r-subdifferential subspace.
In our setting, covariate selection introduces an additional layer of optimization over all possible
covariates in the sample complexity lower bound. This increases the number of non-smooth points
in the overall objective, making the Frank-Wolfe update, which solves the game over a simplex and
the convex hull of the gradient vectors, more time-consuming.

We also compare the numerical performance of the proposed DSR with Frank-Wolfe Sampling
(FWS) on the same problem used in the numerical experiment. Each algorithm is run for 3000
iterations, and we report the total running time and the empirical PCI over 30 independent macro
replications. The results show that DSR completes in 56 seconds, whereas FWS takes 917 seconds,
which is approximately 16 times longer than DSR. Moreover, Figure 3] shows that DSR achieves a
PCI exceeding 0.9, while the PCI of FWS is below 0.8. Therefore, DSR also demonstrates superior
empirical performance compared with FWS.
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Figure 3: Comparison of empirical PCI

Table 1: Sample complexity comparison of various algorithms under different gaps

Method Mean (0.2) Lower Upper Mean(0.3) Lower Upper

USR 12786.50 9756.38 15816.62 12313.53 9405.00 15222.06
DSR 5282.73 4023.10 654237  4100.33 2969.65 5231.01
GOSR 21274.73 1477271  27776.76  8861.53 7200.30  10522.77
GFSR 6537.10 5241.774 783246  6526.23 5312.21 7740.25
BCSR 16936.70 12649.17 21224.23  7825.07 6505.59 9144.54

Parameter setting. The experimental setup is inspired by the numerical example in [Soare et al.
(2014). There are two covariates, C = {cy, ca}, four arms, X = {z1,...,24}, and one constraint.
The threshold parameter b in the constraint of problem (T is set to b = 0.5. The dimension of the
unknown parameter vectors 6 and 3 is D = 7. Specifically, § = [1.0,0.0,0.0,0.0,1.0,1.2,0.0] T,
and 3 = [0.45,0.0,0.0,0.0,0.6,0.8] ". Let ¢; € RP denote the /th standard basic vector, with the
lth element equal to one and all other elements zero. The feature vectors of the arm-covariate
pairs are defined as ¢(x1,¢1) = e1,d(za,c1) = ea,...,d(x3,c2) = e7, and P(xyg,c2) =
[cos(0.4),sin(0.4),0,...,0]". The design point set is Z = {(z1,¢1), (z2,¢1),-- ., (T3,c2)} with
|Z| = 7, meaning that the design points correspond to the standard basis vectors in R”. The vari-
ance of each arm-covariate pair is independently drawn from a uniform distribution over [0.5, 1.0].
For computational convenience during implementation, we use a heuristic step size s(¢) = 0.01 and
a threshold parameter p(t, ) = log(log(t) + 1)/, the latter of which is also employed in the BAI
literature (Garivier & Kaufmann, [2016; Wang et al., 2021).

Robustness evaluation. We report additional sample complexity results for small (A = 0.2) and
large (A = 0.3) feasibility and optimality gaps to assess the robustness of the proposed algorithm
across different problem instances. Table[T|summarizes the sample complexity of various algorithms
at a confidence level of § = 0.1, with “lower” and “upper” indicating the 90% confidence interval
bounds. Our proposed Algorithm DSR consistently outperforms other methods, and larger gaps
correspond to lower sample complexity.

We also evaluate the algorithm’s performance when the Gaussian noise assumption is violated. In
this example, the problem setting remains the same, but the noise follows a standard ¢-distribution
with 3 degrees of freedom, scaled by 0.1. Figure[d] presents the empirical sample complexity of the
algorithms based on 30 macro-replications. The proposed DSR method continues to outperform the
other benchmarks.

Effect of covariate selection rule. We examine the importance of covariate selection by comparing
the sample complexity of DSR under different covariate selection rules. Specifically, we consider
four rules: (1) OPT: active covariate selection according to the optimal sampling ratio; (2) Uniform:
covariates are passively sampled from a uniform distribution; (3) Covariate 1: the two covariates
are sampled with probabilities 0.8 and 0.2, respectively; (4) Covariate 2: the two covariates are
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Figure 5: Sample complexity of DSR under different covariate selection rules

sampled with probabilities 0.2 and 0.8, respectively. Conditional on the covariate, the arm is sam-
pled according to the optimal sampling ratio. To control the computation time, we set a maximum
iteration limit of 40000, the algorithm terminates once the total number of samples reaches this
threshold. Figure [3] presents the empirical sample complexity based on 100 independent macro-
replications of DSR under the four covariate selection rules. The results indicate that optimal active
covariate selection plays a crucial role in reducing sample complexity.

Initial design points in Z. Figure[6|compares the sample complexity of DSR using three groups of
different initial design points Z in the current numerical example. The result shows that, although
different initial design points do lead to variations in sample complexity, the differences are not
substantial. This indicates that DSR is relatively robust to the choice of initial design points.

Problem scale and noise level. We compare the sample complexity under different problem scales
and noise levels. To control computation time, we impose a maximum iteration limit of 80000, and
the algorithm terminates once the total number of samples reaches this threshold. Figure [7]reports
the empirical sample complexity based on 30 independent macro-replications. As the problem size
and noise level increase, the total number of samples required by all algorithms also increases.
However, DSR consistently outperforms the other benchmarks.

Experiments compute resources.The numerical experiments were conducted on a Windows ma-
chine equipped with an Intel® Xeon® Silver 4210R CPU @ 2.40GHz. Running the algorithm for
100 replications took less than 1 hour.

A.14 PERSONALIZED TREATMENT FOR DIABETES MANAGEMENT

Diabetes mellitus (DM) affects over 500 million people globally (World Health Organization), with
type 2 diabetes (T2D) comprising 90-95% of cases. Managing T2D is complex, with treatment op-
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Table 2: Comparison of Methods with different confidence level §

Method Mean (0.1) Lower Upper Mean (0.2) Lower Upper

USR 38661.00 30180.15 47141.85 25130.70 19243.79  31017.61
DSR 13127.07 10211.51 16042.62 11114.93 8236.33 13993.54
GOSR 16892.83 13055.05 20730.62 13779.97 10091.68 17468.25
GFSR 51852.90 41498.39  62207.41 49358.80 37399.20 61318.40
BCSR 17004.70 12753.25 21256.15 13786.23 9995.75 17576.71

tions ranging from lifestyle modifications to various pharmacological therapies such as Metformin,
each with differing efficacy and side effect profiles depending on individual patient characteristics
(covariates). Therefore, it is important to identify the most suitable treatment plan tailored to each
patient’s specific characteristics.

We model this as a constrained linear BAI problem with covariate selection. Based on ADA/EASD
clinical guidelines, we consider four drug classes—Metformin, Sulfonylureas, SGLT2 inhibitors,
and GLP-1 receptor agonists—each with distinct benefits and risks. For example, Metformin im-
proves insulin sensitivity and is generally well-tolerated; however, it is contraindicated in patients
with severe renal impairment.

Patient covariates include HbAlc, BMI, and cardiovascular risk. Drug features include dose, fre-
quency, hypoglycemia risk, and renal adjustment threshold. The goal is to identify the treatment
that maximizes glycemic improvement while maintaining adverse effects below a risk threshold for
each patient.

Table 2] compares the sample complexity of various algorithms in a setting with 2 patients, 7-
dimensional features (D = 7), and confidence levels 6 = 0.1 and 4 = 0.2. Our algorithm DSR,
which balances feasibility and optimality, consistently achieves the lowest sample complexity.
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