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Abstract

Recent advances in natural language process-001
ing (NLP) have significantly raised expecta-002
tions for generative models to produce coher-003
ent text across diverse languages varieties. In004
the particular case of the Portuguese language,005
a predominance of Brazilian Portuguese cor-006
pora online induces linguistics traces on those007
models, limiting its adoption outside Brazil. To008
address this gap and promote the creation of Eu-009
ropean Portuguese resources, we developed a010
cross-domain language variety identifier (LVI)011
to discriminate between European and Brazil-012
ian Portuguese. The findings of the literature013
review process motivated us to compile PtBr-014
VarId, a cross-domain LVI corpus, and to study015
how transformer-based LVI classifiers can be016
optimised to perform in a cross-domain sce-017
nario. Our most effective model, a PtBrVarId018
fine-tuned version of BERT, sets a new state-of-019
the-art result of 0.84 F1-Score on the DSL-TL020
corpus, the LVI reference benchmark. This021
result was obtained while maintaining state-of-022
the-art (SOTA) results (above 0.90 F1-Score)023
in the cross-domain scenario. Although this re-024
search is focused on two Portuguese varieties,025
its ideas can be extended to other varieties and026
languages. We open-source the code, corpus,027
and models to foster further research in this028
task.029

1 Introduction030

Discriminating between varieties of a given lan-031

guage is an important NLP task (Joshi et al., 2024).032

Over time, populations sharing a common lan-033

guage can evolve distinctive speech traits due to034

geographical and cultural factors, including migra-035

tion and the influence of other languages (Raposo036

et al., 2021). Recently, this importance became037

even more pronounced with the advent of variety-038

specific large language models, where variety dis-039

crimination plays a pivotal role (Rodrigues et al.,040

2023). Be it on the pretraining, fine-tuning, or eval-041

uation phase, having a highly effective system to042

discriminate between varieties reduces the amount 043

of human supervision required, accelerating the 044

production of curated mono-variety datasets (Öh- 045

man et al., 2023). However, developing such a 046

system presents considerable challenges. Classi- 047

fiers frequently struggle to identify linguistically 048

relevant features, showing a tendency to be biased 049

towards non-linguistic factors, such as named en- 050

tities and thematic content (Diwersy et al., 2014). 051

Consequently, these classifiers exhibit limited trans- 052

fer capabilities to domains not represented in the 053

training set, significantly restricting their utility in 054

multi-domain applications (Sharoff et al., 2010; Lui 055

and Baldwin, 2011). 056

A language where variety identification is par- 057

ticularly challenging is Portuguese. It is spoken 058

by over 200 million people worldwide and serves 059

as the official language of eight nations across five 060

continents, each one with its one variety. How- 061

ever, 88% of Portuguese speakers are Brazilian citi- 062

zens, making most of the resources labelled as Por- 063

tuguese being dominated by this variety. Another 064

important characteristic of Portuguese is that, un- 065

like languages where differences are predominantly 066

phonological, such as those in the North Germanic 067

family1, the widespread dispersion of Portuguese 068

has fostered considerable phonological, morpho- 069

logical, lexical, syntactic, and semantic variations 070

among Portuguese varieties (Scherre and Duarte, 071

2016; Kato and Martins, 2016; Brito and Lopes, 072

2016; Silva, 2013). In LLM development, for ex- 073

ample, this variety divergence has practical impli- 074

cations; models trained on Brazilian Portuguese 075

generate texts that are markedly distinct from those 076

trained on other Portuguese varieties (Rodrigues 077

et al., 2023). This fact restrains the adoption of 078

these models outside of Brazil in domains where 079

formal non-Brazilian text is required. For example, 080

legal and medical applications. This underscores 081

the practical importance of developing effective 082
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LVI systems that can be deployed into production083

and, consequently, to democratize the access to084

effective LLMs in lower resourced varieties.085

In this study, we describe the development of086

a cross-domain LVI classifier that discriminates087

between Brazilian and European Portuguese. To088

accomplish that, we start with a comprehensive089

listing of Portuguese LVI resources. The lack of090

multi-domain corpora motivated us to compile one.091

Our multi-domain corpus contains more than 200M092

silver-labelled tokens. Additionally, a small set of093

25k tokens was manually annotated by three lin-094

guists to measure the quality of the silver-labelling095

scheme. The model development began with an096

evaluation of the cross-domain capabilities of vari-097

ous LVI architectures. Then, we studied the impact098

of masking the named entities and thematic con-099

tent embedded in the training corpus by replacing100

it by its NER/part-of-speech categories, in a pro-101

cess named delexicalization (Lui et al., 2014). We102

tested different delexicalization probabilities dur-103

ing the hyperparameter tuning process to find the104

one that optimizes LVI cross-domain effectiveness.105

To summarise, the contributions of this work are106

the following:107

1. We introduce a novel multi-domain silver-108

labelled LVI corpus for Brazilian and Eu-109

ropean Portuguese, compiled from datasets110

originally designed for a broad range of NLP111

tasks;112

2. We present a comprehensive evaluation of113

SOTA LVI models across six domains, assess-114

ing their effectiveness and identifying areas115

for improvement, shedding light on the adapt-116

ability and effectiveness of existing models117

when applied to different domains;118

3. We study the impact of different levels of119

delexicalization on the overall effectiveness120

of LVI models.121

4. We open-source2 the code used to develop this122

research along with the most effective models123

and a demo3 that exploits the explainability124

technique LIME (Ribeiro et al., 2016).125

2 Related Work126

The VarDial workshop4 compiles many of the re-127

cent studies developed in the LVI task. In the128

2
https://shorturl.at/npBIO

3
https://shorturl.at/inN36

4
https://aclanthology.org/venues/vardial/

following subsections, we list these and other re- 129

sources that include, to some extent, Portuguese 130

LVI resources. 131

2.1 Corpora 132

Despite the numerous works developed in the LVI 133

task, the first gold-labelled dataset that includes 134

Portuguese corpora, the DSL-TL corpus (Zampieri 135

et al., 2023), was only introduced in 2023. Prior to 136

the release of this dataset, the training, and evalua- 137

tion process was often performed in silver-labelled 138

data, collected using domain-specific heuristics. 139

For instance, in the journalistic domain, it is com- 140

mon to assume the language variety of a document 141

based on the newspaper origin’s; Brazilian newspa- 142

pers’ articles are assigned a Brazilian Portuguese 143

label, while Portuguese ones are assigned a Euro- 144

pean Portuguese label (Da Silva and Lopes, 2006; 145

Zampieri and Gebre, 2012; Tan et al., 2014). In 146

the social media domain, a similar approach is fre- 147

quently used. (Castro et al., 2016) used geographic 148

metadata collected by Twitter/X to assign a lan- 149

guage variety to each document based on author’s 150

localization. 151

Many of these Portuguese LVI re- 152

sources (Da Silva and Lopes, 2006; Zampieri 153

and Gebre, 2012; Castro et al., 2016) are no 154

longer available online. This limitation coupled 155

with prior concerns regarding the reliability of 156

evaluation processes founded on silver-labelled 157

corpora (Zampieri and Gebre, 2014) motivated 158

the introduction of DSL-TL (Zampieri et al., 159

2023). This dataset used crowdsourcing to 160

annotate approximately 5k Portuguese documents. 161

It includes not only European and Brazilian 162

Portuguese documents, but also a special “Both 163

or Neither” label to signal those documents with 164

insufficient linguistic marks to be considered part 165

of one of these varieties. 166

2.2 Techniques Used 167

The high efficiency observed in various LID stud- 168

ies, coupled with the similarity to the LVI task, 169

suggested the application of these methods in the 170

context of LVI. In particular, n-gram-based tech- 171

niques (McNamee, 2005; Martins and Silva, 2005; 172

Chew et al., 2009) which had previously revealed 173

SOTA effectiveness in the LID task (↑ 90.0% Accu- 174

racy). Therefore it is not uncommon to observe re- 175

cent studies submitted to VarDial employing these 176

techniques applied to different language varieties: 177

Italian (0.90 F1 Jauhiainen et al., 2022); b) Uralic 178
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(0.94 F1 Bernier-Colborne et al., 2021) or c) Man-179

darin (0.91 F1 Yang and Xiang, 2019), to cite just180

the most recent ones.181

The adoption of transformer-based tech-182

niques (Vaswani et al., 2017) in LVI has not been183

as fast as in other NLP tasks. Recently, some184

works have emerged leveraging mono-lingual185

BERT-based models to fine-tune LVI classifiers186

in Romanian (0.65 F1 Zaharia et al., 2020) and187

French (0.43 F1 Bernier-Colborne et al., 2022). In188

none of these cases; however, transformers were189

capable of outperforming n-gram-based techniques.190

Similar challenges have also been reported for191

different languages using other deep-learning192

techniques: a) Multilingual transformers (Popa193

and S, tefănescu, 2020); b) Feed-forward neural194

networks (Medvedeva et al., 2017; Çöltekin and195

Rama, 2016); c) LSTMs (Guggilla, 2016); d)196

RNNs (Çöltekin et al., 2018).197

In the particular case of Portuguese (Table 1),198

older studies have relied on n-grams-based tech-199

niques to obtain results above 90% accuracy on200

silver-labelled benchmarks. The preliminary re-201

sults obtained in the gold labelled DSL-TL cor-202

pus revealed, however, more modest results (below203

0.70 F1). Additionally, contrarily to what was often204

observed in silver-labelled evaluation (Medvedeva205

et al., 2017), the current SOTA result for Por-206

tuguese LVI in the DSL-TL benchmark (0.79F1-207

score) is a deep-learning based method (Vaidya and208

Kane, 2023). More precisely, a fine-tuned version209

of Portuguese BERT, BERTimbau (Souza et al.,210

2020). Even though the results are not easy to211

compare because of different benchmarks and met-212

rics used, the differences between gold and silver-213

labelled evaluations illustrate how limited of cur-214

rent SOTA Portuguese LVI classifiers can be.215

2.3 Cross Domain Capabilities:216

Delexicalization217

Focusing on cross-domain effectiveness of LVI218

classifiers. (Lui and Baldwin, 2011) revealed that n-219

grams based techniques had limited cross-domain220

capabilities for the LID task. Despite the good221

results of these models when both the train and222

test domain overlap (↑85% accuracy), the effective-223

ness decreased up to ↓40% when both sets don’t224

match. In order to address this phenomenon, the225

author has devised a feature selection mechanism226

that later opened the door to the development of227

the first cross-domain LID tool, the langid.py (Lui228

and Baldwin, 2012). 229

In the context of French LVI, Diwersy et al. 230

(2014) used unsupervised learning to demon- 231

strate that, despite the good results reported by 232

n-grams based-methods (↑95% accuracy), the fea- 233

ture learned by these models reveal no interest from 234

a linguistic point of view. Instead, classifiers re- 235

lied on named entities, polarity and thematics em- 236

bedded in the training corpus to support its infer- 237

ence process (Ex: If “Cameroun” was mentioned 238

in the document, the model assigned a French- 239

Cameroonian label to it). 240

Similar concerns had previously been pointed in 241

other NLP tasks like genre classification (Sharoff 242

et al., 2010) for n-gram based methods. In spite of 243

these facts, the mass adoption of these architectures 244

in the context of LVI, create urgency of finding so- 245

lutions to surpass this limitation. In this study, we 246

extend the knowledge about the cross-domain capa- 247

bilities of n-gram based models, while presenting 248

the first results for transformers architectures. 249

As far as our knowledge extends, the feature se- 250

lection described above (Lui and Baldwin, 2011) 251

and the delexicalization method (Lui et al., 2014) 252

were the only techniques proposed to overcome 253

these limitations. The concept of delexicalization 254

proposes that each input token be replaced by its 255

part-of-speech (POS) tag as a means of masking 256

the thematics embedded within the training cor- 257

pus. Nevertheless, previous usage of this technique 258

presented significant effectiveness reductions (Lui 259

et al., 2014: ↓ 0.25 F1-score; Sharoff et al., 2010: 260

↓ 14.46% accuracy). We thus believe it is useful 261

to study how intermediate levels of delexicaliza- 262

tion impact the overall effectiveness of these mod- 263

els. Additionally, it is also important to clarify 264

how delexicalization affects deep-learning meth- 265

ods. Since feature selection approaches tend to be 266

either redundant or hard to apply to deep learning 267

architectures, delexicalization remains as the only 268

technique proposed in literature to develop neural 269

LVI cross-domain models. 270

3 Develop an Off-the-Shelf Portuguese 271

LVI Classifier 272

After reviewing the LVI literature, we conclude 273

there is a lack of multi-domain resources, raising 274

concerns about the true effectiveness of SOTA LVI 275

classifiers. Further studies are also required regard- 276

ing techniques to promote models’ cross-domain 277

effectiveness. To address this situation, we intro- 278
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Study Technique Test Set Bench.
(Da Silva and Lopes, 2006) N-grams + Clustering A.D 97.83% Pre.
(Zampieri and Gebre, 2012) N-grams + Naive B. A.D 99.00% Acc.
(Goutte et al., 2014) N-grams + SVM DSLCC 95.60% Acc.
(Malmasi and Dras, 2015) N-grams + Ensemble of SVMs DSLCC 95.54% Acc.
(Castro et al., 2016) N-grams + Naive B. A.D 92.71% Acc.

(Zampieri et al., 2023)
N-grams + Naive B. DSL-TL 0.60 F1

mBERT DSL-TL 0.62 F1

XLM-R DSL-TL 0.67 F1

(Vaidya and Kane, 2023) Mixture of BERT Experts DSL-TL 0.79 F1

Table 1: Effectiveness of Portuguese LVI models. The resources in bold highlight those that were evaluated in
gold-labelled corpora. When the test set has been defined by the respective authors, we represent it with A.D
(Author Defined).

duce the first multi-domain Portuguese LVI corpus,279

the PtBrVarId. This resource creates the opportu-280

nity for an extensive study of cross-domain capa-281

bilities of different LVI techniques. In particular,282

pre-trained Portuguese transformers.283

The development of off-the-shelf LVI tools re-284

quires models not only to be effective, but also285

fast and light inference processes. For that reason,286

we start our analysis with the smallest Portuguese287

transformer available, BERTimbau base (Souza288

et al., 2020), and move towards more complex ar-289

chitectures based on the results obtained. Regard-290

ing techniques to promote models’ cross-domain291

effectiveness, we focus our attention on delexical-292

ization (Lui et al., 2014). To obtain a clear picture293

of the impact of delexicalization in overall models’294

effectiveness, all the results in this study are pre-295

sented with its equivalent non-delexicalzed training296

version.297

4 PtBrVarId: Multi-Domain Portuguese298

LVI Dataset299

The development of the first six-domain Portuguese300

LVI corpus (journalistic, legal, politics, web, social301

media and literature) started with the compilation302

of corpora from 11 different data sources. We de-303

cided to name our dataset PtBrVarId, since it only304

considers two labels; European (PT-PT) and Brazil-305

ian Portuguese (PT-BR).306

The silver-labelling scheme adopted allowed the307

automatic annotation of over 200M tokens. Ad-308

ditionally, PtBrVarId also includes a small set of309

manually annotated documents (25k tokens), which310

we hereafter refer to as platinum test set. This test311

set serves two purposes: a) Probe the quality of312

the automatic annotation and b) Estimate the cross-313

domain capabilities of the models developed. 314

In the following sections, we describe the most 315

important steps during the development of PtBr- 316

VarId. These results are complemented with infor- 317

mation in Appendix B where more detailed per- 318

domain/per-variety analysis are introduced. 319

4.1 Compiling Pre-Existent Corpora 320

In this section, we describe the data sources used 321

in each textual domain together with the heuris- 322

tics that supported the silver-labelling step. This 323

information is summarised in Table 2. 324

Literature relies on three data sources that index 325

classics of Portuguese literature: a) The Gutenberg 326

project; b) The LT-Corpus and c) Brazilian Liter- 327

ature corpus. We used the author’s nationality to 328

distinguish between European and Brazilian Por- 329

tuguese books. 330

Politics compiles manually transcriptions of po- 331

litical speeches in both the European Parlia- 332

ment (Koehn, 2005) and the Brazilian Senate. We 333

rely on the gold-labelled characteristics of these 334

sources to confidently use document’s origin to 335

distinguish between both Portuguese varieties. 336

Journalistic uses the CETEM corpus (Rocha and 337

Santos, 2000) to extract news articles from Por- 338

tuguese newspaper Público and Brazilian newspa- 339

per Folha de São Paulo. The geographic location 340

of the newspaper is used to assume a Portuguese 341

variety. 342

Social Media corpora derives from three data 343

sources. The manually annotated Brazilian Por- 344

tuguese hate speech corpus, Hate-BR (Vargas et al., 345

2022), and a compilation of fake news spread in 346
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Brazilian WhatsApp groups (Cunha, 2021). Re-347

garding European Portuguese, the tweets collected348

by (Ramalho, 2021) were filtered based on tweets’349

metadata location. Tweets whose location is not350

part of Wikipedia’s list of Portuguese cities5, were351

discarded.352

Web corpora was extracted from OSCAR (Ortiz353

Suarez et al., 2019). We established an allow list354

of over 100 subdomains for both .pt and .br geogra-355

phies, composed of informal descriptive websites356

representative of Web data.357

Domain # Documents # Tokens
Literature 74k 47M
Legal 29M 133M
Political 650k 5M
Journalistic 200M 1.7M
Web 80k 26M
Social Media 18M 32M

Table 2: Per-domain analysis of the number of docu-
ments/tokens.

4.2 Quality Assurance Process358

In Table 3 we present the agreement between the359

three Portuguese nationals that performed the an-360

notations using Fleiss’s Kappa (Fleiss, 1971). Each361

annotator was asked to label the Portuguese variety362

and the textual domain in a class balanced sam-363

ple of 300 documents extracted from the dataset364

(50 from each domain, 25 European, 25 Brazil-365

ian Portuguese); documents without sufficient vari-366

ety/domain linguistic features could be labelled as367

"undetermined" by the annotators.368

Annotation Metric Result

Varieties
Fleiss’ Kappa 57.0%
Majority Rate 95.3%

Accuracy 85.6%

Domain
Fleiss’ Kappa 69.0%
Majority Rate 94.0%

Accuracy 76.0%

Table 3: Agreement among the three annotators regard-
ing both the documents’ language variety and textual
domain.

The results were then compared with the auto-369

matic annotation to determine: a) How frequent370

5
https://shorturl.at/atEIK

is a 2/3 majority among the annotators possible 371

(Majority Rate) and b) How aligned this majority 372

is with the automatic annotation (Accuracy). 373

The agreement is higher for the textual do- 374

main than about the Portuguese variety. Neverthe- 375

less, a 2/3 majority remains almost always pos- 376

sible (↑ 90.0%). This majority is also highly 377

aligned with the automatic annotation, with more 378

than↑ 70.0% Accuracy. In Table 6 we extend our 379

analysis, presenting per-domain agreement results. 380

We demonstrate that there is a ↓ 20% Kappa reduc- 381

tion due to introduction of the "undetermined" 382

label in the annotation. 383

Finally, the manually annotated documents 384

where a 2/3 majority was possible were compiled 385

to create the platinum test set. 386

5 Experimental Setup 387

5.1 Establish Baselines 388

The good results reported by LVI studies in dif- 389

ferent Indo-European languages, including Por- 390

tuguese (Zampieri and Gebre, 2012), using N-gram 391

combined with Naive Bayes classifiers (Table 1) 392

motivate us to use this technique as baseline to eval- 393

uate the effectiveness gains/decreases of the differ- 394

ent techniques used in this study. Furthermore, as 395

previously mentioned in Section 2.2, the 0.79 F1- 396

score result obtained in the DSL-TL corpus serves 397

as a trustworthy benchmark for Portuguese LVI. 398

5.2 Cross-domain Evaluation of LVI 399

Classifiers: Three Step Process 400

The development of an effective cross-domain LVI 401

classifier required us to develop a three-step evalu- 402

ation process capable of assessing models’ cross- 403

domain capabilities. First, each model is evaluated 404

on the silver-labelled validation sets defined for 405

each of the six textual domains. 406

Then, we used two gold-labelled test sets, the 407

DSL-TL corpus and the "entity bucket adverbial 408

cases" (Riley et al., 2022) of FRMT: Few-shot 409

Region-aware Machine Translation to obtain a trust- 410

worthy estimation of the F1-scores of LVI classi- 411

fiers. Despite, originally developed by Google to 412

benchmark machine translation systems, the anno- 413

tations on the FRMT corpus, can be easily trans- 414

posed to LVI. 415

Finally, we used the platinum test set to obtain 416

further details on the model’s effectiveness. We 417

consider a model to be reliable if it is a cross- 418

domain tool capable of achieving SOTA results 419

5

https://shorturl.at/atEIK


in silver labelled data while maintaining its perfor-420

mance levels both in the gold and platinum-labelled421

test sets.422

5.3 Combining Different Textual Domains423

In this study, we follow an iterative approach to the424

problem of finding the best strategy for combining425

training corpora from different textual domains in426

a single training process. We started by leverag-427

ing under-sampling to combine the six domains428

into a single training corpus while ensuring class429

balanced proprieties in this dataset.430

5.4 Delexicalization Framework431

Previous studies on delexicalization approached the432

problem with a coarse-grained strategy, replacing433

the entire input for its POS tags. We believe a fine-434

grained methodology is required to evaluate the im-435

pact of introducing a token replacement probability436

hyperparameter PPOS in the overall effectiveness437

of the models. Additionally, we propose to replace438

the named entities (NER) identified using spaCy6
439

by its NER tag with a probability PNER.440

In this study, we apply delexicalization exclu-441

sively to the train set. The evaluation was done442

without performing any sort of modification to the443

input text. The goal is to recreate a real world us-444

age scenario, where text is not transformed. We445

leave as future work (Section 7) measuring the im-446

pact of delexicalizing the test set in the models’447

effectiveness.448

5.5 Tuning Delexicalization449

We performed hyperparameter tuning to determine450

the best delexicalization probabilities (PPOS, PNER).451

We performed six parallel grid searches, one for452

each domain, using a stratified training sample of453

5000 documents. Each grid search was evaluated454

using the five validation sets from the domains455

different from the training one. The goal is to de-456

termine the parameters that optimise cross-domain457

performance.458

Despite our focus on delexicalization, other train-459

ing parameters were evaluated during grid search.460

The parameters assessed vary according to the tech-461

nique under scrutiny; a list of those parameters are462

presented in Table 5.463

In Heatmaps 1 and 2 we report with a probability464

step of 0.2 the average F1-scores obtained in the six465

parallel grid searches for each (PPOS, PNER) pair.466

6
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Figure 1: Hyperparameter tuning results for different
levels of delexicalization in the n-grams setting. Each
cell represents the F1-score of the best performing tex-
tual domain for for that (PPOS, PNER) set of values.
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Figure 2: Hyperparameter tuning results for different
levels of delexicalization in the BERT finetuning setting.
Each cell represents the F1-score of the best performing
textual domain for for that (PPOS, PNER) set of values.

The results reveal: a) Marginal gains are possi- 467

ble using intermediate levels of delexicalization; b) 468

High levels of PPOS have a negative impact on mod- 469

els’ effectiveness; c) BERT-based models present 470

higher effectiveness in the cross-domain scenario 471

than the n-grams. Based on these findings, we 472

decided to proceed to the training stage with a 473

delexicalization version of the training set with 474

(PPOS = 0.6 ∧ PNER = 0.0) in the case of BERT 475

and (PPOS = 0.2 ∧ PNER = 0.6) in the case of 476

n-grams. 477

6 Results 478

The following section reports the F1-scores ob- 479

tained by N-grams baseline and BERT fine-tuning 480

using the optimized parameters derived from the 481

hyperparameter tuning step (Section 5.5). All the 482
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results are presented together with its equivalent483

non-delexicalized version; to easily observe how484

delexicalization affects overall model effectiveness.485

6.1 N-Grams486

The results presented in Figure 3 clarify the gains487

delexicalization promotes in n-gram-based ap-488

proaches. In five out of eight domains this tech-489

nique was beneficial with a particular focus to490

the gold-labelled FRMT corpus, where a gain of491

(↑ 0.13 F1-score was achieved.492

Even though the experiments were not optimised493

for the DSL-TL evaluation, our baseline establishes494

a new benchmark in this corpus of 0.76F1-score495

using non-neural techniques.496
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Figure 3: N-grams F1 effectiveness in silver/gold-
labelled test sets.
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Figure 4: N-grams F1 effectiveness in the platinum test
set.

Importantly, the results obtained in the platinum497

test set (Figure 4) corroborate the findings men-498

tioned above. In particular, the five domains that499

benefit from delexicalization overlap the findings500

of silver-labelled evaluation.501

6.2 BERT 502

The results presented in Figure 5 clarify the over- 503

all improvement BERT architectures introduced in 504

the Portuguese LVI task. Consistent results above 505

0.90 F1 introduce average gains of ↑ 0.10 F1 when 506

compared with the n-grams’ baseline. 507

Regarding the impact of delexicalization, the 508

effectiveness gains/reduction on BERT-based ap- 509

proaches are marginal. Again, the benefits of this 510

technique are more notorious in gold-labelled test 511

sets. Delexicalization helped set a new benchmark 512

on the DSL-TL corpus of 0.84 F1, an improve- 513

ment of ↑ 0.05 F1 when compared with the current 514

SOTA. 515
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Figure 5: BERT F1 effectiveness in silver/gold labelled
test set.
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Figure 6: BERT F1 effectiveness in the platinum test
set.

Additionally, the results in the platinum test 516

set (Figure 6), corroborate the findings mentioned 517

above. 518
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6.3 Overall Results519

The effectiveness reported by BERT in both silver,520

gold and platinum labelled data provide sufficient521

cross-domain capabilities to deliver the first cross-522

domain LVI tool. Additionally, the fact that both523

N-grams (0.76F1-score) and BERT-based methods524

(0.84F1-score) were able to set SOTA results in the525

DSL-TL benchmark, even when they were not op-526

timised to do so, sheds lighting on the potential the527

PtBrVarId corpus introduces in future Portuguese528

LVI studies.529

7 Conclusion & Future Work530

In this study, we introduce the first multi-domain531

Portuguese LVI corpus with over 200M tokens eval-532

uated by three annotators. We used this corpus533

to develop the first cross-domain Portuguese LVI534

model. The model has been obtained by fine-tuning535

a Portuguese BERT base architecture to deliver a536

fast, light and reliable tool to discriminate between537

European and Brazilian Portuguese. The devel-538

opment of this cross-domain architecture employs539

delexicalization techniques to mask entities and540

thematics embedded in the training set, increasing541

the cross-domain capabilities of these models. The542

F1-scores obtained on gold labelled data establish543

a SOTA result of 0.84 F1-score in the DSL-TL544

benchmark, illustrating the potential of this tool.545

The model will now be integrated in other ongoing546

project headed by our research team that aims to547

develop a large European Portuguese corpus to sup-548

port the training of a SOTA European Portuguese549

LLM.550

We identify four future work topics to further im-551

prove the quality of Portuguese LVI. First, the ex-552

pansion of the corpus to other Portuguese varieties553

with less resources available, namely African. Sec-554

ond, the evaluation of different Portuguese trans-555

formers in this NLP task, we are confident that a556

more complex architecture would improve the re-557

sults obtained. Third, we look forward to quantise558

and prune the transformer architecture developed559

to provide a light weighted, fast, CPU oriented560

model up to mass adoption by the NLP community.561

Fourth, we look forward to evaluating the impact562

delexicalizing the test set can have in the overall563

effectiveness of the models developed.564

Finally, we believe it is paramount to quantify565

the effort it would take to adapt our experimen-566

tal setup to other Portuguese varieties / European567

languages. Regarding Portuguese varieties, since568

the code developed was designed to easily expand 569

towards them, only small adaptations on the auto- 570

matic labelling scheme and the manual annotation 571

of an equivalent platinum test set for the new vari- 572

eties would be required. 573

In the case of other European languages, ad- 574

ditional steps would be necessary. For example, 575

the adoption of other mono-lingual transformers. 576

Nevertheless, a good starting point for such en- 577

deavour would be British/American English and 578

Castilian/Argentinian Spanish. Both languages 579

have mono-lingual BERTs to support the task, and 580

are included as part of the DSL-TL corpus, whose 581

annotation is able to provide trustworthy evalua- 582

tions following our three steps proposal. 583

Limitations 584

We identify two main limitations related with the 585

dataset used that engage directly with the work 586

developed. First, despite our efforts, parts of the 587

evaluation are still founded on silver-labelled data. 588

Which, as we mentioned in the paper, is often con- 589

sidered in the LVI literature misleading. Additional 590

manually annotations are desirable to increase the 591

confidence in the results obtained. 592

Second, many documents collected online do not 593

have sufficient linguistic traces to confidently clas- 594

sify it as a single variety. To surpass this limitation, 595

the DSL-TL corpus introduced the possibility of 596

a "Both/Neither" class to signal those cases. Our 597

silver-labelling process does not take into consider- 598

ation those cases, which introduces entropy in the 599

training data and could potential negatively impact 600

the overall effectiveness of the models developed 601

with our corpus. 602

Ethical Considerations 603

We identify two ethical aspects our work engages 604

with that should be discussed to benefit trans- 605

parency and open-minded science. First, we com- 606

pile existing corpora with permissive scientific li- 607

censing. We use Brazilian datasets related to hate 608

speech and social media comments in the social 609

media domain. Unfortunately, the lack of respect 610

witnessed in social media transposes to our corpus, 611

with vast amounts of racism, xenophobia, toxic 612

masculinity, and harassment presented in our so- 613

cial media corpus. Also, the silver-label nature of 614

the social media domain is particularly challenging 615

because it often mentions other persons by their 616

names or other unique forms of mentioning; addi- 617
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tional means of anonymization should be implied618

in a 1.0 Version of our corpus since there is no619

linguistic gain in incorporating this mentions that620

can impact negatively the privacy of individuals.621

Secondly, it is imperative to mention that our622

multinational research team is composed of ele-623

ments from four continents, including Portuguese624

and Brazilian elements that were consulted during625

the development of this tool. It was mentioned that626

in both countries, there are negative attitudes to-627

wards the other variant of Portuguese, with small628

discussions in Portugal claiming the "purity of629

the language" as a former colonial power and in630

Brazil claiming the right to the "evolution of a self-631

linguistic identity" as a new rising multicultural632

power.633

In the past, some literature reviews point to634

works in this field by Balkan researchers with heav-635

ily political intentions. Even though we acknowl-636

edge that our research can fuel the discussion on637

the Portuguese language in this topic, we accept638

the burden because we believe that the Portuguese639

language as an all benefits from the difference in640

variants, not only the European and Brazilian ones,641

but also the many African variants, and also the642

Asian variants of Macau and Oceanic’s East-Timor.643

As mentioned in the conclusions, one of the future644

work points is to extend our work to these variants645

to create a Portuguese corpus with all existent vari-646

ants in an actual exercise of diversity rather than647

nefarious purity discussions.648
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A European and Brazilian Portuguese:894

Some Constrative Features895

The Portuguese language is an Indo-European, Ro-896

mance and Iberian language with four branches of897

varieties: European, Brazilian, African and Asian898

that feature phonological, morphological, lexical,899

syntactic, and semantic differences. Although the900

PT-PT and PT-BR varieties vary across all these901

linguistic levels, since our dataset considers exclu-902

sively written text, we will exclude the phonologi-903

cal differences from our analysis.904

At the morpho-syntactic level, the contrast can905

be observed, for example, in the pronominal sys-906

tem and the structure of nominal, prepositional and907

verbal phrases. (Scherre and Duarte, 2016) discuss908

the variation in Brazilian Portuguese of the 2nd909

person singular (tu/ você, ‘you’) and 1st person910

plural (nós/ a gente, ‘we/the people’) nominative911

pronouns. Additionally, (Kato and Martins, 2016)912

show how the system and the position of clitics be-913

have distinctively: while in PT-PT, the clitics with914

the role of complement (o(s), a(s) (‘him’, her’, ‘it’)915

are widely utilized (e.g. O João viu a Maria/viu-a,916

‘John saw Maria/her’), in PT-BR, nominal phrase917

or the pronoun ele/ ela (‘he’, ‘she’) are employed918

instead (e.g. O João viu Maria/ ela, ‘John saw919

Maria/ she’). The position of the clitics is a fac-920

tor of disparity between the two varieties as well921

because in PT-PT the clitics are by default placed922

after the verb (enclisis), and in PT-BR they are po-923

sitioned before the verb (proclisis) (e.g. Dá-me um924

computador/ Me dá um computador, ‘Give me a925

computer’).926

The contrast between the two varieties extends927

also to the structure of nominal and prepositional928

phrases. (Brito and Lopes, 2016), for instance,929

refers to the fact that in PT-PT, the possessive is930

habitually preceded by a definite article, whereas931

in PT-BR, it can occur by itself (e.g. O João viu a932

minha filha/ minha filha, ‘John saw my daughter’).933

Moreover, PT-BR allows for the use of a bare singu-934

lar noun, which is disallowed in PT-PT (e.g. Ontem935

vi filme no cinema (PT-PT×; PT-BR✓), ‘Yester-936

day, I saw a film at the cinema’). The expression937

of datives with the role of an indirect object is also938

built differently: whereas in PT-PT, the preposition939

a (’to’) is used, in PT-BR the preposition is another940

one, para (´to’), as in O João contou à Maria/para941

Maria (’John told Maria’). Another well-known942

and documented morpho-syntactic difference lies943

in the opposition between using the infinitive ver-944

sus gerund in constructions corresponding to the 945

progressive or secondary predicates. In these cases, 946

PT-BR utilises the gerund while PT-PT resorts to 947

the infinitive (e.g. O João está a ler/lendo, ‘John 948

was reading’. 949

It is at the lexical level that the two varieties 950

exhibit the most contrast. Besides the different 951

words to represent the same entity (hospedeira 952

de bordo/aeromoça, ‘stewardess’), Brazilian Por- 953

tuguese has much vocabulary with indigenous 954

(caipira, acajá, and African (dengo, cafuné) ori- 955

gins. Brazilian lexical richness is also the result 956

of the contact with the languages of numerous im- 957

migrants and the easiness in accepting neologisms 958

and loanwords (Silva, 2013). 959

The phonetic-phonological and prosodic differ- 960

ences are undoubtedly the most noticeable and 961

some impact on orthography. When there is a 962

stressed syllable followed by a nasal consonant 963

at the beginning of the next syllable, the timbre 964

of the stressed vowel varies depending on the vari- 965

ety: in PT-PT [O], [e] and in PT-BR [o], [E]. This 966

phonetic feature is marked in writing with differ- 967

ent orthographical signs, as illustrated in words 968

like (homónimo/homônimo, ’homonymous’) and 969

(grémio/grêmio, ’guild’). Another case with con- 970

sequences to the spelling refers to some conso- 971

nants that are silent in one variety, but not in the 972

other one, or the other way around, and that, when 973

they are not silent, are represented orthographi- 974

cally (e.g. facto/fato, ’fact’ and ato/acto, ’act’). 975

Finally, in terms of orthography, certain specific 976

words have different spellings in each variety, like 977

(registo/registro, ’registry’). 978

B Dataset 979

B.1 Corpora Compiled 980

In Table 4 we detail the sources compiled to pro- 981

duce PtBrVarId. 982

B.2 Corpus Splitting: Train-Test Splits 983

In Table 7 we present the statistics regarding class 984

distribution and number of tokens on PtBrVarId. 985

The dataset has a problem of class imbalance in 986

many domains, which forced us to apply undersam- 987

pling techniques to improve the training quality. 988

C Hyper-parameter Tuning 989

In Table 5 we list the additional parameters to delex- 990

icalization, considered during the grid search pro- 991

cess. 992
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Domain Variety Dataset Task License

Literature
PT-PT

Gutenberg Project 7 - CC
LT-Corpus8 - ELRA

PT-BR
Brazilian Literature9 Author Id. CC

LT-Corpus10 - ELRA

Politics
PT-PT (Koehn, 2005) Mac.Translation CC-BY-NC-4.0
PT-BR Brazilian Senate Speechs - CC

Journalistic
PT-PT (Rocha and Santos, 2000) - CC
PT-BR CETEM Folha11 - CC

Social Media
PT-PT (Ramalho, 2021) Fake News Detec. MIT

PT-BR
(Vargas et al., 2022) Hate Speech Detec. CC-BY-NC-4.0

(Cunha, 2021) Fake News Detec. GPL-3.0 license
Web Both (Ortiz Suarez et al., 2019) - CC

Table 4: List of pre-existent corpora compiled to produced the Portuguese LVI corpus.

Parameter Options

TF-IDF Max Features

100
500

1,000
5,000
10,000
50,000
100,00

TF-IDF N-Grams Range

(1,1)
(1,2)
(1,3)
(1,4)
(1,5)

(1,10)

TF-IDF Lower Case
True
False

TF-IDF Analyzer
Word
Char

Table 5: List of hyperparameters tested besides delexi-
calization. The usage of bold highlights the best result
obtained. The parameters name follows the sklearn
convention12

-3
https://www.gutenberg.org/browse/languages/

pt#a4827
-2
https://shorturl.at/kANY4

-1
https://www.kaggle.com/datasets/rtatman/

brazilian-portuguese-literature-corpus
0
https://shorturl.at/moDHN

1
https://www.linguateca.pt/cetenfolha/index_

info.html
2
https://www.gutenberg.org/browse/languages/

pt#a4827
3
https://shorturl.at/kANY4

4
https://www.kaggle.com/datasets/rtatman/

brazilian-portuguese-literature-corpus

D Annotation Results 993

In Table 6 we detail the annotation agreement met- 994

rics per-domain for the gold-labelled subset of the 995

LVI dataset proposed. 996

The low results in the literature domain are ex- 997

plained by its compilation of non-contemporary 998

books. In the 18th and 19th century, the cultural 999

differences between Portuguese and Brazilian writ- 1000

ers were less significant, and therefore it creates 1001

additional uncertainty. In a version 0.2 of the 1002

dataset, we should integrate contemporary liter- 1003

ature to achieve full potential from the models. 1004

E Computational Resources 1005

This study relied on Google Cloud N1 Compute 1006

Engines to perform the tuning and training of both 1007

the baseline and the BERT architecture. For the 1008

baseline, no GPU was needed, and it was used 1009

N1 instances with 192 CPU cores and 1024 GB of 1010

RAM. While for BERT we used an instance with 16 1011

CPU cores, 30 GB of RAM and 4x Tesla T4. The 1012

grid search on n-grams takes approximately three 1013

5
https://shorturl.at/moDHN

6
https://www.linguateca.pt/cetenfolha/index_

info.html
7
https://www.gutenberg.org/browse/languages/

pt#a4827
8
https://shorturl.at/kANY4

9
https://www.kaggle.com/datasets/rtatman/

brazilian-portuguese-literature-corpus
10
https://shorturl.at/moDHN

11
https://www.linguateca.pt/cetenfolha/index_

info.html
12
https://scikit-learn.org/stable/modules/

generated/sklearn.feature_extraction.text.
TfidfVectorizer.html
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Domain Metric Result

Literature
Fleiss Kappa 0.23

Fleiss Kappa W/o Und. 0.51
Und. Rate 36%

Legal
Fleiss Kappa 0.46

Fleiss Kappa W/o Und. 0.73
Und. Rate 34%

Politics
Fleiss Kappa 0.78

Fleiss Kappa W/o Und. 0.87
Und. Rate 10%

Web
Fleiss Kappa 0.67

Fleiss Kappa W/o Und. 0.84
Und. Rate 20%

Social Media
Fleiss Kappa 0.53

Fleiss Kappa W/o Und. 0.94
Und. Rate 42%

Journalistic
Fleiss Kappa 0.72

Fleiss Kappa W/o Und. 0.90
Und. Rate 4%

Table 6: Extended per-domain analysis of the agreement
between annotators. Fleiss Kappa W/o Und. measures
Fleiss Kappa excluding undetermined documents.

hours in such conditions, and for BERT it takes1014

approximately 52 hours to finish. The training in1015

the all scenario, which took three hours for n-grams1016

and approximately ten hours for BERT.1017

F Usage of AI Assistants1018

The authors have previously installed GitHub Copi-1019

lot in its IDE. It was used to perform minor data1020

manipulation operations when needed.1021
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Domain Variety Split Set # Doc. # Tokens

Literature

PT-PT
Train - 20k 1̃6M

Test
Validation Set 2.5k 187k
Platinum Set 21 1.4k

PT-BR
Train - 49k 3̃1M

Test
Validation Set 2.5k 161k
Platinum Set 15 953

Legal

PT-PT
Train - 29M 133M

Test
Validation Set 500 24k
Platinum Set 21 1k

PT-BR
Train - 4k 168k

Test
Validation Set 500 22k
Platinum Set 16 963

Politics

PT-PT
Train - 25k 5M

Test
Validation Set 500 98k
Platinum Set 19 3.7k

PT-BR
Train - 626k 3k

Test
Validation Set 500 103k
Platinum Set 29 6.3k

Web

PT-PT
Train - 41k 12M

Test
Validation Set 5k 1.5M
Platinum Set 17 5k

PT-BR
Train - 40k 12M

Test
Validation Set 5k 1.4M
Platinum Set 17 4.5k

Social Media

PT-PT
Train - 18M 32M

Test
Validation Set 500 9.3k
Platinum Set 15 685

PT-BR
Train - 4k 65k

Test
Validation Set 500 8k
Platinum Set 13 231

Journalistic

PT-PT
Train - 1.4M 177M

Test
Validation Set 5k 655k
Platinum Set 16 2.3k

PT-BR
Train - 307k 23M

Test
Validation Set 5k 365k
Platinum Set 20 2.7k

DSL-TL
PT-PT Test - 269 10k
PT-BR Test - 588 23k

FRMT
PT-PT Test - 985 24k
PT-BR Test - 985 24k

Table 7: Datasets split stats.
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