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Abstract
1

The success of businesses is highly dependent on their ability to
convert consumers into loyal customers. The value proposition of a
customer is considered the primary determinant in this conversion
process, and establishing intrinsic product worth at a specified
value point is essential. While affordability remains a significant
factor for online shoppers, brands are transitioning away from
broad-scale promotions and campaigns that reduce the perceived
brand worth. Implementing such widespread marketing campaigns
can inadvertently erode brand equity and diminish the probability
of achieving the desired return on marketing investment. Existing
solutions have fallen short in addressing the twin challenges of
finding the optimal balance between the value proposition and
the long-term brand value. At the same time, existing dynamic
economic algorithms often misidentify highly engaging customers
as ideal campaign targets, leading to suboptimal engagement and
conversion rates, thereby diminishing customer loyalty.

This article introduces a two-stage multi-model architecture
that employs Self-Paced Loss to enhance customer categorization.
The first layer is a Multi-Class Neural Network that differenti-
ates high engaging customers stimulated by a campaign, high-
engagement customers not influenced by campaign nudges, and
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low-engagement customers. The Binary Label Correction Model
forms the second layer, further refining the classification of highly
engaged customers by differentiating between those responding to a
campaign and those engaging organically. The actual customer’s in-
tent can be determined using a missing label framework. This level
gathers data from customers displaying variable value proposition
behavior, rectifying their true state labels during training for more
efficient customer segmentation. By distinguishing customer en-
gagement intent (prompted versus organic), the suggested solution
allows businesses to enhance their marketing campaign strategies
and target prompted engaged segment, reducing exposure rates
while boosting conversion rates. When testing this solution using
an A/B test framework, we noticed an increase of more than 100
basis points in the success metric.
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1 Introduction

In highly competitive business landscape nowadays, understanding
and catering to customer behavior and preferences is paramount
for businesses to maintain and expand market share [1]. Traditional
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customer segmentation methods, which often rely on static de-
mographic information, are increasingly being replaced by more
personalized approaches [42, 21]. The advent of big data and ad-
vancements in machine learning have enabled businesses to analyze
vast amounts of data in real-time [28], providing deeper insights
into customer needs and behaviors [12, 42]. This shift towards
dynamic customer segmentation allows for more personalized mar-
keting strategies, improved customer satisfaction, and increased
profitability [33, 41].

While these personalized marketing campaigns and offers are
primary influences for online buyers [22], in today’s competitive
market, simply launching site-wide campaigns and offers may not
be enough to attract and retain customers. Mental accounting per-
spective suggests that customers evaluate products based on their
perceived value [40]. In the context of personalized marketing cam-
paigns and offers, understanding the customer’s perceived value
of a product can help retailers tailor their pricing strategies to
individual customers.

In the context of current economic uncertainties, a significant
number of consumers have developed a more discerning approach
to seeking value for their money [38]. This shift in consumer behav-
ior has led to a keener focus on gaining maximum value from each
dollar spent. At one end of the spectrum, there are certain dynamic
individuals and consumers from Generation Z who have exhibited
a noticeable change in their product value preferences [9]. They
are more inclined to purchase items in higher-priced categories
and demonstrate a readiness to pay the full price or even more for
certain products [43]. These customers do not place a high reliance
on marketing campaigns or special offers to drive their purchasing
decisions.

On the other end of the spectrum, there is another faction of
consumers who tend to respond more to marketing campaigns and
offers [14]. This group of consumers often require some form of
prompt from a campaign before they decide to make a purchase.
However, this group of consumers can be transformed into loyal
customers if they are presented with competitive pricing and promo-
tions that align with their budgetary constraints. By acknowledging
and understanding the diverse needs and preferences of these two
distinct consumer groups, retailers can develop targeted market-
ing strategies and flexible pricing models to cater to them [29].
This approach can enable retailers to appeal to a wider range of
consumers, thereby potentially enhancing their sales figures and
fostering greater customer loyalty.

Understanding the dynamics between consumers who respond
to marketing campaigns and those who transact organically is es-
sential for businesses aiming to craft effective strategies [17, 26].
Each group exhibits distinct behaviors and characteristics, impact-
ing customer acquisition costs, loyalty, and long-term value [25].
Thus, the value proposition of a customer plays a predominant role
in the success of these marketing campaigns. The value proposi-
tion of a customer represents their perceived worth to a business,
balancing the potential profitability they bring against the cost
of engaging them. It encompasses their likelihood to respond to
campaigns, transact organically, and contribute to long-term brand

equity [4].
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Consumers Responding to Marketing Campaigns: Con-
sumers who respond to marketing campaigns are primarily in-
fluenced by targeted promotional efforts such as advertisements,
email campaigns, social media ads, and special offers [2]. These
consumers are often drawn to businesses due to compelling dis-
counts, limited-time deals, or eye-catching advertisements. They
exhibit high price sensitivity and are more likely to make impulse
purchases driven by immediate incentives [5].

The engagement level of these consumers with the brand is typ-
ically higher during the campaign period, as they interact with
various marketing channels [23]. However, their loyalty may be
short-lived, often contingent upon the continuation of promotions
[8]. This group tends to have a higher Customer Acquisition Cost
(CAC) since businesses need to invest in marketing efforts to attract
them [25, 44]. While marketing campaigns can provide a significant
sales boost in the short term, businesses must implement effective
retention strategies to convert these consumers into repeat cus-
tomers. Importantly, marketing campaigns generate valuable data
on consumer preferences and behaviors, which can be leveraged to
refine future marketing efforts [19].

Consumers Transacting Organically: In contrast, consumers
who transact organically discover and purchase products without
the direct influence of marketing campaigns. Their decision-making
process is driven by personal needs, brand reputation, word-of-
mouth recommendations, and organic search results [32]. These
consumers often exhibit strong brand loyalty and trust, having
conducted thorough research and read reviews before making a
purchase.

Organic consumers have a lower CAC since they are not ac-
quired through paid marketing efforts [31]. They tend to provide
a more stable and predictable revenue stream due to their repeat
purchases and higher Customer Lifetime Value (CLV) [39]. This
group’s purchasing decisions are influenced by the brand’s reputa-
tion and the quality of the customer experience, making it crucial
for businesses to maintain a positive brand image and deliver ex-
ceptional service[11]. Investments in search engine optimization
and content marketing are pivotal in enhancing organic reach and
attracting these consumers [37].

Comparing and Balancing Both Groups: Marketing cam-
paign responders offer the advantage of a quick sales boost and
measurable return on investment (ROI), but they require continu-
ous promotional efforts to maintain engagement and loyalty [15].
On the other hand, organic consumers provide sustainable revenue
and higher loyalty, relying on the strength of the brand and organic
discovery channels.

To achieve a balanced approach, businesses should integrate
marketing efforts to attract new customers while leveraging or-
ganic strategies [10] to retain them [24]. Personalization based on
consumer data can enhance engagement and long-term loyalty [30].
Emphasizing an exceptional customer experience is critical in con-
verting campaign responders into loyal customers. The continuous
analysis of data from both groups allows businesses to optimize
their strategies and improve overall performance [35].

By understanding and leveraging the strengths of both consumer
groups, businesses can develop more comprehensive and effective
marketing strategies, ensuring both immediate sales boosts and
long-term growth.



Latent Customer Segmentation and Value-Based Recommendation

2 Related Work

In marketing research, identifying target audiences with precise
value propositions is critical to personalizing marketing campaigns
and optimizing their effectiveness [4]. The application of machine
learning models to personalized marketing is a rapidly evolving
field, showing significant potential to revolutionize marketing strate-
gies for e-commerce companies. Existing works primarily focus
on predictive modeling of customer behaviors using supervised
approaches such as tree-based models [13, 20] and neural networks
[6, 16]. Meanwhile, unsupervised methods, including k-means clus-
tering [18, 27] and its integration with traditional RFM (Recency,
Frequency, Monetary) marketing techniques [36], have also gained
considerable traction.

Traditional marketing approaches like RFM have been widely
adopted due to their simplicity and effectiveness in targeting high-
value transactional customers. However, these methods often rely
on generalized cohort-level analyses based purely on high transac-
tional metrics (i.e., high recency, frequency, and monetary value)
without adequately personalizing campaigns or pricing for indi-
vidual customers. Such approaches fail to account for nuanced
customer behaviors, particularly the varying sensitivities to value
propositions and pricing strategies.

To address these limitations, companies like Amazon have imple-
mented advanced dynamic pricing methods such as the "Intelligent
Pricing" initiative [7]. This approach uses a two-pronged strategy:
analyzing both historical and real-time market data to understand
evolving consumer price sensitivities, and recommending personal-
ized price adjustments at critical decision-making moments. While
effective in some scenarios, these methods still lack granularity,
particularly in distinguishing between price-sensitive customers
and those willing to pay full price organically. Consequently, dy-
namic pricing systems often result in blanket price adjustments
that overlook customer-specific behaviors, leading to suboptimal
outcomes.

Another prominent technique in the domain of campaign opti-
mization is uplift modeling [3, 34], which measures the incremental
impact of marketing actions on individual behaviors. Although
uplift modeling is effective in evaluating campaign effectiveness,
its reliance on high-quality experimental data with well-designed
control and treatment groups presents a significant challenge in
real-world scenarios. The resulting data sparsity and missing la-
bels, particularly for customers who have never been subjected to
campaigns, further limit its applicability.

Our proposed method addresses several of these limitations. Un-
like traditional RFM techniques, it incorporates value proposition
features to create a more holistic customer segmentation framework.
By distinguishing between price-sensitive and non-price-sensitive
users, our approach avoids the pitfalls of generalized dynamic pric-
ing systems, ensuring personalized interventions for each customer
segment. Additionally, our method overcomes the missing label
issue inherent in uplift modeling by employing robust label cor-
rection techniques within a two-stage model architecture. This
enables precise targeting of both highly transactional and value-
driven customers, significantly enhancing campaign effectiveness
and customer engagement.
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3 Methodology
3.1 Latent Customer Segmentation

Based on transaction history and engagement with marketing ini-
tiatives, we identify three customer segments:

e Engaged segment consists of customers who have previously
engaged with our marketing campaigns and have made a
subsequent purchase.

e Unengaged segment consists of customers who have not
engaged with our marketing campaigns and have made pur-
chases without any known marketing influence.

e Inactive segment consists of customers who have not en-
gaged with our marketing campaigns and have not made
any recent purchases.

Understanding these customer segments can help tailor our mar-
keting strategies and increase the effectiveness of our campaigns.
However, the segmentation only considers customer behaviors
while overlooking their underlying intents, particularly for the en-
gaged group which could have two different motivations. Some
engaged customers are prompted, and due to lower perceived value,
they could potentially shift their loyalty to competing products
or brands in the absence of such campaigns. Conversely, other or-
ganically engaged customers, who have similar user pattern as the
unengaged segment, might continue their purchases irrespective
of any marketing influence.

To reduce marketing costs and boost marginal profits, Walmart
and other e-commerce companies aim to focus on the first sce-
nario, targeting customers who are undecided and can be nudged
by marketing campaigns. This requires model to not only predict
customer responses to campaigns precisely, but also comprehends
the underlying intent, which is often not directly observable and
results in a missing label issue.

3.2 Overall Architecture

To solve the missing label issue and capture customer intent behind
their behaviors, we propose a two-stage architecture as shown in
Figure 1. The proposed architecture predicts customer behaviors
and excludes inactive customers in the first stage. In the second
stage, the proposed architecture further predicts customer intent
with label correction, and identifies the true incremental gains
achievable through marketing promotions, i.e. customers who will
respond but would not have made a purchase without exposure to
campaigns.

In the first stage, we train a single-layer neural network for multi-
class classification, and three segments defined in Section 3.1 are
labeled as three classes. Considering the imbalanced sample sizes
of three classes, we adopt a weighted categorical cross entropy loss
given by

Lccg = -

M=

C
Z weYi,c log(piyc), (1
c=1

L

I
—-

where N denotes the number of samples, C denotes the number of
classes, w is the weight for class ¢, y; ¢ is a binary indicator (i.e. 0 or
1) if class c is the correct classification for the i-th sample, and p; ¢
is the predicted probability that the i-th sample is of class c. Here
each class c is given a weight w., which adjusts the contribution of
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Figure 1: The proposed model architecture for predicting
customer behaviors and intent, including label correction
and incremental gain identification.

that class to the total loss and helps to address the class imbalance
by giving more importance to underrepresented classes.

For the i-th sample, the model predicts a probability vector
pi = (Pio. Pi1. Pi2), where each component represents the pre-
dicted probability of the sample customer belonging to the cor-
responding segment, respectively. Given the model prediction on
customer behaviors, we can distinguish those customers with high
predicted probabilities of belonging to the inactive segment, and
focus on customers more likely to have engagement with marketing
campaigns.

In the second stage, we aim to distinguish value proposition
customers and predict if customers will make purchases without
any marketing stimuli. But for the engaged group who have been
exposed and engaged with marketing campaigns, whether they
would have purchased the product without exposure is unknown.
So we start with initial labels generated by customer behaviors
and make label correction at further iterations. Initial labels are
assigned as labeling the unengaged segment as the negative class
that will make purchases without any marketing incentives, while
labeling the engaged segment as the positive class. True positive
labels are users who promptly engaged and motivated by market-
ing incentives, while true negative labels are organically engaged
without marketing. In the initial labels, we could have mislabeled
some customers in the engaged group who would have made a
purchase even without campaigns.

Thus for label correction, we need a robust loss function of
binary classification, which can flip negative labels to positive if
predicted probability is lower than a given threshold. So we start
with a binary cross entropy (BCE) loss given by

LN

Lz_ﬁ-zl [wild + (1 - L7 ], @)

i=

where N denotes the number of users, y; denotes the true label for
the i-th user, and L and L;” denote the positive and negative losses
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Figure 2: Loss gradient by probability, illustrating the rela-
tionship between predicted probability and loss gradient for
SPLC.

of the i-th user. The positive and negative losses are given by

{ L} =logp; ’ )
L; =log(1-pi)

where p; denotes the predicted probability of the i-th user being in

the positive class.

To make the BCE loss adaptive to correct false positives, we want
L} to fall back to L, when model prediction suggests the i-th user
is highly likely to engage organically. Following [45], we adopt the
self-paced loss correction (SPLC) and change the positive loss to

! i, if p;
L+—{ ogpi, if pi >t @

P log(1-p;), ifpi <7’
where 7 € (0, 1) denotes a threshold to identify whether it is a true
positive or false positive based on the model prediction probability
pi. Specifically, for a given positive label, it would be corrected with
low probability p; > 7.

To make the robust loss function more flexible to incorporate
business insights, we further define the threshold 7 as a tunable
parameter. Then finalized loss function is given by

Lf(0) = I(pi(0) <(6))log(1-pi(0))
+1(pi(0) > 7(0)) logpi(6) ®)

Ly (0) = log(1-pi(0))
where 7 denotes an indictor function and 6 denotes parameters
of binary classifier. For the i-th sample, the model generates a
score as p;, which is the predicted probability of the customer
only converting if exposed to marketing campaigns. In the tailored
marketing strategy, we tend to prioritize those customers with high
scores due to marketing costs.

Figure 2 demonstrates how the SPLC adapts to false positives
with an example of 7(0) = 0.5. Here, the x axis is the predicted
probability p;, and the y axis is the loss gradient — g—i where x is the
predict logit and y = (1 + e~*) 1. For a positive label, the smaller
the probability, the more likely it is a false positive. Compared to
the BCE, for which the loss increases as the predict probability
decreases, the SPLC loss function assigns a lower weight to the
false positives and reduces the effect of missing labels.
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4 Experiment

In this section, we will discuss the offline model evaluation, and the
online experiments and deployment in detail. We first introduce
the dataset and the evaluation metrics used in this paper. Then,
we illustrate the effectiveness of model by comparing to a strong
baseline model widely used in online advertising. Finally, we present
the successful online performance of the model on the Walmart
promotion engine.

4.1 Dataset

We collected a sample of marketing response data and utilized a
variety of features that help us gain insight into customer behavior
and preference. User features were collected from user data before
marketing started and labels were collected from user response
after marketing initiatives were launched.

User labels for the multi-class neural network at the first stage
are generated based on user behaviors including engagement with
campaign and transactions after that. For the binary label correction
stage, true user labels are generated on users who were initially not
included in marketing events but got exposure later, so we could
identify if their engagement is prompted or organic.

User features are primarily divided into three categories: cus-
tomer understanding, user engagement, and transactions. Customer
understanding features include their family type, price affinity,
fulfillment preferences, and personas. User engagement metrics
include all impressions, views and click interactions on banners,
campaigns, and splash pages. Data was collected from logs of all
Walmart’s platform experiences: desktop web, mobile web, and
IOS and Android native apps. Transaction features include the
customer’s transaction history with Walmart.

4.2 Baseline and Metrics

To illustrate that the optimal campaign audience are not highly
engaging customers but high value proposition customers, we use
a transaction-based user segmentation called RFM segment as the
baseline model, compared to our proposed value proposition based
user segment. RFM is a marketing technique used to quantitatively
rank and group customers based on the recency, frequency and
monetary total of their recent transactions. We selected the top 3
RFM segments of the most active transacting customer segments
(i.e. champions, loyal customers and prospects) as our baseline
model.

For comparison of classification models, we report the precision,
recall, balanced accuracy and weighted F1-score of the models as
the metrics to evaluate their performance. The definitions of these
metrics are listed as follows:

e Precision measures the proportion of positive predictions
that are actually correct.

e Recall measures the proportion of true positive cases that
the model correctly identifies.

e Balanced accuracy is the average of sensitivity (recall for the
positive class) and specificity (recall for the negative class).

e Weighted F1-score is a weighted average of the F1 scores
for each class, where the weights are proportional to the
number of samples in each class.
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Figure 3: Cumulative gain curve. The curve illustrates how
many customers to target and what returns to expect from a
marketing campaign.

4.3 Offline Evaluation

We evaluated the offline model performance compared to the top 3
RFM segments that are most active in transactions.

Table 1 shows the proposed model outperforms the baseline on
the common evaluation metrics for a classification model such as
precision, recall, balanced accuracy and weighted F1 score.

Figure 3 shows the cumulative gain curve to further illustrate
that the proposed model aids in resource allocation by focusing on
the most promising customers. X axis represents the percentage of
customers that have been targeted, and y axis represents the cumu-
lative percentage of actual promptly engaged customers that can be
captured in target audience. Figure 3 reveals that by targeting 40%
of model-selected customers, 78% of the actual value proposition
customers can be reached. That is, despite a reduction in the overall
campaign exposure rate, we can achieve a higher conversion rate.
The curve helps us make informed decisions regarding the num-
ber of customers required to be targeted for achieving marketing
objectives.

4.4 Online evaluation

To assess the efficacy of our model in real-world scenarios, we con-
ducted an online A/B testing experiment. The marketing campaign
targets a considerable user base of 10.8 million, with 6.6 million
users who have never been part of Walmart campaigns, and 4.2
million users who used to engage with campaigns but have been
churned. This test was carefully structured to incorporate two con-
currently running setups: a control group and a treatment group.

To ensure balanced sample sizes and unbiased results, we ran-
domly split the users into a control group and a treatment group in
a stratified manner to make sure the population sizes of churned
and never users are the same in the control and treatment group,
respectively. For the treatment group, we ranked all the users based
on their model scores and selected the top users to show the offers.
For the control group, we random sampling a subset to get an equal
amount of users. Both the control and the treatment group got
identical exposure to the marketing campaign.

Table 2 and Table 3 were obtained by comparing the results of
random group and model group. On both user groups, there was
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Table 1: Offline evaluation results.

precision recall Balanced accuracy Weighted F1 score
Champion (RFM) 0.371 0.433  0.624 0.746
Loyalist (REM) 0.280 0.207  0.537 0.718
Potential Loyalist (RFM) 0.273 0.132  0.522 0.720
Model segment 0.448 0.600 0.724 0.817

Table 2: Online evaluation results for new customers.

%Site visit Conversion rate

group User count
Random Sample 3.3M
Model Driven 3.3M

Lift

79% 0.17%
96% 0.34%
21.52% 99.85%

Table 3: Online evaluation results for churned customers.

%Site visit Conversion rate

User count
Random Sample 2.1M
Model Driven 2.1M
Lift

87% 0.68%
90% 0.76%
3.45% 10.78%
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Figure 4: Overall framework of system deployment.

a statistically significant increase in conversion rates. Specifically,
there was a remarkable 99.85% uplift among never customers, and a
10.78% lift in previously churned customers. This data demonstrates
the effectiveness of our model in targeting potential customers,
resulting in a significant improvement in their overall engagement
and interaction with the brand.

4.5 Online Deployment

The proposed model has been deployed to support campaign target-
ing by emails and promotion engine for real-time user advertising
since April 2024.

Figure 4 illustrates the role of the value proposition model in
the Walmart ecosystem. The user features are collected and saved
in the back end, and passed for model inference on a daily basis.
The model refreshes user scores in a batched manner and updates

in cloud-based storage. For email targeting, the optimal user list is
directly retrieved from Google cloud storage. For online advertising
triggered by real-time site visit, the model-driven user list will be
checked by promotion engine for offer validity and sent to front
end via Kafka acknowledge module. Customer response data keeps
being feed back to promotion engine for logging and model re-
training purpose.

5 Conclusion

The paper introduced a two-stage multi-model architecture that
utilizes Self-Paced Loss to improve customer categorization, ad-
dressing the issue of striking a balance between value proposition
and long-term brand value. This system allows for a more efficient
customer segmentation by discerning between customers who en-
gage due to marketing campaigns and those who engage naturally.
The best trained model was deployed to our production envi-
ronment and evaluated in an online A/B test experiment. Based on
model predictions, er achieved a nearly 100% lift on conversion rate
compared to the baseline model. Therefore, the proposed solution
presents a novel approach to enhancing marketing strategies, re-
ducing exposure rates, and increasing conversion rates. This paper
highlights the need for dynamic customer engagement, paving the
way for more complex, customer-centric strategies in the future.
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